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Abstract. We construct a model where every increasing ω-sequence of reg-

ular cardinals carries a mutually stationary sequence which is not tightly sta-
tionary, and show that this property is preserved under a class of Prikry-type

forcings. Along the way, we give examples in the Cohen and Prikry models

of ω-sequences of regular cardinals for which there is a non-tightly stationary
sequence of stationary subsets consisting of cofinality ω1 ordinals, and show

that such stationary sequences are mutually stationary in the presence of in-

terleaved supercompact cardinals.

1. Introduction

Foreman and Magidor [10] introduced two new concepts of stationarity: mutual
stationarity and tight stationarity. Each of these notions is a property of sequences
~S = 〈Sξ : ξ < cf(κ)〉 where Sξ ⊆ κξ and 〈κξ : ξ < cf(κ)〉 is a sequence of regular
cardinals cofinal in some singular cardinal κ. A more basic concept is that of a

stationary sequence, which is simply a sequence ~S where Sξ ⊆ κξ is stationary for
all but boundedly many ξ < cf(κ). We will focus on the case where cf(κ) = ω, and
where each Sξ consists of ordinals of some fixed uncountable cofinality η (existence
of a mutually stationary sequence which does not meet this second condition implies
instances of Chang’s conjecture, see [9]). An immediate relationship between these
concepts is:

tightly stationary =⇒ mutually stationary =⇒ stationary.

This paper is motivated by the following question:

Question 1.1. Can there be a sequence of cardinals 〈κi : i < ω〉 so that every
mutually stationary sequence on Πi<ωκi is tightly stationary?

The question was originally asked in [4] for the sequence 〈ωn : n < ω〉, and
Cummings, Foreman, and Magidor [5] produced models where 〈ωn : n < ω〉 have
mutually stationary sequences which are not tightly stationary.

The main result of this paper is a forcing construction which gives a negative
answer to Question 1.1, so that there are mutually stationary but not tightly sta-
tionary sequences on every increasing ω-sequence of regular cardinals. Moreover,
this property is absolute to a wide class of forcing extensions, a class which includes
the natural candidates for forcing that every mutually stationary sequence is tightly
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stationary on some sequence of regular cardinals. This shows that a positive an-
swer to Question 1.1, if consistently possible, would be very difficult to achieve, and
impossible with many of the standard tools.

The proof of the main result involves separately ensuring that the following two
properties hold in the final model:

(1) Every ω-sequence of regular cardinals carries a stationary sequence which
is not tightly stationary.

(2) Every stationary sequence is mutually stationary, provided the regular car-
dinals which carry the sequence are spaced sufficiently far apart.

Whether property (1) is just a theorem of ZFC is an interesting question that,
to the authors’ knowledge, remains open. There is some partial progress in Section
3, where we give some conditions under which there is a stationary but not tightly
stationary sequence, and use forcing to build a model where every sequence of
regular cardinals has such a sequence. In Section 4 we show that there is always a
stationary not tightly stationary sequence on many sequences of regular cardinals
associated with Prikry forcing. Along the way, we will develop a general framework
for understanding the scales in Prikry-type forcing extensions.

Statements along the lines of property (2) have been the focus of much atten-
tion in previous work in this area. One of the main results of [10] was that every
stationary sequence of subsets concentrating on ordinals of countable cofinality is
mutually stationary. For uncountable cofinality, they showed that in L there is a
stationary sequence of subsets of ordinals of cofinality ω1 which is not mutually
stationary. Cummings, Foreman, and Magidor [5] showed that in the Prikry exten-
sion, every stationary sequence is mutually stationary on the product of the generic
sequence. Then Koepke [15] adapted this argument to force so that every sequence
of stationary sets on 〈ℵ2n+1 : n < ω〉 concentrating on ordinals of cofinality ω1 is
mutually stationary (this construction also uses one measurable cardinal).

In Section 5, we force over the model of Section 3 so that every increasing ω-
sequence of regular cardinals has a mutually stationary but not tightly stationary
sequence. The construction uses a proper class of supercompact cardinals, and
descends from the results of [5] and [15] mentioned above. In section 6, we show
that further Prikry extensions from the model of Section 5 cannot add increasing
ω-sequences of regular cardinals where every mutually stationary sequence is tightly
stationary.

2. Preliminaries

Let κ be a singular cardinal, and 〈κξ : ξ < cf(κ)〉 a sequence of regular cardinals

cofinal in κ.Take θ = (22κ)+ and let A be an algebra on H(θ), i.e., a structure on
H(θ) with countably many functions in the language. If M ≺ A is an elementary
substructure, then define the characteristic function of M as χM : ξ 7→ sup(M∩κξ).
We say M is tight if M ∩

∏
ξ<cf(κ) κξ is cofinal in

∏
(M ∩ κξ).

Suppose Sξ ⊆ κξ for all ξ < cf(κ). The sequence ~S = 〈Sξ : ξ < cf(κ)〉 is mutually
stationary if for any algebra A on H(θ) there is M ≺ A such that {ξ : χM (ξ) 6∈ Sξ}
is bounded in cf(κ) (we say that χM meets ~S). The sequence ~S is tightly stationary
if for every A on H(θ), a tight structure M ≺ A as in the previous definition can
be chosen.
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A scale is an increasing unbounded sequence 〈fα : α < λ〉 in (
∏
ξ<cf(κ) κξ, <

∗),

where 〈κξ : ξ < cf(κ)〉 are regular cardinals cofinal in κ and f <∗ g if and only
if {ξ : f(ξ) ≥ g(ξ)} is bounded in cf(κ). Scales were previously considered in
the context of mutual and tight stationarity in [5] and [6]. A basic result of pcf
theory due to Shelah [18] says that for singular κ, there is some sequence of regular
cardinals which carries a scale of length κ+. A scale is continuous if for every
β < λ of cofinality > cf(κ), if there is an exact upper bound for 〈fα : α < β〉 (i.e.,
a <∗-upper bound g such that 〈fα : α < β〉 is cofinal in

∏
ξ g(ξ)) then fβ is such a

bound.
In [1], it was shown how the scale relates sequences on the 〈κξ : ξ < cf(κ)〉 to

subsets of λ.

Definition 2.1. Suppose Sξ ⊆ κξ for each ξ < cf(κ). Then define

µ(~S) = {α : fα meets ~S}.

Let S′ξ = κξ \ Sξ. Then define ν(~S) = λ \ µ(〈S′ξ〉).

The following lemma from [1] relates tight stationarity to the µ function of
Definition 2.1.

Lemma 2.2. Let η be an uncountable regular cardinal in the interval (cf(κ), κ0).

Suppose Sξ ⊆ κξ ∩Cof(η). Then ~S is tightly stationary iff µ(~S)∩Cof(η)∩Good is
stationary in λ, where Good is the set of good points.

3. Stationary but not tightly stationary sequences

We collect some examples of situations for which there are stationary, not tightly
stationary sequences concentrating on a fixed uncountable cofinality.

As mentioned in the introduction, previous examples were found in [5] (mutually
but not tightly stationary), and in [10],[16] (stationary but not mutually stationary).
Another example was found in [1], where it was shown that every sequence of regular
cardinals admitting a tree-like scale has a stationary but not tightly stationary
sequence. There are not many examples known of sequences of regular cardinals
which have no tree-like scales. For one example, see Gitik [11], where such a
sequence is identified in the generic extension by a Prikry-type forcing.

An important definition in [1] was that of a careful sequence. Suppose that

〈κn : n < ω〉 carries a scale 〈fα : α < λ〉. A sequence ~S = 〈Sn : n < ω〉 with

Sn ⊆ κn for all n < ω is careful if µ(~S) = ν(~S). Any sequence of regular cardinals
with a tree-like scale admits a careful sequence of stationary co-stationary subsets,
as do many sequences of regular cardinals associated with Prikry forcing.

Proposition 3.1. Suppose there is a careful sequence of stationary, co-stationary
subsets. Then there is a sequence of stationary sets which is not tightly stationary.

Proof. Let ~S be a careful sequence of stationary, co-stationary subsets. Take X ⊆ ω
which is infinite and whose complement is also infinite. Define ~T = 〈Tn : n < ω〉 by
Tn = Sn if n ∈ X and Tn = κn \ Sn otherwise. Then Tn is a stationary sequence.

Now we check that µ(~T ) = ∅. Suppose α ∈ µ(~T ). Then fα(n) ∈ Sn for infinitely

many n, so α ∈ ν(~S). Similarly, we get α ∈ ν(〈κn \Sn〉), but this is impossible. �
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Under favorable cardinal arithmetic, namely a large value of the continuum, we
can find stationary sequences which are not tightly stationary on certain sequences
of regular cardinals.

Proposition 3.2. Suppose 〈µn : n < ω〉 is an increasing sequence of regular car-
dinals which carry a scale 〈fα : α < λ〉, and 2ℵ0 > λ. Then there is a stationary
sequence in 〈µn : n < ω〉 which is not tightly stationary.

Proof. Choose a sequence 〈(S0
n, S

1
n) : n < ω〉 where (S0

n, S
1
n) is a partition of µn ∩

Cof(η) into stationary sets for each n < ω. For each α < λ, let xα ∈ ω2 be
defined by setting xα(n) equal to the unique i so that fα(n) ∈ Sin if it exists, and
0 otherwise. Let E0 be the equivalence relation of eventual agreement on ω2, i.e.,
x ≡ y iff there is some m so that x(n) = y(n) for all n ≥ m. The classes of E0

are countable, so there is some x ∈ ω2 so that x is not E0-equivalent to xα for any
α < λ.

The sequence 〈Sx(n)
n : n < ω〉 is not tightly stationary since µ(〈Sn〉) = ∅ by the

choice of x. �

The basic idea of Proposition 3.2 can be used to force every ω-sequence of regular
cardinals to have a stationary sequence which is not tightly stationary.

Suppose 〈µn : n < ω〉 is an increasing sequence of regular cardinals cofinal in
µ which carries a scale 〈fα : α < λ〉. If a forcing poset P has the µ-c.c., it is easy
to see that any member of (

∏
n µn)V [G] is <∗-below a member of (

∏
n µn)V , so

〈fα : α < λ〉 remains a scale in V [G]. Furthermore, stationary subsets of regular
cardinals > µ are preserved. So a tightly stationary sequence in the ground model
must remain tightly stationary in the extension.

Recall that the Cohen forcing Add(ω, λ) is the poset of partial functions λ×ω → 2
with finite domain ordered by reverse inclusion.

Proposition 3.3. Suppose 〈µn : n < ω〉 is an increasing sequence of regular car-
dinals and 2ℵ0 < µ0 and 〈Tn : n < ω〉 is a stationary sequence on 〈µn : n < ω〉.
Then forcing with Add(ω, 1) adds a sequence 〈Sn : n < ω〉 on 〈µn : n < ω〉 so that:

• Sn ⊆ Tn is stationary for every n,
• 〈Sn : n < ω〉 is not tightly stationary.

Proof. Choose in V a sequence 〈(S0
n, S

1
n) : n < ω〉 where (S0

n, S
1
n) is a partition

of Tn into stationary sets for each n < ω. Let x : ω → 2 be the real added by

Add(ω, 1). Then the sequence 〈Sx(n)
n : n < ω〉 is stationary, since Add(ω, 1) is c.c.c.

and hence preserves all cardinals and the stationarity of subsets of uncountable
regular cardinals.

We will use a fact that follows immediately from Theorem 7.1 and Theorem 5.3
of [4].

Fact 3.4. Suppose 2ℵ0 < µ0. If P is c.c.c. and G is generic for P over V . If
M ∈ V [G] is tight for 〈µn : n < ω〉 and cf(M ∩ µn) = ω1 for all n < ω, then
χM ∈ V .

By a density argument, for any f ∈ V ∩
∏
n µn, there are infinitely many n < ω

so that f(n) 6∈ Sx(n)
n . Therefore, no tight structure can meet 〈Sx(n)

n : n < ω〉, and
hence it is not tightly stationary. �
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Theorem 3.5. Suppose 2ℵ0 < ℵω. In the forcing extension by Add(ω, ω1), for any
sequence of cardinals 〈µn : n < ω〉 and any stationary sequence 〈Tn : n < ω〉 on
〈µn : n < ω〉 with Tn ∈ V for each n, there is a stationary sequence 〈Sn : n < ω〉
which is not tightly stationary, with Sn ⊆ Tn for all n .

Proof. Let 〈µ̇n : n < ω〉 be a name for an increasing sequence of regular cardinals
below κ, and suppose that there is a condition p ∈ Add(ω, ω1) which forces that
〈µ̇n : n < ω〉 has no stationary, not tightly stationary sequence.

For each n < ω, let An = {ain : i < ω} be a maximal antichain in Add(ω, ω1) so
that each ain forces a value for µn. Since Add(ω, ω1) is c.c.c., each An is countable
and hence γ := sup(

⋃
n,i dom(ain)) < ω1. So 〈µn : n < ω〉 ∈ V Add(ω,γ), where

Add(ω, γ) is thought of as an initial segment of Add(ω, ω1). Since Add(ω, ω1)
factors as Add(ω, γ)×Add(ω, 1)×Add(ω, ω1), the result follows from Proposition
3.3. �

We remark that the previous result is quite indestructible. For example, if H is
generic for Add(ω, ω1) and P is Prikry forcing over V [H], then the Levy–Solovay
theorem says that the normal ultrafilter U used by P is in fact generated by a
normal ultrafilter Ū in V . It is then easy to check that over V , Add(ω, ω1) ∗ P is
forcing equivalent to P̄ × Add(ω, ω1), where P̄ is Prikry forcing over V using Ū ,
and therefore in the further Prikry extension, every sequence of regular cardinals
carries a stationary sequence which is not tightly stationary.

This gives another method to obtain mutually stationary but not tightly sta-
tionary sets, since on any Prikry sequence, every stationary sequence is mutually
stationary (Theorem 5.4 of [5], using our slightly weaker definition for mutual sta-
tionarity). A similar method works for increasing sequences of measurable cardi-
nals. Compared to the examples of mutually stationary but not tightly stationary
sequences in [5], these examples have the disadvantage of requiring large cardinals.
However, they are more flexible in the ways that they can be iterated, and this
flexibility can be used to obtain results of a global nature as in Theorem 5.7.

4. Scales in the Prikry extension

There are perhaps three natural approaches for forcing a positive answer to
Question 1.1: (1) destroying the mutual stationarity of a sequence which is not
tightly stationary, (2) making a mutually stationary sequence tightly stationary, or
(3) forcing to add a new sequence of regular cardinals for which every mutually
stationary sequence is tightly stationary.

The first approach appears to be quite difficult. For example, suppose ~S is a
mutually stationary sequence on a sequence of regular cardinals with limit µ, and
P is a µ-c.c. forcing notion. Since µ is singular, in fact P is ν-c.c. for some ν < µ.
So for any function F : [µ]<ω → µ in the extension by P, there is a function

F̂ : [µ]<ω → µ in the ground model so that any set closed under F̂ which contains

ν as a subset is also closed under F . Therefore ~S remains mutually stationary after
forcing with P.

Since tight stationarity is connected with the continuous scales on the sequence
of regular cardinals, the second approach would involve forcing so that ground
model scales are not cofinal (or even just adding new sequences of regular cardinals
altogether, as in the third approach). Variants of Prikry forcing are essentially
the only techniques known for achieving this. Analysis of the scales on certain
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products after Prikry-type forcing was done by Jech [12] (ordinary Prikry forcing),
Cummings–Foreman [3] (supercompact diagonal forcing), and Lambie-Hanson [17]
(supercompact diagonal forcing). Below, we give a slight generalization of the result
in [12] for the ordinary Prikry forcing.

Let κ be a measurable cardinal, and j : V → M the ultrapower embedding by
a normal measure U on κ. Let Pr be the Prikry forcing using U . Recall that this
is the set of all pairs (s,A) with s a finite increasing sequence from κ and A ∈ U ,
ordered by (s,A) ≤ (s′, A′) if and only if s ⊇ s′, A ⊆ A′ and s \ s′ ⊆ A′. There is
also an auxiliary ordering ≤∗ defined by (s,A) ≤∗ (s′, A′) if and only if s = s′ and
A ⊆ A′. We abuse notation and identify a generic E for Pr with the ω-sequence
〈ζn : n < ω〉 it adds. Let LP (for “lower part”) be the set of all finite increasing
sequences from κ.

There is one crucial feature of Prikry forcing, which can be used to prove many
properties of the generic extension, for example that Pr does not add bounded
subsets of κ.

Fact 4.1. (1) For every dense open D ⊆ Pr and (s,A) ∈ Pr, there is n < ω
and (s,A∗) ≤∗ (s,A) so that any (s′, A′) ≤ (s,A∗) with |s′| ≥ n is in D.

(2) As a consequence, we have the Prikry property : for any (s,A) ∈ Pr and
any statement ϕ in the forcing language, there is (s,A∗) ≤∗ (s,A) so that
ϕ is decided by (s,A∗).

These are proven using a diagonal intersection argument. A particularly conve-
nient way of taking diagonal intersections in Prikry forcing can be expressed when
there is a sequence of measure one sets 〈As : s ∈ LP〉, and we define the diagonal
intersection to be

∆sAs = ∆ξ

⋂
s:s(|s|)−1)=ξ

As.

The following characterization of genericity for Pr is due to Mathias.

Fact 4.2. A sequence 〈ζn : n < ω〉 is generic for Pr if and only if for each A ∈ U ,
there is nA < ω so that ζn ∈ A for all n ≥ nA.

We will make use of the iterated ultrapowers Mn for n ≤ ω. These are defined
recursively, together with a commuting system of elementary embeddings im,n :
Mm →Mn for m < n.

(1) M0 = V and i0,1 = j.
(2) Mn+1 = Ult(Mn, i0,n(U)) and in,n+1 is the ultrapower embedding.
(3) im,n+1 = in,n+1 ◦ im,n for m < n.
(4) Mω is the direct limit of the system of ultrapowers 〈Mn, (im,n)〉, and the

maps im,ω are the direct limit embeddings.

We list some basic facts about the iterated ultrapowers. For notational simplicity,
we write κn := i0,n(κ).

Fact 4.3. Let 〈Mn, (im,n)〉 be the system of iterated ultrapowers defined above.

(1) i0,n = jn (that is, j composed with itself n times).
(2) Every member of Mn can be written as i0,n(G)(κ0, κ1, . . . , κn−1) for some

G : [κ]n → V .

Bukovský and Dehornoy [7] independently proved a connection between the
generic extension by Prikry forcing and the iterated ultrapowers.
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Fact 4.4. (1) The sequence 〈κ0, κ1, . . .〉 is generic for i0,ω(Pr) over Mω.
(2) The generic extension Mω[〈κ0, κ1, . . .〉] is equal to the intersection of the

Mn, n < ω.

Motivated by this result, we write Nω :=
⋂
n<ωMn. We will use the fact that

Nω has the same ω-sequences of ordinals as V .

Definition 4.5. If c is a Pr-name, define JcK to be the evaluation of i0,ω(c) using
the Mω-Prikry-generic sequence 〈κ0, κ1, . . .〉.

The definition also relativizes to Pr below some condition (s,A). Note that Nω
is also the Prikry extension of Mω using the generic sequence s_〈κ0, κ1, . . .〉.

Definition 4.6. If s ∈ LP, then for a Pr-name c, define JcKs to be the evaluation
of i0,ω(c) using the Mω-Prikry-generic sequence s_〈κ|s|, κ|s|+1, . . .〉.

Lemma 4.7. Let φ be a formula in the language of set theory, and {ci : i < n} be
Pr-names. If for every s ∈ LP we have

Nω � φ(Jc0Ks, . . . , JcnKs),

then 
Pr φ(c0, . . . , cn).

Proof. For each s ∈ LP, there is a set As ∈ U so that (s,As) decides φ(c0, . . . , cn).
In fact, (s,As) 
 φ(c0, . . . , cn); otherwise (s,As) 
 ¬φ(c0, . . . , cn) so

(s, i0,ω(As)) 
 ¬φ(i0,ω(c0), . . . , i0,ω(cn)).

But κm ∈ i0,ω(As) for each m < ω, so (s, i0,ω(As)) is compatible with the Mω-
Prikry-generic sequence s_〈κ|s|, κ|s|+1, . . .〉, so Nω � ¬φ(Jc0Ks, . . . , JcnKs), contra-
diction.

Take A∗ = ∆sAs. Any condition (t, B) can be strengthened to (t, B ∩ A∗), and
any further strengthening of this must be compatible with (t, At), so we have shown
that the set of conditions forcing φ(c0, . . . , cn) is dense. �

Suppose that 〈µn : n < ω〉 is an increasing sequence of regular cardinals in V [E]
cofinal in κ. Using Fact 4.1, we can find a name for 〈µn : n < ω〉 of a particularly
nice form.

Lemma 4.8. In V , there is a name 〈µ̇n : n < ω〉 for 〈µn : n < ω〉 so that:

(1) There are σ : ω → ω (the arity function) and Fn : [κ]σ(n) → κ so that for
any n, if |s| = σ(n), then 〈s, κ〉 forces µ̇n = Fn(s).

(2) Every ordinal in the image of Fn is a regular cardinal.
(3) There is a non-decreasing, unbounded function ρ : ω → ω ∪ {−1} so that

Fn(ξ0, . . . , ξσ(n)−1) > ξρ(n) for all (ξ0, . . . , . . . , ξσ(n)−1) ∈ [κ]σ(n), where we
define ξ−1 = 0.

We will call such a name normal.
For each n, 0 < n < ω, and each γ < κn, fix functions Gnγ : [κ]σ(n) → κ such that

i0,n(Gnγ )(κ0, κ1, . . . , κn−1)) = γ, i.e., Gnγ represents γ in the nth iterated ultrapower.
Define a function τ on κω by setting τ(γ) to be largest so that γ ∈ image(i0,τ(γ)).

Lemma 4.9. Suppose G : [κ]n → κ such that

i0,n(Gnγ )(κ0, κ1, . . . , κn−1) ∈ image(i0,m).
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Then there is A ∈ U such that G restricted to A does not depend on the first m
coordinates of the input, i.e., for all sequences x1 < . . . < xm−1and y1 < . . . <
ym−1, and zm < . . . < zn with xm−1, ym−1 < zm,

G(x1, . . . , xm−1, zm, . . . , zn−1) = G(y1, . . . , ym−1, zm, . . . , zn−1).

So by changing the functions Gnγ on a measure zero set, we may assume that
G does not depend on the first τ(γ) coordinates of the input. From now on, we
enforce this assumption.

For certain sequences of regular cardinals, scales on κ in the Prikry extension are
closely related to ground model scales on (ground model) singular cardinals. Note
that the Prikry forcing cannot add new scales to singular cardinals other than κ: it
does not add any ω-sequences bounded below κ, and it has the κ-c.c. so cannot add
an ω-sequence unbounded by ground model ω-sequences in the product of regular
cardinals above κ.

Definition 4.10. A normal name given by 〈Fn : n < ω〉 with dom(Fn) = [κ]σ(n)

is forgetful if there is a non-decreasing, unbounded function τ : ω → ω so that Fn

does not depend on the first τ(n) coordinates.

Forgetfulness will be applied through the following straightforward lemma.

Lemma 4.11. Suppose 〈Fn : n < ω〉 is a forgetful normal name and s ∈ LP. Then
there is n0 < ω so that for all n ≥ n0,

JFnKs = JFnK.

Suppose that 〈µn : n < ω〉 ∈ V [E] is an increasing sequence of regular cardinals
cofinal in κ. Let Fn, σ, ρ be as in Lemma 4.8, and τ be as in Definition 4.10. We
will focus on the special case where 〈µ̇n : n < ω〉 is forgetful. The theorem will
show that in these cases, the pcf structure of

∏
n µn reflects that of

∏
nJµnK.

Define k(n) := min{τ(n), ρ(n), σ(n)}. Since τ ,ρ, and σ are non-decreasing and
unbounded in ω, so is k.

Lemma 4.12. For each n, the set of ordinals in image(i0,k(n))∩ Jµ̇nK is < κ-closed
and unbounded.

Proof. Fix Gn < Fn. Define Hn to be the function

(ξ0, . . . , ξσ(n)−1) 7→ sup
α0,...,αk(n)−1<ξk(n)

Gn(α0, . . . , αk(n)−1, ξk(n), . . . , ξσ(n)−1).

Clearly Gn ≤ Hn.
We now show

Hn(α0, . . . , αk(n)−1, ξk(n), . . . , ξσ(n)−1) < Fn(α0, . . . , αk(n)−1, ξk(n), . . . , ξσ(n)−1).

Since k(n) ≤ τ(n), Fn doesn’t depend on the first k(n) coordinates, and since
k(n) ≤ ρ(n), ξk(n) < Fn(ξ0, . . . , ξσ(n)−1), so Hn < Fn as Fn(ξ0, . . . , ξσ(n)−1) is a
regular cardinal. So image(i0,k(n)) ∩ Jµ̇nK is unbounded in Jµ̇nK.

Since j is continuous at points of cofinality different from κ, image(i0,k(n))∩Jµ̇nK
is < κ-closed. �

For each n, let Cn = image(i0,k(n)) ∩ Jµ̇nK.
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Theorem 4.13. Suppose 〈µ̇n : n < ω〉 is an ω-sequence of regular cardinals in
V [E] with a forgetful normal name. If

∏
n Cn carries a scale 〈fα : α < λ〉 in V ,

then in V [E] there is a scale 〈gα : α < λ〉 on
∏
n µn defined by

gα(n) = G
σ(n)
fα(n)(ζ0, . . . , ζσ(n)−1).

If 〈fα : α < λ〉 is continuous at a point δ, then so is 〈gα : α < λ〉.

Proof. For each α < λ, let ġα be the forgetful normal name for gα given by

〈Gσ(n)
fα(n)(ζ0, . . . , ζσ(n)−1) : n < ω〉. For any s ∈ LP, JġαK =∗ JġαKs by Lemma

4.11. Therefore

JġβKs <∗ JġβKs.
By Lemma 4.7, gα <

∗ gβ in V [E].
Now we check that 〈gα : α < λ〉 is cofinal in

∏
n µn. Suppose that h is a function

in
∏
n µn in V [E], and let ḣ be a name for h which is forced to be in

∏
n µ̇n. Fix

s ∈ LP arbitrary. By Lemma 4.7, Jh(n)Ks < Jµ̇nKs for all n < ω. By Lemma
4.11, Jµ̇nK =∗ JµnKs. Therefore Jh(n)Ks < Jµ̇nK for all but finitely many n. Since
〈fα : α < λ〉 is a scale on

∏
nJµ̇nK, there is some α < λ so that JhKs <∗ fα = JġαK.

But JġαK =∗ JġαKs, so JhKs <∗ JġαKs. As s was arbitrary, h <∗ gα in V [E].
The proof for the continuity part of the theorem is similar. Suppose that h is a

function in
∏
n gδ(n) in V [E], and let ḣ be a name for h which is forced to be in∏

n ġδ(n). Fix s ∈ LP arbitrary. Applying Lemma 4.7 and Lemma 4.11 as before,
Jh(n)Ks < Jġδ(n)K for all but finitely many n. Since 〈fα : α < λ〉 is continuous at δ,
there is some α < δ so that JhKs <∗ JġαK =∗ JġαKs, so JhKs <∗ JġαKs. This implies
that h <∗ gα in V [E]. �

Finally, we can apply the analysis of these scales to tight stationarity.

Theorem 4.14. Suppose 〈µn : n < ω〉 ∈ V [E] is given by a forgetful normal name
and

∏
n Cn carries a scale 〈fα : α < λ〉 in V . Then there is a stationary but not

tightly stationary sequence 〈Sn : n < ω〉.

Proof. Let 〈Fn〉, σ, τ , and k be defined for the forgetful normal name for 〈µn : n <
ω〉 ∈ V [E] as in Lemma 4.8 and Definition 4.10. Let η be the fixed uncountable
cofinality to which we are restricted. Fix a name 〈ġα : α < λ〉 for a scale on

∏
n µn

as in Theorem 4.13.
We will construct a name for Sn for each n < ω. By restricting to a final

segment, we may assume that k(n) > 0. For each (ξρ(n), . . . , ξσ−1) ∈ [κ]σ(n)−k(n),
partition Fn(ξ0, . . . , ξσ−1) ∩ Cof(η) into ξk(n) disjoint stationary sets, noting that
Fn does not depend on its first k(n) arguments and ξk(n) ≤ F (ξ0, . . . , ξσ−1). Let

T
(ξkn,...,ξσ(n)−1)
n be an injection from ξk(n) into the collection of these stationary

sets. Define Sn : [κ]σ(n) → κ by

Sn(ξ0, . . . , ξσ(n)−1) = T
(ξk(n),...,ξσ(n)−1)
n (ξk(n)−1).

This function gives a name for the set Sn ∈ V [E].
We will show that in V [E], ν(〈Sn〉) = ∅, which is stronger than required by

Lemma 2.2 to show that 〈Sn : n < ω〉 is not tightly stationary. Suppose otherwise,

so there is (s,A) ∈ Pr and α < λ so that (s,A) forces α ∈ ν(〈Ṡn〉). By extending
(s,A) we may assume that there is some fixed n < ω with k(n) > |s| so that (s,A)

forces ġα(n) ∈ Ṡn.
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Take ξ0, . . . , ξσ(n)−1 ∈ [A]σ(n)−k(n) so that ξi = s(i) for i < |s| and A ∩
(ξk(n)−1, ξk(n)) 6= ∅. Choose ξ′k(n)−1 ∈ A ∩ (ξk(n)−1, ξk(n)). Let us write ξ̄ for

ξ0, . . . , ξσ(n)−1 and ξ̄′ for the sequence obtained from ξ̄ by replacing ξk(n)−1 with
ξ′k(n)−1.

Since (s,A) forces ġα(n) ∈ Ṡn,

G
σ(n)
fα(n)(ξ̄) ∈ Sn(ξ̄).

By the same reasoning,

G
σ(n)
fα(n)(ξ̄

′) ∈ Sn(ξ̄′).

Since ξ̄ and ξ̄′ differ only in the k(n)−1 coordinate, and G
σ(n)
fα(n) does not depend

on its first k(n) arguments, G
σ(n)
fα(n)(ξ̄) = G

σ(n)
fα(n)(ξ̄

′). Therefore,

G
σ(n)
fα(n)(ξ̄) ∈ Sn(ξ̄) ∩ Sn(ξ̄′),

but this is impossible as Sn(ξ̄) and Sn(ξ̄′) were chosen to be disjoint. �

Still, we do not know what happens when the sequence is not forgetful; see
Section 6 for some consistency results.

5. Mutually stationary but not tightly stationary sequences on
every sequence

In this section, we will construct a model where every increasing ω-sequence of
regular cardinals has a mutually stationary sequence which is not tightly stationary.

First, we will show that for a sequence of regular cardinals with interleaved
supercompacts, every stationary sequence is mutually stationary. Our argument is
a supercompact version of the proof of Theorem 5.2 in [5].

Suppose κ is λ-supercompact, and U is a normal, fine ultrafilter on [λ]<κ.
For any n and x, y ∈ [λ]<κ, say that x ⊂∼ y if |x| < |y∩κ|. Say that x < y if x ⊂∼ y

and x ∈ Sk(y), where the Skolem hull is computed in the structure (H(λ),∈,C).
Here C is a fixed well-ordering of H(θ) (this is a standard device useful for making
things definable without parameters).

Supercompactness measures satisfy the following partition property (for a refer-
ence, see Kanamori [14]):

Fact 5.1. For any n < ω and f : ([λ]<κ)n → 2, there is Y ∈ U homogeneous for f ,
i.e., there is i ∈ 2 so that f(x0, x1, . . . , xn−1) = i for any x0 < x1 < · · · < xn−1 all
from Y .

Proposition 5.2. Suppose 〈λn : n < ω〉 is an increasing sequence of regular cardi-
nals and 〈κn : n < ω〉 is a sequence of cardinals so that for each n < ω,

(1) κn is λn-supercompact,
(2) λn−1 < κn ≤ λn,
(3) ζξ < λn for cardinals ξ < κn and ζ < λn.

Then any sequence 〈Sn : n < ω〉 with Sn ⊆ λn ∩ Cof(< κn) is mutually stationary.

Proof. For each 0 < n < ω, let Un be a normal, fine ultrafilter on [λn]<κn .
Let A be an arbitrary expansion of (H(θ);∈,C, 〈λn, κn, Un : n < ω〉) for θ =

supn λn. For each n with 0 < n < ω, Un concentrates on the closed unbounded set
Xn of structures x so that
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(1) λn−1 ⊆ x,
(2) x ∩ κn ∈ κn,

(3) SkA(x) ∩ λn = x.

Notice that this condition implies that Xm ∩Xn = ∅ for m 6= n.
Given a finite <-increasing x̄ ⊂

⋃
iXi, define the type of x̄ to be the function

n 7→ |x̄ ∩Xn|. If a ⊆ ω, then we define t�a to be the type which is equal to t on a,
and takes value 0 elsewhere.

We will construct 〈Yn : 0 < n < ω〉 so that:

(1) For each n, Yn ⊆ Xn and Yn ∈ Un,
(2) (Indiscernibility) If ϕ is a formula in the language of A using only ordinal

parameters c̄ ⊆ supn λn, and x̄, ȳ are finite <-increasing sequences from⋃
i Yi of the same type which fit as the free variables of ϕ so that

{x ∈ x̄ : c̄ 6∈ x} = {y ∈ ȳ : c̄ 6∈ y},

then

ϕ(c̄, x̄) iff ϕ(c̄, ȳ).

Fix a formula ϕ and parameters c̄ and a type t with
∑
i t(i) equal to the number

of free variables of ϕ. We will construct 〈Y ϕ,t,c̄n : 0 < n < ω〉 that works for ϕ, t, and
c̄, and then set Yn =

⋂
ϕ,t ∆c̄Y

ϕ,t,c̄
n (we abuse notation in this diagonal intersection

by identifying c̄ with its ordinal code under some coding of finite tuples definable
over A and closed at inaccessible cardinals).

Let nt be the least n < ω so that t(n′) = 0 for all n′ ≥ n. If n > nt, then set
Y ϕ,t,c̄n equal to Xn.

Now by induction on m < nt we define Y ϕ,t,c̄nt−m ∈ Unt−m so that if x̄, ȳ are of type
t with:

(1) x̄ ∩Xn ⊆ Y ϕ,t,c̄n for all n ≥ nt −m
(2) x̄ ∩

⋃
i<nt−mXi = ȳ ∩

⋃
i<nt−mXi,

then ϕ(c̄, x̄) iff ϕ(c̄, ȳ).
So fix m < nt and suppose that Y ϕ,t,c̄n has already been defined for n > nt −m.

For each v̄ ⊆
⋃
n<nt−mXn of type s�(nt−m), let Y ϕ,t,c̄,v̄nt−m ∈ Unt−m be homogeneous

for the function mapping a length t(nt −m)-sequence ū in [λnt−m]<κnt−m to the
truth value of ϕ(c̄, v̄, ū, ūupper), where ūupper is a sequence of the appropriate type
from

⋃
n>nt−m Y

ϕ,t,c̄
n . By the induction hypothesis, this does not depend on the

choice of ūupper. Then define Y ϕ,t,c̄nt−m =
⋂
v̄ Y

ϕ,t,c̄,v̄
nt−m . This completes the construction.

Suppose n < ω. For each x ∈ [λn]<κn and ξ < λn, define y(x, ξ) to be the C-
least structure y > x in Yn containing ξ as an element. By our cardinal arithmetic
assumptions, the function ξ 7→ supx⊆ξ{sup y(x, ξ)} maps λn into λn, so the closure
points form a club Cn. Therefore, we can take In ⊆ Yn which is <-increasing of
limit order-type so that γn := sup

⋃
In ∈ Sn for each 0 < n < ω.

Finally set W = SkA(
⋃
i Ii). It remains to check that sup(W ∩λn) = γn for each

n. Suppose δ ∈ W ∩ λn for some n. Then δ = t(z̄) for some A-term t and finite
z̄ ⊆

⋃
i Ii.

Let z̄′ = z̄ ∩
⋃
i≤nXi. By indiscernibility, for any <-increasing sequence ū from⋃

n Yn of the same type as z̄ \ z̄′,

δ = t(z̄′, ū).
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Therefore δ can be defined overA with parameter z̄′ as “the unique ordinal for which
there exist measure one sets so that δ = t(z̄′, ū) whenever ū is an increasing sequence
of the right type taken from those measure one sets.” Now take x ∈ In with x > z
for every z ∈ z̄′. Since SkA(x) contains z̄′, δ ∈ x, so δ < sup(x) < sup

⋃
In. �

Koepke [15] adapted the argument from [5] to work for cardinals which were
formerly measurable but have been collapsed by forcing. Thus, he was able to force
to get a mutual stationarity property, for example, on the sequence 〈ℵ2n+1 : n < ω〉
(note that there is a gap between successive members of this sequence). We can
adapt our Proposition 5.2 using his methods, and combine this with Theorem 3.5
to get a global result on the existence of mutually stationary, not tightly stationary
sequences.

The gap between successive cardinals in the sequence seems to be crucial to this
argument. For example, Koepke and Welch [16] showed that:

(1) the existence of a measurable cardinal is equiconsistent with the statement
that there is some sequence of regular cardinals where every stationary
sequence concentrating on ordinals of cofinality ω1 is mutually stationary,
and

(2) to have that every sequence of stationary sets on 〈ℵn : n < ω〉 concentrating
on ordinals of cofinality ω1 is mutually stationary requires an inaccessible
limit of measurable cardinals (and no upper bound is currently known).

The first theorem of this section is a prototype for those which follow.

Theorem 5.3. If there is a proper class of supercompact cardinals, then there is a
class forcing extension so that for every increasing ω-sequence of regular cardinals
〈λn : n < ω〉 so that for each n the interval (λn, λn+1) contains at least three
cardinals, any stationary sequence on cofinality ω1 is mutually stationary.

Proof. The basic strategy of the proof will be to start from a proper class of super-
compact cardinals and force with collapsing posets preserving only

(1) cardinals from the given class,
(2) limits of cardinals from the class,
(3) and ground model successors of cardinals of either type (1) or (2).

We will use an argument adapted from [15] to show that for any increasing ω-
sequence 〈λn : n < ω〉 of regular cardinals in the extension so that for each n < ω
there is a formerly supercompact cardinal κn so that λn−1 < κn < λn, every sta-
tionary sequence of cofinality ω1 ordinals is mutually stationary. Koepke’s result is
an equiconsistency with the existence of a measurable cardinal, but certain aspects
of his proof simplify in our case using the stronger large cardinal assumptions.

By doing some preliminary forcing if necessary, assume Martin’s Axiom MA(ℵ1),
2ℵ0 < ℵω, and GCH above ω2. Force so that there is a proper class of indestructibly
supercompact cardinals and GCH is preserved at these supercompact cardinals (this
also preserves Martin’s Axiom). Let SC = 〈µξ : ξ < ON〉 be a continuous increasing
sequence so that µ0 = ω1 and µξ is one of these indestructibly supercompacts for
every successor ordinal ξ. Let P be the class length Easton support product of the
posets Qµξ := ColV (µ+

ξ , < µξ+1) for each µξ ∈ SC. The final model will be a model

of ZFC, see Jech [13] for details on class forcing.
Let G be generic for P. Write G�µ for G∩P�µ. In the final model the uncountable

cardinals are all of the form µξ or µ+
ξ for an ordinal ξ.
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Suppose 〈λn : n < ω〉 is an increasing sequence of regular cardinals of V [G]
with limit λ = supn λn. Assuming that there are at least three V [G] cardinals
in each interval (λn, λn+1), we can find a sequence of V -supercompact cardinals
〈κn : n < ω〉 so that κn = µξn+1 (i.e., κn has a successor index in the sequence of
supercompacts), and letting κ′n = µξn ,

λn−1 ≤ κ′n < κn < λn

for all 0 < n < ω.
Let P(n) = Qκ′n , and R(n) = P�κ′n×P \κn be the quotient of P by P(n). Each κn

remains supercompact after forcing with R(n), since for each n this poset factors
into the product of a poset which is κn-directed closed and a poset of size < κn.
Let Un be a normal fine ultrafilter Un on [λn]<κn in V [Hn].

For p ∈ P(n) and α < κn, we will use the notation p�α to denote the condition
given by the restriction of p to domain dom(p) ∩ (α× (κ′n)+).

We will show that in V [G], any sequence of stationary subsets of 〈λn : n < ω〉
concentrating on cofinality ω1 is mutually stationary. Let gn, Hn be the generics
for P(n),R(n), respectively, determined by G. Fix Ḟ a P-name for a function F :
[λ]<ω → λ and 〈Ṡn : n < ω〉 a P-name for a sequence of stationary sets of cofinality
ω1 points in 〈λn : n < ω〉.

We will find W ⊆ λ so that

sup(Ḟ“[W ]<ω ∩ λn) ≤ sup(W ∩ λn) ∈ Sn
for each n < ω. Since the choice of F was arbitrary, this suffices for mutual
stationarity of 〈Sn : n < ω〉. We will abuse notation slightly to write Ḟ (x̄) for

Ḟ (sup(x0), . . . , sup(xn)), where x̄ = (x0, x1, . . . , xn). Let Xn be defined as in the
proof of Proposition 5.2, using κn, λn.

In V [G], let θ be (2λ)+ and

A = (H(θ);∈,C, G, 〈λn, κn, Un : n < ω〉,P, Ḟ , p)

and take Ñ ≺ A countable. Define N = Ñ ∩ V , so Ñ = N [G].
Since N is countable, N ∈ V . Fix a sequence 〈ek : k < ω〉 so that for every e < ω,

there are infinitely many k with e = ek. The number ek will correspond to the arity
of a function in the kth step of our construction. We will say that 〈σkn : k < ω〉 is
a system with stem p ∈ P(n) and domain Y ∈ Un if σkn : [Y ′]ek → P(n) for some
Y ′ ⊇ Y , and p ≤ σkn(x̄)�(min(x̄) ∩ κn).

Define Yn =
⋂

(Un ∩N [Hn]), the intersection of all measure one sets in N [Hn].
Since N [Hn] is countable, Yn ∈ Un.

Let 〈F jn : j < ω〉 be an enumeration of the functions [
⋃
i≤nXi]

<ω → λn in

N [G�λn].

Claim 5.4. For every n, there are p ∈ gn and σk a system with stem p and domain
Yn satisfying the following properties:

(1) For every k̃ < ω, every t > ek̃, and any a0, a1 ∈ [t]ek̃ , there is k > k̃ so that

if σk̃(x̄�a0) and σk̃(x̄�a1) are compatible, then

σk(x̄) ≤ σk̃(x̄�a0), σk̃(x̄�a1).

(2) For every k̃, every t > ek̃, and any a ∈ [t]ek̃ , there is k > k̃ so that ek = t

and σk(x̄) ≤ σk̃(x̄�a).
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(3) σk(x̄) forces values for F jn(ȳ, z̄) for all j < k, all ȳ, z̄ of the appropriate type
with ȳ ⊆

⋃
i<nXi and z̄ ⊆ x̄.

(4) For each k, σk ∈ N [Hn].

Proof of Claim 5.4. The construction is by induction on k. Fix in advance a suit-
able bookkeeping so that for every k̃, t, a0, a1 as in (1) or (2), there is k > k̃, a stage
with the correct arity where we construct to satisfy the corresponding clause. For
each k < ω, we will construct in N [Hn] the following objects:

• pk ∈ gn,
• Y k ∈ Un,
• 〈σk(x̄) : |x̄| = ek〉 which satisfies the conditions required by the bookkeeping

and that for all increasing x̄ from Y k,

σk(x̄)�(min(x̄) ∩ κn) = pk.

Start with some p0 ∈ gn satisfying the demands of (3); this is possible since P(n)

is λn−1-distributive over N [Hn]. Suppose we have already constructed pi, Y i, and
σi for i ≤ k. We will describe the construction for stage k + 1.

Working below an arbitrary condition q ≤ pk, build conditions σk+1,q(x̄) for
each x̄ with |x̄| = ek+1 satisfying the demands of the bookkeeping and of property
(3). There are pk+1,q ∈ P(n) and Y k+1,q ∈ Un so that for any <-increasing x̄ ∈
[Y k+1,q]ek+1 , σk+1,q(x̄)�(min(x̄) ∩ κn) = pk+1,q. The set Dk+1 = {pk+1,q : q ≤ pk}
is dense below pk and a member of N [Hn], so there is pk+1 ∈ gn ∩Dk+1 ∩N , and
we can choose Y k+1 and σk+1 to be the corresponding objects in N [Hn].

Let pn :=
⋃
k p

k. By definition of Yn, Yn ⊆
⋂
k Y

k, so pn is a stem for the system
restricted to domain Yn. This completes the construction. �

Using an argument similar to the proof of Proposition 5.2, Yn satisfies the fol-
lowing indiscernibility property: if ϕ is a formula in the language of A using only
ordinal parameters c̄ ⊆ λ, and x̄, ȳ are finite increasing sequences from Yn of the
same type which fit as the free variables of ϕ so that

{x ∈ x̄ : c̄ 6∈ x} = {y ∈ ȳ : c̄ 6∈ y},

then

ϕ(x̄) iff ϕ(ȳ).

Define Cn ⊆ λn to be the club of closure points of the function mapping β < λn
to the supremum of the values of F `n(z̄), ` < ω and sup(max(z̄)) ≤ β, forced by
some σkm(x̄) with m ≤ n, k < ω, and sup(max(x̄)) ≤ β.

Suppose I ⊆ Yn is <-increasing of order-type ω1 with sup(
⋃
I) ∈ Cn. Define

Pn,I to be the subposet of P(n) of conditions of the form σkn(x̄) for some k < ω and
finite <-increasing x̄ ⊆ I.

Claim 5.5. The poset Pn,I is c.c.c.

Proof of Claim 5.5. Suppose otherwise, so there is an uncountable antichain A in
Pn,I . We can thin to assume that there is a single k < ω so that A = {σkn(z̄i) : i <
ω1}, where the collection of z̄i forms a ∆-system with root r. There is a uncountable
B ⊆ ω1 so that for every i ∈ B,

max(r ∩Xn) < min((z̄i \ r) ∩Xn).
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Pick some i0 ∈ B. There is an uncountable B′ ⊆ B so that for every i ∈ B′, and
every n < ω

max(z̄i0 ∩Xn) < min((z̄i \ r) ∩Xn).

Pick some i1 ∈ B′. Then we claim that σk(z̄i0) and σk(z̄i1) are compatible in
PI . By (1) in the construction of 〈σk : k < ω〉, it suffices to check that they are
compatible in P(n).

Let β0 := min((z̄i0 \ r)∩Xn)∩κn and β1 := min((z̄i1 \ r)∩Xn)∩κn. Since κn is
inaccessible, σkn(z̄i0) has support bounded in κn. There is some z ∈ Yn above every
member of I so that the support of σkn(z̄i0) is a subset of z∩κn. By indiscernibility,
the support of σkn(z̄i0) must be a subset of β1.

Let ρn be the C-least bijection P(n) → κn with the property that if p ∈ P(n) has
support which is bounded in an inaccessible β, then ρn(p) < β. Now

γ := ρn(σkn(z̄i0)�β0) < β0,

so ρn(σkn(z̄i0)�β0) ∈ x for all x ∈ ((z̄i0 ∪ z̄i1) \ r) ∩Xn.
Let φ(z̄) be the statement

γ = ρn(σkn(z̄)�βz̄),

where βz̄ = min((z̄ \ r)∩Xn)∩κn. The statement holds for z̄ = z̄i0 . By indiscerni-
bility it then holds also for z̄ = z̄i1 . So

σkn(z̄i0)�β0 = σkn(z̄i1)�β1.

Therefore, σkn(z̄i0) = σkn(z̄i0)�β1 is compatible with σkn(z̄i1). �

For each x̄ ⊆ I, j < ω define

Dn,x̄,j := {p ∈ Pn,I : p forces a value for Ḟ jn(x̄)}.

The set Dn,x̄,j is dense in Pn,I , since for any σkn(z̄) ∈ Pn,I , there is k′ ≥ j so

that |z̄ ∪ x̄| = ek′ and σk
′

n (z̄ ∪ x̄) ≤ σkn(z̄) by condition (2) in the construction of

〈σkn : k < ω〉, and k′′ so that ek′′ = ek′ and σk
′′

n (z̄ ∪ x̄) ≤ σk
′
(z̄ ∪ x̄) forces a value

for Ḟ jn(x̄) by condition (3).
Using Martin’s Axiom, there is a generic filter Gn,I ⊆ Pn,I which meets each of

the ℵ1 many subsets Dn,x̄,j , x̄ ⊆ I increasing and j < ω. Define pn,I :=
⋃
Gn,I .

Recall that Cn is the club in λn of closure points of the function taking an ordinal
ξ to the supremum of values forced by the system applied to [ξ]<κn .

Claim 5.6. For each n < ω, there is In ⊆ Yn which is <-increasing of order-type
ω1 so that pn,In ∈ gn and γn := sup(

⋃
In) ∈ Cn ∩ Sn.

Proof of Claim 5.6. Since |P(n)| < λn, Sn has a stationary subset S′n in V [Hn] (as
there must be a single condition in gn forcing stationary many ordinals into it).
We will show that the set of pn,I , I varying among <-increasing subsets of Yn of

order-type ω1 with sup(
⋃
I) ∈ Cn ∩S′n, is predense below pn in P(n). Since this set

belongs to V [Hn], it follows that it is met by gn, and this implies the claim.
Let q ≤ pn in P(n) be arbitrary. The elements of P(n) have domains of size < κn,

so there is β < κn with dom(q) = dom(q�β).
Choose I ⊆ Yn with min(I)∩ κn > β and sup(

⋃
I) ∈ S′n, which is possible since

Yn ∈ Un. Since pn is the stem of the system, pn ≤ p�(min(In)∩κn) for any p ∈ Pn,I .
So pn,I�β ⊆ pn,I�(min(I) ∩ κn) ≥ pn, and therefore pn,I is compatible with q. �
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Let W =
⋃
n In.

For any m,n < ω, the restriction F ∩ ([
⋃
i≤nXi]

<ω × λm) is a member of

N [G�λn]. It therefore suffices to prove that for every m,n < ω, every function
f : [

⋃
i≤nXi]

<ω → λm in N [G�λn] and every z̄ ∈ [
⋃
i≤ω Ii]

<ω in the domain of f ,

f(z̄) < γm.
Suppose otherwise, and find a counterexample of such m,n, t, f, z̄, minimizing

first m and then n. Write z̄ = (z̄0, . . . , z̄n), with z̄i ∈ I<ωi . Using condition (3)
of the construction of the system and introducing more variables to f if necessary,
choose k < ω so that pn,In ≤ σkn(z̄n) and the value of f(z̄0, . . . , z̄n) is forced over
V [Hn] by σkn(z̄n) of the system. If m ≥ n, then the value of f(z̄0, . . . , z̄n) forced by
σkn(z̄n) must be below γn, since γn is a member of Cn. Therefore m < n.

Now define f ′ : [
⋃
i<nXi]

<ω × [Xn]<ω → λm so that f ′(x̄0, . . . , x̄n) is the value

of f(x̄0, . . . , x̄n) forced over V [Hn] by σkn(x̄n), if σkn is defined on x̄n and the value
it forces is less than λm, and 0 otherwise. For x̄0, . . . , x̄n−1, there are Y ∈ Un
and δ < λm so that f ′(x̄0, . . . , x̄n−1, w̄) = δ for all increasing w̄ ⊆ Y of the right
length. By intersecting such Y for all possible x̄0, . . . , x̄n−1, we can take Y in
N [Hn] independent of the choice of x̄0, . . . , x̄n−1. Let h(x̄0, . . . , x̄n−1) be this δ.
By elementarity, h ∈ N [Hn] since σkn, Un ∈ N [Hn]. Since h has domain which
is a subset of [

⋃
i<nXn]<ω, by λ+

n−1-closure of P�[κn, λn) over V , h belongs to
V [G�λn−1] and maps into λm.

Take x̄0 = z̄0, . . . , x̄n−1 = z̄n−1, and let Y be as above. Since Y ∈ N [Hn],
z̄n ⊆ Yn ⊆ Y and therefore

h(z̄0, . . . , z̄n−1) = f(z̄0, . . . , z̄n) ≥ γm.

The existence of h contradicts the minimality of n. �

Theorem 5.7. If there is a proper class of supercompact cardinals, then there is a
class forcing extension so that every increasing ω-sequence of regular cardinals has
a mutually stationary sequence on cofinality ω1 which is not tightly stationary.

Proof. Force with the poset P from the previous theorem to obtain V [G], and then
force with Add(ω, ω1). Let K be generic for Add(ω, ω1) over V [G]. Let 〈λi : i < ω〉
be an increasing ω-sequence of regular cardinals greater than ω1 in V [G ∗K], and
λ = supi λi. Let 〈λin : n < ω〉 be a subsequence of 〈λi : i < ω〉 so that for each
n, there are at least three cardinals of V [G ∗K] between λin and λin+1

. Note that
since P is ω2-closed, the poset Add(ω, ω1) we use is actually a member of the ground
model V .

As before, there is a sequence of V -supercompact cardinals 〈κn : n < ω〉 so that
λin−1

≤ κ′n < κn < λin for all 0 < n < ω, where κ′n is the predecessor of κn in the

sequence of supercompact cardinals. Let P(n) = Qκ′n and R(n) = P�κ′n × P \ κn be

the quotient of P by P(n), with corresponding generics gn and Hn, respectively. In
the extension by R(n), MA(ℵ1) holds and κn remains supercompact.

Using Theorem 3.5, let 〈Sin : n < ω〉, Sin ⊆ λin ∩ Cof(ω1) for each n, be a
stationary sequence in V [G ∗K] that is not tightly stationary. In V [G], there is a
stationary S′n ⊆ Sin since Add(ω, ω1) has size < λn.

Let F : [λ]<ω → λ be a function in V [G ∗ K]. Because Add(ω, ω1) is c.c.c.,
there is F ′ : ω × [λ]<ω → λ in V [G] so that for any x̄ ⊆ λ, there is j < ω so that
F ′(j, x̄) = F (x̄). Work as in Theorem 5.3, using F ′ instead of F in the structure
A and using λin and S′in . Note that although the sequences 〈λin : n < ω〉 and
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〈S′n : n < ω〉 are not necessarily in V [G], each of their finite initial segments are.
This, together with the fact that {λin : n < ω} is contained in a countable set in
V , suffices in the proof of Theorem 5.3. The proof produces a structure M closed
under F ′, and hence under F , with sup(M ∩ λin) in S′n and hence in Sin . We
conclude that 〈Sin : n < ω〉 is mutually stationary in V [G ∗K].

Trivially extend 〈Sin : n < ω〉 to a stationary sequence 〈Si : i < ω〉 on 〈λi : i < ω〉
so that Si = λi ∩ Cof(ω1) if λi 6∈ {λ′in : n < ω}. The sequence 〈Si : i < ω〉 is
mutually stationary but not tightly stationary. �

6. Indestructibility under further Prikry forcing

As discussed in Section 4, the only plausible strategies to force positive answers to
our questions seem to involve Prikry-type forcing. The goal of this section is to show
that the property of the model of the previous section that all mutually stationary
sequences are tightly stationary is indestructible under Prikry-type forcing.

We first check that this model can have the measurable cardinals necessary to
support Prikry-type forcings.

Lemma 6.1. Suppose that κ is a limit point of the sequence of supercompact car-
dinals 〈µξ : ξ ∈ ON〉 and κ is measurable in B with 2κ = κ+. Then κ remains
measurable in V [G], where G is generic for P of Theorem 5.3, and in V [G ∗ K],
where K is generic for Add(ω, ω1) over V [G].

Proof. That the addition of K preserves measurability follows from the Levy–
Solovay Theorem. Forcing with the κ+-distributive poset P�[κ,∞) preserves the
fact that κ is measurable. Let H be generic for P�[κ,∞). It remains to check that
forcing with P�κ over V [H] preserves measurability. The argument is a bit more
involved than usual because we are working with products rather than iterations.

In V [H], let j : V [H]→M be the ultrapower by a normal ultrafilter on κ and let
G�κ be generic for P�κ over V [H]. Our aim is to lift j to V [G], where G = G�κ×H.
In order to do this, we need to find an M -generic filter in V [G] for j(P�κ). We can
factor j(P�κ) = P�κ× R, where R = j(P)�[κ, j(κ)).

First, G�κ is M -generic for P�κ. Now in V [G] we construct an M [G�κ]-generic

for R. Let 〈Ḋα : α < κ+〉 be an enumeration of names for all of the open dense

subsets of R which are in M [G�κ], with each name Ḋα ∈ M . There are only κ+

many of them since R has size j(κ), and in V [H]

|PM (j(κ))| = |j(2κ)| = |j(κ+)| = (κ+)κ = κ+.

Let 〈pi : i < κ〉 be an enumeration of P�κ. The poset R is κ+-closed in M . Using
this closure, we inductively define 〈qα,i : α < κ+, i < κ〉 an array of conditions in R
(running through the lexicographic order on the index).

Suppose we have completed the construction up to some index (α, i). Using the

fact that Ḋα is forced to be dense in R, pick qα,i to be some q ∈ R so that

(1) q is stronger than the previously defined conditions in the array;

(2) For some p ≤ pi in P�κ, p 
 q ∈ Ḋα.

Since κM ⊆ M , all proper initial segments of 〈qα,i : α < κ+, i < κ〉 belong to
M , so the construction can proceed just using the κ+-closure of R in M .

For each α < κ+, we have ensured that there is a dense set in M of p ∈ P�κ
which force qα,i ∈ Ḋα for some i < κ, and G�κ meets each of these dense sets.
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Therefore in V [G], the set {qα,i : α < κ+, i < κ} generates an M [G�κ]-generic filter
for R, and so the embedding lifts. �

Now we define the class of forcing posets to which our main theorem will apply.

Definition 6.2. A poset (equipped with two partial orders) (Pr,≤,≤∗) is κ-Prikry-
like if it satisfies the following conditions:

• (Pr,≤,≤∗) satisfies the Prikry property (i.e., condition (2) of 4.1).
• For every δ < κ and p ∈ Pr, there is q ≤ p so that (Pr/q,≤∗) is δ-closed.
• Write p ∼ q if and only if p, q ∈ Pr have a common ≤∗-extension. We

require this to be an equivalence relation, each of which is centered in the
≤∗-order (has the property that any finite subset has a common ≤∗-lower
bound).
• Suppose f : Pr → Pr is a selector for ∼, i.e., a function so that for all
p, q ∈ Pr,

– f(p) ∼ p,
– if p ∼ q then f(p) = f(q).

Then for any q ∈ Pr, there is q∗ ≤ q so that q∗ forces “if p ≤ q is in GPr,
then f(p) ∈ GPr.”

If Pr is κ-Prikry-like, let c(Pr) denote the number of its ∼-equivalence classes.

Remark 6.3. The usual Prikry forcing with a normal ultrafilter U at κ satisfies
the properties required of κ-Prikry-like forcing with c(Pr) = κ. Any finitely many
conditions with the same lower part have a common lower bound, and there are
only κ many lower parts, so we can take p ∼ q if and only if p and q have the
same stem. And given a function f : Pr → Pr as in the last condition, define
As to be the upper part of f(p) for any p with lower part s (this depends only on
s). Intersecting ∆ξ

⋂
s⊆ξ As with the upper part of any q gives conditions q∗ as

required.

Remark 6.4. These conditions are also satisfied by the supercompact version of
Prikry forcing and the diagonal versions of these forcings.

Theorem 6.5. Suppose in V [G ∗ K] that Pr is a κ-Prikry-like forcing and that
(Pr,≤,≤∗) is forcing isomorphic to some member of V [G ∗K�γ] for some γ < ω1.

In the extension V [G ∗K ∗GPr], where GPr is V [G ∗K]-generic for Pr, every
increasing ω-sequence of regular cardinals with limit not in the interval (κ, c(Pr))
has a mutually stationary sequence on cofinality ω1 which is not tightly stationary.

Remark 6.6. If c(Pr) ≤ κ+ω, then the interval (κ, c(Pr)) does not contain any
singular cardinals and therefore the theorem applies to all increasing ω-sequence of
regular cardinals in the extension.

Remark 6.7. The usual Prikry forcing defined over V [G ∗ K] is not a member of
V [G], but by the Levy–Solovay theorem U is generated by a V [G]-normal ultrafilter

Ũ ∈ V [G], and the Prikry forcing in V [G] defined from Ũ is dense in Pr. In the
case of diagonal Prikry forcing, the countable sequence of V [G]-ultrafilters appears
in some initial segment of the extension by K.

Proof. Work below a condition where the number c(Pr) of ∼-equivalence classes is
forced.

The outline of the argument is as in Theorem 5.3: given an increasing sequence
of regular cardinals of V [G ∗K ∗GPr], using the assumption that Pr is a member
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of V [G ∗ K�γ] for some γ < ω1, the argument of Theorem 3.5 gives a sequence
〈Sn : n < ω〉 of stationary subsets on cofinality ω1 which is not tightly stationary.
Our plan is to find a subsequence of the λn for which the restriction of 〈Sn : n < ω〉
is mutually stationary—we will do this using arguments parallel to those in the
proof of Theorem 5.7, even though the sequence is not in V [G ∗ GPr]. This will
prove the theorem since the subsequence can be extended to a mutually stationary
sequence which is not tightly stationary.

As before, it is enough to show that there is a mutually stationary but not
tightly stationary sequence on each sequence of regular cardinals 〈λn : n < ω〉 so
that there are at least three V [G] cardinals between λn and λn+1 for each n. Let
〈κn : n < ω〉 be cardinals in SC with λn−1 ≤ κ′n < κn < λn, where κ′n is the
predecessor of κn in the sequence of supercompact cardinals. Let F : [κ]<ω → κ be
a function in V [G ∗K ∗GPr]. We will find W ⊆ supn λn in V [G ∗K ∗GPr] so that
sup(F“[W ]<ω ∩ λn) ≤ sup(W ∩ λn) ∈ Sn for every n < ω.

For each n < ω, let R(n) = P�κ′n × P \ κn and P(n) = ColV ((κ′n)+, < κn). Let gn
and Hn be the generics obtained from G for the posets P(n),R(n), respectively.

Case 1: supn λn < κ. Forcing with Pr does not add bounded subsets of κ so
we do not change the situation from that of Theorem 5.3.

Case 2: supn λn = κ. By indestructibility, κn is supercompact in V [Hn], so
there is a normal fine ultrafilter Un on [λn]<κn in V [Hn].

There are several differences here from Theorem 5.3. Firstly, we cannot take
a submodel N as in that proof from V , since for example neither the sequence
〈λn : n < ω〉 nor any of its subsequences are even contained in a countable set in V .
We get around this by using a different model Nn for each stage of the construction
there. We must ensure that Nn “end-extends” Nn−1 so that in the final step of the
proof where we choose a function f ∈ Nn with domain [λn]<ω which maps above
the supremum of W in some λm, the function h we construct from f is in fact a
member of Nn−1, thereby contradicting the minimality of n.

The proof of Theorem 5.3 runs in certain intermediate extensions of V [G] where
we have Martin’s Axiom and closure of the collapse posets Qα. Here, we must also
deal with K, the generic for Add(ω, ω1) over V [G]. The influence of forcing with
K is harder to ignore than in the proof of Theorem 5.7, since it is needed to make
sense of Pr.

For each n, the restriction F ∩ ([λn]<ω × λn) is a member of V [G ∗ K], so let

Ḟn be an Add(ω, ω1) name for it which is forced to have range bounded by λn. In

V [G], define F̃n : ω × [λn]<ω → λn so that F̃n(i, x̄) enumerates the possible values

of Ḟn(x̄) forced by members of Add(ω, ω1) (there are only countably many such

values by the c.c.c.). The point is that any set closed under F̃n will also be closed
under F ∩ ([λn]<ω × λn).

Work in V [G ∗ K ∗ GPr] and let θ be a regular cardinal large enough so that
Pr ∈ H(θ). For each n < ω and p ∈ Pr, let

Np
n = SkH(θ)V [G]

(∈,C, G, Ṗr, ṗ, 〈λ̇i : i < ω〉, 〈ṗi, κi, λi, Ui, F̃i : i ≤ n〉),

where

• C is a predicate for a well-ordering on H(θ)V [G],

• 〈λ̇i :< ω〉 is a fixed Add(ω, ω1)×Pr-name for the sequence,
• ṗi is an Add(ω, ω1)-name in V [G] for the C-least pi ≤ p in GPr so that

(Pr/pi,≤∗) is |V [G]λi+6|+-closed and forces a value for λi.
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By passing to a dense set, we may assume that (Pr,≤∗) is ω1-closed. For n ≤
m < ω and t a Skolem term in the language of Np

m, define a function fm,tn : Pr→ Pr
by setting fm,tn (s) to be the C-least r ∼ s that forces a value for λn and t∩V [G]λn+6,
if such exists, and just the C-least r ∼ s otherwise. Note that these functions are
definable over (H(θ)[K];∈,4, G,Pr, 〈λ̇i : i < ω〉). So each of the functions belongs
to each of Np

m[K]. In particular each of the structures is closed under each of the
functions. Using the closure of ≤∗ and centeredness, the set of all conditions of the
form fm,tn (s) has a lower bound, f(s). By the definition of Prikry-like forcing, there
is p∗ ≤ p that forces s ∈ GPr → f(s) ∈ GPr.

Claim 6.8. For n ≤ m, the condition p∗ forces that

Np
m ∩ V [G]λn+6 = Np

n ∩ V [G]λn+6.

Proof. Clearly Np
n ⊆ Np

m, so it remains to show that

Np
m ∩ V [G]λn+6 ⊆ Np

n ∩ V [G]λn+6.

Suppose t is a term in the language of Np
m. We will show that p∗ 
 t∩V [G]λn+6 ∈

Np
n.
Since Pr does not add sets of von Neumann rank below κ,

Np
m ∩ V [G]λn+6 ∈ V [G ∗K].

Using the Prikry property, for any r ≤ p so that (Pr/r,≤∗) is |V [G]λn+6|+-closed
and forces a value for λn, there is a ≤∗-extension of r that forces a value for
t ∩ V [G]λn+6. By definition, pn ∈ Np

n[K] satisfies these properties, and therefore
fm,tn (pn) ∈ Np

n[K] forces a value for t ∩ V [G]λn+6.
If p∗ ∈ GPr, then pn ∈ GPr → f(pn) ∈ GPr → fm,tn (pn) ∈ GPr, so the value

of Np
m ∩ V [G]λn+6 forced by fm,tn (pn) would be the correct one, and as fm,tn (pn) ∈

Np
n[K] we also have t∩V [G]λn+6 ∈ Np

n[K]. Since Add(ω, ω1) is c.c.c., t∩V [G]λn+6 ∈
Np
n. As t was arbitrary we can conclude that Np

m ∩ V [G]λn+6 ⊆ Np
n. �

By genericity, there is some p ∈ Pr so that p∗ ∈ GPr. Define Nn = Np
n ∩ Vλn+6.

Note that Nn ∈ V and 〈κi, λi : i ≤ n〉 ∈ Nn. The rest of the proof goes through as
in Theorem 5.3, constructing the system at level n to decide values of functions in
Nn[G�λn∗K]. We should be careful to ensure that the function h defined at the end
of the proof is in Nn−1[G�λn−1], while the proof of Theorem 5.3 only showed that it
was in N [G�λn−1]. This holds because there must be a canonical Add(ω, ω1) ∗Pr-

name for h in Ñ , and this must be in N and have rank at most λn−1 + 5, and is
therefore a member of Nn−1.

Case 3: supn λn > c(Pr). By ignoring an initial segment of the λn, we may
assume that κ0 > c(Pr). In V [G], suppose τ̇ is a Add(ω, ω1) ∗ Pr name for an
ordinal. There are at most ℵ1 × c(Pr) many possibilities for the value of τ̇ [GPr].

Define F̃ : [supn λn]<ω → supn λn so that F̃ (n, x̄) is the supremum of the possible

values of F (x̄) which are below λn. Then F̃ ∈ V [G], and for any W ⊆ supn λn
and n < ω, sup(F“[W ]<ω ∩ λn) ≤ sup(F̃“[W ]<ω ∩ λn). For each n, there is a
λn-supercompactness measure Un for κn in V [Hn].

Let 〈Tα : α < c(Pr)〉 be an enumeration of the centered pieces of Pr in V [G∗K].
Now argue similarly as in Theorem 5.3, using the same notation as in that proof
but working with F̃ instead of F , and at stage n, replacing N (a countable Skolem
hull of all relevant objects in V ) with Nn, the Skolem hull of N together with
some αn < c(Pr) so that in V [G∗] there is s ∈ Tαn ∩ GPr which forces values for
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〈κi, λi, Ui : i ≤ n〉. Note that these values depend only on αn, since the members of
Tαn are pairwise compatible. Since c(Pr) < κn there is a condition in N ∩ (Hn ∗K)
which forces a value for the function that takes αn to 〈κi, λi, Ui : i ≤ n〉. Using the
c.c.c., it follows that 〈κi, λi, Ui : i ≤ n〉 ∈ Nn[Hn].

As before, for each n let Yn =
⋂
Un∩Nn[Hn] and construct a system 〈σkn : k < ω〉

with domain Yn ∈ Un and stem pn ∈ gn. Using Martin’s Axiom, let pn,I be defined
as before.

Let Cn be the club in λn of closure points of the function taking an ordinal ξ
to the supremum of values forced by the system applied to [ξ]<κn . A version of
Claim 5.6 holds, but the proof must be modified as we cannot find in V [Hn ∗K] a
stationary subset S′n of Sn.

Claim 6.9. For each n < ω, there is In ⊆ Yn which is <-increasing of order-type
ω1 so that pn,In ∈ gn with γn := sup(

⋃
In) ∈ Cn ∩ Sn.

Proof of Claim 6.9. Work in V [Hn ∗K]. Consider the set of (p, ṙ) ∈ P(n) ∗Pr for
which there is some I ⊆ Yn which is <-increasing of order-type ω1 so that:

(1) p ≤ pn,I .
(2) (p, ṙ) 
 sup(

⋃
I) ∈ Cn ∩ Ṡn.

We will show that this set is dense below (pn, 1Pr), and therefore intersects gn∗GPr.
Let q ≤ pn in P(n) and ṡ be a P(n)-name for an element of Pr. In V [G], there is

a stationary S∗n ⊆ λn so that for any γ ∈ S∗n, there is some s′ ≤ s with s′ 
 γ ∈ Ṡn.
Since |P(n)| < λn, there are q′ ≤ q and S′n ∈ V [Hn ∗K] so that S′n is stationary and

q′ 
 S′n ⊆ Ṡ∗n. In total, we have defined q′ and S′n so that for any γ ∈ S′n, there is

some ṡ′ so that q′ 
 ṡ′ ≤ ṡ and (q′, ṡ′) 
 γ ∈ Ṡn.
The elements of P(n) have domains of size < κn, so there is β < κn with

dom(q′) = dom(q′�β). Pick I ⊆ Yn to be <-increasing of order-type ω1 with
min(I) ∩ κn > β and sup(

⋃
I) ∈ S′n.

Choose ṙ a name for a condition in Pr so that q′ 
 ṙ ≤ ṡ and (q′, ṙ) 
 sup(
⋃
I) ∈

Ṡn. Since pn is the stem of the system, pn extends the restriction to min(I) ∩ κn
of any member of Pn,I . So pn,I�β ⊆ pn,I�(min(I) ∩ κn) ≥ pn, and therefore pn,I is
compatible with q′. Choosing p ≤ pn,I , q′ gives the result. �

Take W =
⋃
n In and γn = sup(W ∩ λn) for each n < ω.

For each n, the restriction of F̃ to x̄ ∈ [λn]<ω with F̃ (x̄) < λn is an element

of Nn[G�λn]. The image of W under F̃ is the union of its images under these
functions. Thus it is enough to prove for each n and each f ∈ Nn[G�λn] that

sup(f“[W ∩ λn]<ω ∩ λm) ≤ γm
for each m. We can restrict attention to functions on [

⋃
i≤nXi]

<ω, since W ∩λn =⋃
i≤n Ii ⊆

⋃
i≤nXi. We can further restrict to functions f mapping into λm. We

then have to prove that for every z̄ ∈ [
⋃
i≤n Ii]

<ω, f(z̄) < γm.

Suppose otherwise, and fix a counterexample m,n, f , and z̄ = (z̄0, . . . , z̄n) with
z̄i ∈ I<ωi , minimizing first m and then n. As in Section 3, we have m < n and the
value of f(z̄0, . . . , z̄n) is forced over V [Hn] by some condition σkn(z̄n) of the system
where pn,In ≤ σkn(z̄n).

Recall that σkn belongs to the model Nn[Hn], and its domain is a certain set Y k.
Define f ′ : [

⋃
i<nXn]<ω × Yn → λm so that for x̄0, . . . , x̄n of the appropriate type,

f ′(x̄0, . . . , x̄n) is the value of f(x̄0, . . . , x̄n) forced over V [Hn] by σkn(x̄n) (if such
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exists, and 0 otherwise). There is a Y ∈ Un ∩N [Hn] so that for every x̄0, . . . , x̄n−1

there is some δ < λm so that

f ′(x̄0, . . . , x̄n−1, w̄) = δ

for all increasing w̄ ⊆ Y of the appropriate length. Let h(x̄0, . . . , x̄n−1) be this fixed
value.

Now Yn ⊆ Y and therefore

f(z̄0, . . . , z̄n−1, z̄n) = h(z̄0, . . . , z̄n−1).

Using the λ+
n−1-closure of P(n), we have h ∈ Nn[G�λn−1]. Since Nn[G�λn−1]

is the Skolem hull of Nn−1[G�λn−1] together with αn, there is a function h′ :
Pr × [

⋃
i≤nXi]

<ω → λm in Nn−1[G�λn−1 ∗ K] so that h′(αn, x̄) = h(x̄) for all x̄

in the domain of h. In Nn−1[G�λn−1], we can define h′′(x̄) = supα<c(Pr) h
′(α, x̄).

Since λm has cofinality larger than c(Pr), h′′(z̄0, . . . , z̄n−1) < λm and

h′′(z̄0, . . . , z̄n−1) ≥ h′(αn, z̄0, . . . , z̄n−1)

= h(z̄0, . . . , z̄n−1)

≥ f(z̄0, . . . , z̄n−1, z̄n)

≥ γm.

As h′′ ∈ Nn−1[G�λn−1], this contradicts the minimality of n.
�

7. Getting stronger large cardinals using iterations

The model V [G∗K] of Section 6 has only limited large cardinals. In this section
we will obtain another model, V [G∗ ∗K], with the same separation of mutual from
tight stationarity, and the same indestructibility of this separation under Prikry-like
forcing, but with G∗ generic for an iteration rather than a product forcing. By well
known standard facts this new model inherits large cardinals of arbitrarily large
strength from V . In particular, any supercompact limit of supercompact cardinals
in V remains supercompact in V [G∗ ∗K], and similarly for many stronger axioms.

Define an Easton support iteration P∗ of class length, where the factor Q̇∗α is
the standard P�ξ-name for the poset Col(µ+

ξ , < µξ+1) if α = µξ ∈ SC, and trivial
otherwise.

We use the termspace forcing construction to relate the iteration P∗ to the prod-
uct P we have considered in the previous sections. Following [8], for P a forcing

poset and Q a P-name for a forcing poset, define A(P, Q̇) to be the poset whose

elements are canonical P-names for elements of Q̇, ordered by σ̇ ≤ τ̇ iff 
P σ̇ ≤Q τ̇ .
We collect some basic facts about termspace forcing that will be useful in what

follows. See [8] for a reference.

Fact 7.1. • If κ is a cardinal and Q̇ is forced to be κ-closed, then A(P, Q̇) is
κ-closed.
• Suppose G is generic for P and I is generic for A(P, Q̇). Then H := {σ̇[G] :

σ̇ ∈ I} is generic for Q̇[G] over V [G].
• If 〈Pi,Qi〉 is a forcing iteration with supports in an ideal I, then the limit

of the iteration can be completely embedded in the product of the posets
A(Pi, Q̇i) taken with supports in I.
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Lemma 7.2. Suppose µ ∈ SC. Then A(P∗µ, Q̇∗µ) completely embeds in Qµ with a

µ+-closed quotient.

Proof. Let ν be the successor of µ in the sequence SC, so that ν is supercompact
in V . The Levy collapse Qµ is forcing isomorphic to the ≤ µ-support product of
the posets Col(µ+, β), β < ν.

Suppose q̇ is a P∗µ-name for an element of Q̇∗µ. Since |P∗µ| = µ, there is some
Z ⊆ ν in V of size ≤ µ so that it is forced by P∗µ that dom(q̇) ⊆ µ× Z. Therefore

A(P∗µ, Q̇∗µ) factors as the ≤ µ-support product of A(P∗µ, Q̇∗µ,α), α < ν, where Q̇∗µ,α
is the name for the poset Col(µ+, α).

For each α < ν, the poset A(P∗µ, Q̇∗µ,α) has size < ν and is µ+-closed, and

therefore completely embeds in Col(µ+, β) with a µ+-closed quotient for sufficiently

large β < ν. Let h : ν → ν be an increasing function so that A(P∗µ, Q̇∗µ,α) completely

embeds into Col(µ+, h(α)) for each α < ν. Putting these embeddings together in

the ≤ µ-support product gives the complete embedding from A(P∗µ, Q̇∗µ) to Qµ. �

For the next theorem, we will need some facts about the approachability ideal
I[λ]. Recall that for an uncountable regular cardinal λ, S is in I[λ] if S ⊆ λ and
there is a sequence 〈di : i < λ〉 of bounded subsets of λ and a club E ⊆ λ so that
for every α ∈ S ∩ E, there is Aα ⊆ α so that ot(Aα) = cf(α) and for every β < α,
there is some i < α so that Aα ∩ β = di. We state the well-known facts about I[λ]
that we will need (see [2] for a reference).

Fact 7.3. Let η, λ be regular cardinals with η+ < λ.

• There is a set S ∈ I[λ] so that S ⊆ Cof(η) ∩ λ is stationary.
• If S ⊆ Cof(η)∩λ is stationary and in I[λ], then it remains stationary after

forcing with an η+-closed poset.

Theorem 7.4. Let G∗ be generic for P∗ over V and K be generic for Add(ω, ω1)
over V [G∗]. Then in V [G∗ ∗ K], every increasing ω-sequence of regular cardinals
has a mutually stationary sequence on cofinality ω1 which is not tightly stationary.

Proof. Let 〈λi : i < ω〉 be an increasing ω-sequence of regular cardinals greater than
ω1 in V [G∗∗K], and λ = supn λn. Let 〈λin : n < ω〉 be a subsequence of 〈λi : i < ω〉
so that for each n, there are at least three cardinals of V [G∗ ∗K] between λin and
λin+1

. Using Theorem 3.5, let 〈Sin : n < ω〉, Sin ⊆ λin ∩ Cof(ω1) for each n, be a
stationary sequence in V [G∗ ∗K] that is not tightly stationary. Additionally, the
proof of Proposition 3.3 is flexible enough to choose Sin ∈ I[λn] ∩ V [G∗] for each
n < ω.

The iteration P∗ completely embeds (by Fact 7.2) in the Easton support product

of the posets A(P∗µ, Q̇∗µ), µ < λ, and therefore completely embeds in P by Lemma
7.2. Let G be generic for P extending the image of G∗ under this embedding.
The quotient of the complete embedding of P∗ into P is ω2-closed and Sin remains
in I[λn], so Sin is stationary in V [G] by Fact 7.3, and therefore is stationary in
V [G ∗K]. By Theorem 5.7, 〈Sin : n < ω〉 is mutually stationary in V [G ∗K]. Each
algebra A in V [G∗ ∗K] belongs to V [G ∗K], and the set in V [G ∗K] closed under
A constructed by Theorem 5.7 to meet the sequence 〈Sin : n < ω〉 is of size ω1, so
belongs to V [G∗ ∗K]. Therefore 〈Sin : n < ω〉 is mutually stationary in V [G∗ ∗K].

This sequence can be extended in a trivial way to 〈Sn : n < ω〉 which is mutually
but not tightly stationary. �
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Theorem 7.5. Let (Pr,≤,≤∗) be a κ-Prikry-like forcing notion in V [G∗∗K] which
is forcing-isomorphic to some member of V [G ∗K�γ] for some γ < ω1.

In the extension V [G∗ ∗K ∗GPr], where GPr is V [G∗ ∗K]-generic for Pr, every
increasing ω-sequence of regular cardinals with limit not in the interval (κ, c(Pr))
has a mutually stationary sequence on cofinality ω1 which is not tightly stationary.

Proof. It is enough to show that there is a mutually stationary but not tightly
stationary sequence on each sequence of regular cardinals 〈λn : n < ω〉 having at
least three V [G∗] cardinals between λn and λn+1 for each n. Let 〈κn : n < ω〉
be formerly supercompact cardinals with λn−1 ≤ κ′n < κn < λn, where κ′n is the
predecessor of κn in SC. In V [G∗ ∗ K ∗ Pr], let 〈Sn : n < ω〉 be a stationary
sequence on 〈λn : n < ω〉 which is not tightly stationary so that Sn ∈ I[λn]
concentrates on points of cofinality ω1 for every n. Let F : [supn λn]<ω → supn λn
be a function in V [G∗ ∗K ∗GPr]. We will find W ⊆ supn λn in V [G∗ ∗K ∗GPr] so
that sup(F“[W ]<ω ∩ λn) ≤ sup(W ∩ λn) ∈ Sn for every n < ω.

Case 1: supn λn < κ. Forcing with Pr over V [G∗ ∗K] does not add bounded
subsets of κ so we do not change the situation from that of Theorem 7.4.

Case 2: supn λn = κ. By Lemma 7.2, we can force over V [G∗] by some quotient
poset to obtain V [G], where G is generic for the product P.

The argument is similar to those of Theorems 5.3 and 6.5. Let c(Pr) be defined
as in Theorem 6.5.

We define Nn similarly as in case 2 of the proof of Theorem 6.5. However,
the poset Pr does not necessarily have the Prikry property over V [G], so it may
add bounded subsets of κ. Thus, take the Skolem hulls defining the Np

n in V [G∗]
rather than V [G], and construct the Nn in V [G∗]. By the closure of the quotient
forcing, each model Nn can be extended to N ′n ∈ V [G], a V [G]-Skolem hull of
the relevant objects, with N ′n ∩ V [G∗] = Nn and therefore the crucial property
that N ′n ∩ V [G]λn+6 = N ′m ∩ λn + 6 for all n ≤ m < ω. These N ′n contain the
appropriate restrictions of F , since the Nn do, so the arguments concluding the
proofs in Theorems 5.3 and 5.7 go through to show that in V [G ∗K ∗GPr] there is
a W ⊆ κ so that sup(F“W ∩ λn) = sup(W ∩ λn) ∈ Sn for every n. Moreover, the
proper initial segments of W are all in V .

We now show that there must exist a set with these properties in V [G∗∗K∗GPr].
Consider the tree T of attempts to construct such a set, so that the nth level of T
consists of w ⊆ λn so that sup(F“w ∩ λi) = sup(w ∩ λi) ∈ Si for all i ≤ n (and
the ordering on T is by end-extension). The initial segments of W give an infinite
branch through T in V [G ∗K ∗ GPr], so by the absoluteness of well-foundedness,
there is in V [G∗ ∗K ∗ GPr] an infinite branch through T and hence a W ∗ ⊆ κ so
that sup(F“W ∗ ∩ λn) = sup(W ∗ ∩ λn) ∈ Sn for every n.

Case 3: supn λn > κ. The argument of case 3 in the proof of Theorem 6.5
adapts to show that in V [G ∗K ∗GPr] there is a W ⊆ supn λn so that sup(F“W ∩
λn) = sup(W ∩ λn) ∈ Sn for every n. This is because the argument only used the
centeredness of Pr, which persists from V [G∗ ∗K] to V [G ∗K]. The result follows
from the absoluteness argument of the previous case. �
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