Error Parsing in Visuomotor Pointing Reveals Independent Processing of Amplitude and Direction

Philippe Vindras,1,2 Michel Desmurget,3 and Paolo Viviani1,4
1Faculty of Psychology and Educational Sciences, University of Geneva, Geneva, Switzerland; 2Department of Neurology, Neurological Hospital Pierre Wertheimer, Bron, France; 3Space and Action, Institut National de la Santé et de la Recherche Médicale, Bron, France; and 4Faculty of Psychology, Vita-Salute San Raffaele University, Milan, Italy

Submitted 17 December 2004; accepted in final form 14 April 2005

Vindras, Philippe, Michel Desmurget, and Paolo Viviani. Error parsing in visuomotor pointing reveals independent processing of amplitude and direction. J Neurophysiol 94: 1212–1224, 2005. First published April 27, 2005; doi:10.1152/jn.01295.2004. An experiment investigated systematic pointing errors in horizontal movements performed without visual feedback toward 48 targets placed symmetrically around two initial hand positions. Our main goal was to provide evidence in favor of the hypothesis that amplitude and direction of the movements are planned independently on the basis of the hand-target vector (vectorial parametric hypothesis, VP). The analysis was carried out mainly at the individual level. By screening a number of formal models of the potential error components, we found that only models compatible with the VP hypothesis provide an accurate description of the error pattern. A quantitative analysis showed that errors are explained mostly by a bias in the represented initial hand position (46% of the sum of squared errors) and a visuomotor gain bias (26%). Range effect (3%), directional biases (3%), and inertia-dependent amplitude modulations (1%) also provided significant contributions. The error pattern was incompatible with the view that movements are planned by specifying either a final posture or a final position. Instead, the results fully supported the view that, at least in the horizontal plane, amplitude, and direction of pointing movements are planned independently in a hand- or target-centered frame of reference.

INTRODUCTION

To plan reaching hand movements, the CNS must map information about the initial arm posture and the target position into an appropriate pattern of muscular activity. There are two main views on the nature of this complex transformation. According to the postural control view (Bizzi et al. 1984; Desmurget and Prablanc 1997; Feldman 1966; Flanders et al. 1992; Rosenbaum et al. 1995), the target position is first transformed into a desired arm posture, which is then used to compute the motor commands. By definition, all the models that adopt this view postulate that the distribution of end points for a given target is independent of the initial position. According to the vectorial parametric (VP) view (Atkeson and Hollerbach 1985; Bock and Eckmiller 1986; Ghez et al. 1997; Rossetti et al. 1995; Vindras and Viviani 1998), the CNS computes the hand-target vector and then plans the motor commands by processing independently amplitude and direction of this vector. The VP hypothesis predicts that the distribution of the end points is dependent on the initial position. However, it places strong constraints on the nature of this dependence inasmuch as it postulates that the initial position affects only the computation of the hand-target vector, whereas the transformations of this vector into motor commands are independent from the initial position. Converging evidence supports the VP hypothesis: changes in visuomotor gain are compensated more easily than changes in direction and generalize to all directions (Bock 1992; Krakauer et al. 2000; Vindras and Viviani 2002); imposed biases in the transformation between target and movements directions remain invariant in extrinsic space independently of the initial hand position (Krakauer et al. 2000); and RT studies suggest that movement extent and direction are specified independently (Bock and Arnold 1992; Desmurget et al. 2004; Ghez et al. 1997; Rosenbaum 1980). However, there is still no direct demonstration that the transformation of the hand-target vector is independent of the initial position.

The debate between these contrasting views revolves mainly around the origin of pointing errors. In the case of planar horizontal movements, the distribution of the variable errors is elongated in the direction of the hand-target vector (Desmurget et al. 1997; Gordon et al. 1994b; Messier and Kalaska 1999; Vindras and Viviani 1998). Alternatively, in the case of three-dimensional movements, some authors (e.g., Flanders et al. 1992) reported a pattern of errors consistent with a shoulder-centered frame of reference and argued that errors are due to approximations in the sensorimotor transformation from target position to desired arm posture. It has also been claimed that—at least in the case of memorized targets—the distribution of errors originates from the representation of the target within a frame of reference centered on the eye (McIntyre et al. 1997, 1998).

The primary goal of this study is to demonstrate that an in-depth analysis of individual pointing errors provides strong evidence in favor the VP hypothesis. The demonstration hinges around the notion that the transformation of the perceived hand-target vector in motor commands ought to be independent of the initial position (see preceding text). Specifically, we tested whether constant errors can be factored out into four components predicted by the VP hypothesis: initial-position bias due to an inaccurate representation of the hand position (Vindras et al. 1998); scaling biases and directional biases, both arising independently at the level of the sensorimotor transformation; and inertia-dependent amplitude biases caused by the directional anisotropy of arm inertia (Gordon et al. 1994a). According to the VP hypothesis, these components should follow a specific pattern. Initial-position biases may de-
pend on the hand location within the workspace (Vindras et al. 1998) but should be independent of the amplitude and direction of the movement. Scaling biases should be independent of the initial position and of the movement direction except as a result of the directional anisotropy of arm inertia. Finally, directional biases should be independent of movement amplitude. We tested whether these constraints are satisfied. We also tested for the presence of other sources of errors that are either inconsistent with or not predicted by the VP hypothesis.

Finally, to strengthen the case for the VP hypothesis, we also tested on a limited set of results the key prediction, common to all postural models, that final position is independent of the initial position.

METHODS

Subjects

Ten right-handed adults, eight women and two men, with ages ranging from 21 to 43 yr, participated in the experiment for payment. Subjects were naive with respect to the purpose of the experiment. They had normal or corrected-to-normal vision and presented no evidence of neurological disorders. The experimental protocol was approved by the Ethical Committee of the University of Geneva. Informed consent was obtained from the subjects.

Apparatus and task

Subjects sat in front of a horizontal digitizing tablet (model No. 2200–2436, Numonics, Montgomeryville, PA; size: 110 × 80 cm, resolution: 0.0025 cm, sampling rate: 200 Hz), which defined the work-plane (Fig. 1). We adjusted individually the height of the chair, and asked the subjects to bring the chest in contact with the tablet edge. The shoulder was ~20 cm above the tablet, and the forearm was approximately horizontal. Subjects held the recording stylus (length: 20 cm, diameter: 1 cm, weight: 20 g) with the right hand. A pair of galvanometric mirrors controlled the position of a laser spot (diameter: 0.4 cm) projected on a dimly illuminated translucent board located 60 cm above the tablet. The spot identified the required initial position of the hand and the target. A half-reflecting mirror was positioned horizontally between the pointing surface and the translucent board. Looking from above the mirror, subjects perceived the virtual image of the spot on the work-plane. A light source was placed between the work-plane and the mirror. When the light was on, subjects could see both the spot and their hand. When the light was off, only the laser spot remained visible. The room where the experiment took place was kept in total darkness. The controlling computer switched on and off the light source according to the stylus position (see following text). The experimenter monitored the instantaneous position of both the stylus and the laser spot. At the beginning of each trial, he helped the subject to place the tip of the stylus on the initial position with a 1-mm precision.

There were two initial positions (L and R) located symmetrically 12 cm to the left and to the right of the subjects’ sagittal plane at 26 cm from the edge of the tablet. There were four sets of targets, each including 12 locations equally spaced along the circumference of a circle. Two sets were centered on position L, at a distance of 6 and 12 cm. The other two sets were centered on position R at the same distances (Fig. 1). The experiment included a pointing task and a localization task. Results from the localization task, which did not involve hand displacements, have been published (Vindras et al. 1998). This article deals only with the pointing task, which consisted of reaching the target position selected by the laser spot from one of the two starting positions. Subjects were instructed to point “as accurately as possible, with a single, uncorrected movement.” Movements were to start as soon as the target appeared, but we did not insist on minimizing the reaction time.

Pointing trials included three steps. 1) The experimenter guided the subject’s hand to one of the two initial positions (L or R). The hand remained visible during the first part of this placing operation to compensate for possible propioceptive drifts (Wann and Ibrahim 1992). The light was switched off when the tip of the stylus was within 4 cm from the required position, preventing the subject from estimating visually the initial position of their hand. 2) The target spot was turned on, and the subject moved the stylus toward the target. To minimize corrective feedback, the target was turned off 200 ms after hand movement onset, roughly at the time of peak acceleration (Prablanc et al. 1986). 3) The experimenter moved the hand away from its current location (~30 cm), and the light was turned on. Thus subjects were never allowed to compare the estimated and actual hand positions at the end of the movement.

The experiment involved a total of 144 trials: 96 pointing trials [2 (starting position) × 12 (direction) × 2 (distance) × 2 (repetition)] and 48 localization trials. The first 72 trials consisted of one pointing toward each of the 48 targets and 24 localizations. Pointing and localization trials were intermixed in a pseudorandom order. The order of target presentation was also randomized. The same sequence was replicated for the remaining 72 trials. Before the experiment, subjects were trained until they felt comfortable with both the task and the apparatus. On average, the familiarization phase involved 10 trials. A complete session lasted ~1 h.

Data analysis

We recorded the x and y coordinates of the position of the stylus for 1.5 s starting at the time of target presentation. Before computing velocity and acceleration, the data were filtered and differentiated twice using an optimal FIR algorithm (Rabiner and Gold 1975) (cutoff frequency: 8 Hz). Movement onset was identified automatically as the first time velocity exceeded 1 cm/s and remained above this threshold for ≥50 ms (across subjects, peak velocity ranged between 35 and 72 cm/s). Likewise, the end of the movement was defined as the first time velocity remained for 100 ms below 1 cm/s. The pointing error was defined as the vector from the target to the final position of the stylus. We also computed the duration of the movement as well as the value and timing of peak velocity and peak acceleration. All subsequent analyses were performed on the average of these measures for the two repetitions of each trial (analyzing single trials would have prevented us from assuming the independence of unaccounted residuals; see RESULTS). Movement amplitude and direction were defined by the vector between initial and final positions.
RESULTS

Different sources of inaccuracy

To test whether pointing errors can be factored out as predicted by the VP hypothesis, we considered a class of models all of which assume that pointing movements are affected by an idiosyncratic combination of four sources of inaccuracy. Figure 2 illustrates schematically the effect of each type of inaccuracy on the pattern of pointing errors. The figure also indicates the order with which the biases are assumed to come into play (directional and scaling biases commute). Note that the order influences the final result. However, we checked that as long as the first source of error was not large, the effect was small because the targets were placed symmetrically.

First Fig. 2, 1, the hand-target vector may be biased by an erroneous representation of the initial hand position with respect to the targets. If this was the only source of error, the pattern of final positions (arrowhead) would be simply a copy of the target layout shifted by the same amount (and in the opposite direction) as the vector from the actual (△) to the represented initial position (○). The initial-position bias may vary as a function of the hand starting point because the ability to locate the hand at rest varies with the posture of the arm (Cruse 1986; Vindras et al. 1998).

The second source of inaccuracy (scaling bias; Fig. 2, 2) affects the transformation from hand-target distance to movement amplitude. The new final positions result from transforming in a systematic manner the distance from the biased hand position (△) to the target (△). In the example of Fig. 2, distances are transformed by a single multiplicative factor (visuomotor gain). In a more elaborate model, the transformation is an affine function, which implies that the gain depends on the distance (range effect) (Slack 1953). We also consider other (nonlinear) transformations as well as the case in which the gain depends on the initial position. Note that this latter possibility is at variance with the VP hypothesis.

The third source of inaccuracy (directional bias; Fig. 2, 3) affects the transformation from the target direction to the direction of the movement. The new final positions result from rotating the previous ones (○) around the biased hand position. In the example of Fig. 2, the rotation is rigid (10° clockwise). We explored also the case (again at variance with the VP assumption that movement amplitude and direction are planned independently) in which the extent of the rotation depends on target distance.

The fourth source of inaccuracy (inertia-dependent amplitude bias; Fig. 2, 4) originates from the execution phase. As reported in earlier studies (Gordon et al. 1994a), the directional anisotropy of the arm inertia may result in direction-dependent modulations of movement amplitude. This possibility is exemplified in the figure where distances are increased or decreased according to an elliptic profile centered on the biased hand position. The long axis of the ellipse is supposed to be aligned with the axis of least inertia of the arm.

Figure 3 shows the complete results from two subjects to illustrate the great variety of behaviors that the VP hypothesis is expected to encompass. In one subject (MO), the distribution of the pointing errors (bottom) followed almost exactly a centripetal pattern, the average errors (central arrows) being almost zero. Such a distribution shows that scaling biases were predominant in this subject. By contrast, in another subject (KA), pointing errors were fairly parallel for both initial positions. The main source of inaccuracy in this individual appears to be a biased representation of the initial hand position.

In other subjects, the pattern of pointing errors was more complex than the examples in Fig. 3. Figure 4 outlines, for one representative case (KO), the procedure followed to factor out the sources of inaccuracy according to the general model described above. Additional details will be provided when the contribution of each source is analyzed quantitatively. Starting from the vectors from the initial position to the targets, we computed an increasingly accurate description of the actual movements by adding the error components corresponding to each source of bias, in the sequence indicated in Fig. 2. C shows the actual errors (vector from the target to the actual end point). At each step (D–F), the squared residuals (vectors from the predicted to the actual end points) were summed over all targets (SSE). Then, the parameters of all the components included in the model were estimated anew by minimizing the SSE at that step.

First, we added to each hand-target vector a best-fitting constant vector (i.e., the average of all pointing errors). In this example (Fig. 4), the first step transforms the actual errors (C) into a centripetal pattern (D) similar to the one for subject MO (Fig. 3). Note that the extreme skew of the trajectories for the
left initial position (A) is accounted for almost entirely by the hypothesis of a biased representation of the initial position. In the following step, we introduced the scaling bias by altering in a principled way the amplitude of the movement predicted at the end of the first step. Typically, the resulting pattern of residuals still contained small but identifiable counterclockwise directional components (E). In the third step, we introduced the directional bias by rotating the movement vectors predicted in the second step. Finally, we introduced the fourth error component, which describes the effects of the directional anisotropy of the arm inertia. The unaccounted residuals after this procedure (F) were fairly unsystematic. For the subject whose results are shown in Fig. 4, unaccounted residuals totaled 11.2% of the initial SSE. By comparison, initial-position, scaling, directional and inertia-dependent biases, accounted for 65.5, 20.6, 2.6, and 0.1% of the initial SSE, respectively.

**Testing the adequacy of different four-component models**

We derived specific models from the four-component general scheme outlined above by stipulating the relationship between the error components and the relevant experimental variables. Table 1 lists the candidate models that were tested along with the conventional names with which they are referred to. The parameters in the equations describing the models are allowed to depend on the initial position. All
models were tested twice, once by fitting a single set of parameters to the data for both initial positions (1 fit) and once by allowing the parameters to depend on the initial position (2 fit). The reason for this procedure is that obtaining a significantly better approximation to the data with two fits (i.e., twice as many parameters) than with one fit may signal a violation of the VP hypothesis. The logic of the test consisted of demonstrating that models that include degrees of freedom not predicted by the VP hypothesis fare no better than those consistent with the hypothesis. Thus for instance, a model allowing scaling biases to depend on the hand initial position is discarded unless it accounts for a significantly larger amount of SSE than a model in which errors are independent of the hand initial position.

Comparison between models was carried out both at the individual and at the sample level. For individual data, the comparison involved $F$ tests. Assuming that the $x$ and $y$ components of the residuals at the 48 targets are 96 independent Gaussian variates with null mean and common variance, the SSE for a model with $n$ parameters has a $\chi^2$ distribution with $96 - n$ df. Given two models $M_i$ and $M_j$ with $n_i$ and $n_j$ parameters ($n_i < n_j$) and with SSE $S_i$ and $S_j$ ($S_j > S_i$), the random variable $F = [(S_j - S_i)/(n_j - n_i)]/(S_j/(96 - n_j))$ follows a $F$ distribution with $(n_j - n_i)$ and $(96 - n_j)$ degrees of freedom (Hays 1988). The null hypothesis that $S_j = S_i$ was then tested against the alternative $S_j < S_i$ at the 0.01 level.

At the sample level, individual $F$ values were compared with the Kolmogorov-Smirnov test (see Desmurget et al. 2000).
Under the null hypothesis, each individual \( F \) value is drawn independently from a \( F \) distribution with \( n_1 - n_i \) and 96 – \( n_1 \) df. Thus the null hypothesis was rejected if the Kolmogorov-Smirnov test rejected (at the 0.01 level) the hypothesis that the sample of the individual \( F \) values is distributed as \( F(n_1 - n_i, 96 - n_i) \). Among alternative models with the same number of parameters, all significantly better than a model with a smaller number of parameters, we chose the one yielding the highest Kolmogorov-Smirnov statistic.

**Initial-position biases**

Initial-position biases were the major factor of inaccuracy, both at the sample and individual level. Following the stepwise strategy outlined in the preceding text, we began by testing the translation model (Table 1). The one-fit approximation (1 bias for both hand initial positions) reduced significantly the SSE in all but one subject (MO). The significance of the reduction was confirmed at the sample level [Kolmogorov-Smirnov (ks) test] where the total SSE (sum of individual SSEs) was decreased to 61.3\% of its initial value (Table 2). The two-fit procedure (a different bias for each initial position) afforded a significantly larger reduction in six subjects. At the sample level, the effect was also significant, the total SSE being reduced to 54.1\% of its initial value. This shows that initial-position biases depended on the initial position. As stressed before, such dependence is consistent with the VP hypothesis, insofar as the ability to estimate the position of the hand in the dark may vary with the posture of the arm.

**Scaling biases**

Scaling biases also represented a major source of inaccuracy both at the sample and individual level. To take into account this component, we considered five types of transformation of hand-target distance into movement amplitude (Table 1). In the simplest case (gain model), errors derive from multiplying by a constant visuomotor gain \( \alpha \) the target distance predicted by the translation model. The second error model (affine model) generalizes the gain model by adding a constant term. The last three models correspond to more general, nonlinear, relationships between target distance and movement amplitude. These four models cover the main forms of relationship not captured by the gain model.

As for the gain model, \( A = \alpha \times d \), the individual SSE was reduced significantly (with respect to the value obtained with the 2-fit translation model) in six subjects (range: 8–84\%, Table 3, 1st column). In these subjects, the visuomotor gain \( \alpha \) was either smaller (4 individuals) or larger (2 individuals) than 1 (Fig. 5). At the sample level, the improvement was confirmed (ks = 0.676, \( P < 0.0001 \)), the additional reduction (25.7\%) decreasing the unaccounted SSE to 28.4\% (54.1 – 25.7\%). However, the gain model failed to account for a slight but consistent range effect: the predicted amplitude tended to be smaller (larger) than the actual one for close (far) targets. The effect was captured by more complex models than the gain model.

In six subjects, each of the four distance-dependent models improved significantly over the gain model (1-fit tests, Table 3 reports the comparison for the affine model). The same conclusion was reached at the sample level. However, we retained the affine model \( A = \gamma \times d + \beta \) because, with respect to the gain model, it yielded a higher level of significance for the **Meaning of the symbols**

Greek symbols in the equations identify the parameters of the corresponding model. Models were tested twice: by fitting a unique set of parameters to the data for both initial positions and by fitting the models separately to the data for each initial position. Initial-position error component: \( (x_0,y_0) \), \( (\tilde{x},\tilde{y}) \), actual and represented initial position of the hand; \( (\tau,\nu) \), initial-position bias. Direction-independent-amplitude error component: \( A \), movement amplitude; \( d \), distance of the target from the represented initial hand position; \( \gamma \), visuomotor gain. Directional error component: \( D_m \), movement direction; \( D \), target direction with respect to the represented initial hand position; \( \delta \), directional bias. Direction-dependent-amplitude error component: \( e \), eccentricity of the ellipse; \( \theta \), inclination of the major axis of the ellipse. In this model, the ellipse is constrained to have the same surface of the unitary circle. Boldfaces identify the specific models that proved most satisfactory.

**Table 1. Four classes of models for identifying the components of the vector errors**

<table>
<thead>
<tr>
<th>Error Component</th>
<th>Model</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial position</td>
<td>Translation</td>
<td>((x_0,y_0) = (\tilde{x},\tilde{y}) + (\tau,\nu))</td>
</tr>
<tr>
<td>Direction-independent amplitude</td>
<td>Gain</td>
<td>(A = \alpha \times d)</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>(A = \gamma \times d + \beta)</td>
</tr>
<tr>
<td></td>
<td>Quadratic</td>
<td>(A = \gamma \times d - \beta \times d^2)</td>
</tr>
<tr>
<td></td>
<td>Logarithmic</td>
<td>(A = \log(1 + \beta \times d))</td>
</tr>
<tr>
<td></td>
<td>Exponential</td>
<td>(A = \gamma \times d^\delta)</td>
</tr>
<tr>
<td>Directional</td>
<td>Rotation</td>
<td>(D_m = D - \delta)</td>
</tr>
<tr>
<td>Direction-dependent amplitude</td>
<td>Elliptic</td>
<td>(A = d \times \left(1 - e^2\right)^{1/2})</td>
</tr>
</tbody>
</table>

**Table 2. Statistical analysis of error components (population)**

<table>
<thead>
<tr>
<th>Error Model</th>
<th>df</th>
<th>ks</th>
<th>(P)</th>
<th>SSE</th>
<th>Red, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Translation</td>
<td>One fit</td>
<td>2.94</td>
<td>0.900</td>
<td>(&lt;10^{-4})</td>
<td>61.3</td>
</tr>
<tr>
<td></td>
<td>Two fit</td>
<td>2.92</td>
<td>0.675</td>
<td>(&lt;10^{-4})</td>
<td>54.1</td>
</tr>
<tr>
<td>Affine</td>
<td>One fit</td>
<td>1.90</td>
<td>0.798</td>
<td>(&lt;10^{-4})</td>
<td>25.1</td>
</tr>
<tr>
<td></td>
<td>Two fit</td>
<td>2.88</td>
<td>0.227</td>
<td>&gt;.60</td>
<td>24.8</td>
</tr>
<tr>
<td>Rotation</td>
<td>One fit</td>
<td>1.89</td>
<td>0.868</td>
<td>(&lt;10^{-4})</td>
<td>21.4</td>
</tr>
<tr>
<td></td>
<td>Two fit</td>
<td>1.88</td>
<td>0.285</td>
<td>&gt;.30</td>
<td>20.8</td>
</tr>
<tr>
<td>Elliptic</td>
<td>One fit</td>
<td>2.87</td>
<td>0.601</td>
<td>.0005</td>
<td>19.9</td>
</tr>
<tr>
<td></td>
<td>Two fit</td>
<td>2.85</td>
<td>0.350</td>
<td>&gt;.10</td>
<td>19.3</td>
</tr>
</tbody>
</table>

For each error component, the results when the parameters of the corresponding models are estimated simultaneously (1-fit), and separately (2-fit) for the two initial positions (recall that each model includes the previous ones) are reported. Two-fit models (e.g., rotation) are compared to the corresponding one-fit models. One-fit models (e.g., affine) are compared to the previous significant model (e.g., 2-fit translation). df, degrees of freedom of the Fisher \( F \) distribution used for individual tests; ks, Kolmogorov-Smirnov statistic assessing whether the sample of individual results is likely to be drawn from the predicted Fisher distribution (see text); \( P \), probability associated to the Kolmogorov-Smirnov statistic. SSE, sum of square of the residuals (percent of the initial value); Red, reduction of the SSE afforded by the model.
Statistics also failed to detect significant differences between significant 
(F test; \( P < 0.01; ** P < 0.001 \)). Values for two-fit models are relative to the SSE for the corresponding one-fit models. Values for the one-fit gain model are relative to the two-fit translation model; values for the one-fit affine model are relative to the one-fit gain model. Note that average values across subjects are relative to the residuals of the reference indicated above, not to the initial SSE, as in Table 2. Random: values expected in the absence of any effect (ratio of the degrees of freedom in the \( F \) statistics). For both models, the SSE explained by independent fits (columns 2 and 4) is much smaller, and never significantly higher than the SSE explained by a single fit.

Sample test (\( ks = 0.690, P = 0.00003 \)) than the three nonlinear models (exponential: \( ks = 0.628, P = 0.00024 \); logarithmic: \( ks = 0.593, P = 0.00070 \); quadratic: \( ks = 0.589, P = 0.00077 \)). With respect to the gain model, the unaccounted SSE was reduced by an additional 3.3%. The affine model can be expressed as \( A = \alpha \times d_m + \gamma \times (d-d_m) \) where \( \alpha \) is the same visuomotor gain that appears in the gain model and \( d_m \) is the average represented hand-target distance. This formulation affords a natural interpretation of the parameter \( \gamma \) as a contraction/extension rate (McIntyre et al. 2000), which modulates a default average amplitude \( A_m = \alpha \times d_m \) (Ghez et al. 1997; Hening et al. 1988; Pellizzer and Hedges 2004). Values of \( \gamma < 1 \) signal the classical range effect (Slack 1953), i.e., a central tendency bias. The affine model can also be written in the form \( A = \alpha \times d + (\gamma - \alpha) \times (d-d_m) \). The term \( (\gamma - \alpha) \times (d-d_m) \) added to the gain model represents a relative range effect with respect to the end points predicted by the visuomotor gain alone. The individual one-fit values of the parameters \( \alpha \) and \( \gamma \) are plotted against each other in Fig. 5, showing that a variable amount of range effect was present in all subjects. The affine model was significantly more accurate than the gain model in six subjects (data points with the greatest vertical distance from the diagonal in Fig. 5). Note that in all but one subject, the extension/contraction rate was smaller than the visuomotor gain, indicating that the amplitude difference between movements to the furthest and closest targets was generally smaller than predicted by the gain model alone.

The VP hypothesis bars scaling biases from depending on the initial hand position. This crucial prediction was confirmed statistically. Allowing the parameters of the affine model to depend on the initial position reduced by at most 4.71% the SSE left unaccounted by the one-fit procedure (subject MO, Table 3, 4th column). Even in this case, the reduction, which was small with respect to the initial SSE (0.8%), did not reach significance \( [F(2,88) = 2.17, P > 0.10] \). Moreover, the sample statistics also failed to detect significant differences between starting positions (Table 2). Similar negative results were obtained with the exponential, logarithmic and quadratic models. We tested the independence of scaling biases from the initial position also with the gain model, which, although less accurate than the affine model, afforded a large reduction of the SSE. As shown in Table 3, allowing the visuomotor gain to depend on the starting position failed to improve the fitting with respect to using a single gain. The further reduction of the SSE (Table 3, 2nd column) ranged from 0.03 to 1.43% and was not significant either at the sample (\( ks = 0.257, P > 0.45 \)) or the individual level (in all cases, \( P > 0.25 \)). Averages in Table 3 show that adding 1 df to the gain model by letting the parameter \( \alpha \) depend on the initial position reduced the SSE far less (0.55%) than by adding the parameter \( \gamma \) to obtain the affine model (1 fit, 9.68%).

### Directional biases

Directional biases represented a limited but still highly significant source of inaccuracy, both at the individual and sample level. There was a counterclockwise bias in all subjects (range: 1.1–6.6°), which reached significance \( (P = 0.001) \) in six cases. At the sample level, 3.7% of the total SSE was captured by the rotation model, which added a constant angle to the hand-target direction predicted by the affine model. We tested whether directional biases depended on the initial position. At the individual level, differences between direction errors from the two initial positions were idiosyncratic, the SSE being reduced significantly only in one subject (BJ). At the sample level, allowing a different directional bias for each initial position did not improve the fit significantly with respect to the one-fit procedure (Table 2). We also tested the hypothesis that directional biases depend on target distance through an affine (2 parameter) function. The SSE reduction afforded by the additional degree of freedom did not attain statistical significance either at the individual or sample level.

### Inertia-dependent amplitude biases

If unaccounted residuals were due to the anisotropy of the arm inertia, their distribution should be roughly elliptical with over-
and under-shootings aligned with the shortest and longest axis of inertia of the arm, respectively. Also, peak velocity and peak acceleration should exhibit a similar directional modulation, while movement duration should be longest (shortest) for movements along the longest (shortest) axis of inertia (Gordon et al. 1994a). Finally, the orientation of the ellipses should depend on the starting location because the anisotropy of the inertia depends mainly on the orientation of the forearm at the onset of the movement. With our experimental apparatus, the longest axis of the ellipses for amplitude, peak velocity, and peak acceleration should rotate clockwise from $\sim-50^\circ$ for movements from the left initial position to $\sim20^\circ$ for movements from the right initial position.

We applied an elliptic, direction-dependent modulation of amplitude to the vectors predicted by the combination of initial-position, scaling, and directional biases (elliptic model in Table 1). We began by assuming that the two parameters of the model are independent of the initial position (1 fit). Adding this source of error resulted in a significant reduction of the individual SSE in four subjects. The improvement was confirmed at the sample level (Table 2). Fitting the parameters of the model separately for each initial position (2 fit) did not reduce significantly the SSE either at the individual or sample level (Table 2). The failure to improve the fitting is inconsistent with the assumption of an inertia-dependent amplitude bias because the distribution of the masses was different for the two initial positions. The two-fit elliptic model involves 11 independent parameters [4 (translation) + 2 (affine) + 1 (rotation) + 4 (elliptic)]. Therefore the failure may be due to the facts that differences between errors were too small with respect to the complexity of the parameter space.

The role of inertia was scrutinized further by examining how amplitude, movement duration, and peak values of velocity and acceleration varied as a function of movement direction. The analysis involved several steps. Velocity, acceleration, and duration covaried with movement amplitude. To pool the data for all targets, the first step was to eliminate this dependency by fitting cubic functions to the relationships between amplitude and kinematic parameters. The procedure was performed independently for each initial position and each subject. Amplitudes were also normalized for each movement. They were divided by the value predicted by the model incorporating initial-position, scaling, and directional biases and multiplied by the average amplitude over all trials. In the second step, individual data were linearly transformed to equalize means and SDs of each kinematic variable. Because of the relative scarcity of the individual data, we pooled separately the results from the five subjects with the largest directional modulation of amplitude, and those from the other five subjects. In the first group (Fig. 6, left), peak acceleration exhibited a clear directional modulation (eccentricity of the best-fitting elliptic approximation to the data points $\approx 0.70$, i.e., a major-to-minor axis ratio of 1.4), with peaks along the 46 and 17° directions for the left and right initial position, respectively. The results were similar for peak velocity (47 and 13°), maximum amplitude (49 and 10°), and movement duration (135 and 101°; note that the direction of the peaks for duration are rotated by 90°). A similar pattern emerged for the other group (Fig. 6, right). The axes along which peak acceleration, and peak velocity were largest (and the duration was shortest) were almost the same as in the first group (43 and 15, 48 and 19, 129 and 104°, respectively). The modulation of movement amplitude was too weak to provide a reliable estimate of the rotation angle for the left initial position. In conclusion, although the reduction of the SSE obtained by allowing the parameters of the elliptic model to depend on the initial position failed to reach statistical significance, the anisotropy of the arm inertia did indeed modulate the kinematics of the movements.

\section*{Unaccounted residuals}

Figure 7 illustrates the effectiveness of the final model—which integrates the assumed sources of bias—by comparing the population distribution of the pointing errors with the distribution of the unaccounted residuals. However, in spite of the massive reduction of the errors, the residuals were not distributed randomly. For each target separately, we tested whether the mean of the residuals was different from zero (Hotelling's $T^2$ statistic) (Morrison 1976). Assuming that the residuals for all 10 subjects were drawn from a Gaussian bivariate distribution, the set of the 10 individual residuals should be such that the statistic $F = (10 - 2)/(10 - 1)/2 \times T^2$ follow a Fisher $F(2,8)$ distribution. In essence, we tested whether the predicted end point was within the between-subjects 95% confidence ellipse centered on the average end point. For 10 of the 48 targets (dotted-line ellipses) the mean
residuals were significantly different from 0 \( (P < 0.05) \). Then, using the ks test, we compared the 48 \( F \) values defined above with the theoretical \( F(2,8) \) distribution corresponding to the hypothesis that, for all targets, the residuals for each subject are independent bivariate Gaussian variables. This global analysis confirmed that residual errors were not distributed randomly \( [F(2,8), \text{ks}/H11005, P = 0.005] \). Therefore even the final nine-parameter elliptic model left unaccounted a source of target-dependent errors.

Individual variability

Figure 8 shows for each subject the total SSE and the relative contributions of the three sources of inaccuracy captured by the translation, rotation, and elliptic models and of the two sources captured by the affine model (visuomotor gain and relative range effect). The proportion of unaccounted residuals ranged from 11\% for subject KO to 43\% for subject VS. Moreover, also the balance among types of residuals differed considerably across subjects. Two points are worth emphasizing. First, the pointing errors made by the subjects with the largest proportion of unaccounted residuals were rather unsystematic (VS and BJ, Fig. 9) and did not suggest an alternative to the VP hypothesis. Second, the smallest proportions of residuals were observed for the least accurate subjects (DC to KA, Fig. 8). Thus the absolute amount of unexplained residuals was not dramatically different across subjects. In other words, idiosyncratic amounts of initial-position, scaling, directional, and inertia-dependent biases were added to a fairly constant amount of random variability.

Are our data compatible with an alternative positional model?

So-called positional (or postural) models hold that movements are planned by specifying either a point of equilibrium among muscle synergies (Bizzi et al. 1992; Feldman 1986) or the final posture to be reached (Graziano et al. 2002; Rosenbaum et al. 1993). In sharp contrast with the VP hypothesis, these models predict that end-point errors depend only on the target location not on the hand-target vector. This prediction was tested by focusing on five targets, namely the common target C (Fig. 1), and the two pairs of symmetrical targets just above and below C. Positional models predict a positive correlation between the \( x \) coordinates of the errors both for movements to the same target from opposite initial positions and for movements to close targets from the same initial position. In the first case, the predictions of the VP hypothesis depend on the balance between initial-position biases on the one side, and scaling, directional, inertia-dependent biases, on the other. When the former prevail, one expects again a positive correlation, because errors on the initial positions are positively correlated (Vindras et al. 1998). When the latter prevail, errors should show a negative correlation. For example, an hypometric subject would make leftward errors from the left initial position and rightward errors from the right initial position. Therefore in contrast with positional models, the VP hypothesis predicts negative correlations when the initial-position biases are corrected. Table 4 (1st 3 lines) reports the correlation coefficients at the three indicated stages.
of error modeling. For the reason explained in the preceding text, the tendency for original errors associated with opposite movements to mirror each other (1st column) suggest that scaling, directional, and inertia-dependent biases prevail. More importantly, the strong negative correlations between x-components after taking into account initial-position biases (2nd column) shows clearly the symmetry between errors for left- and rightward movements. Note that correlations disappear after taking into account all error components (3rd column), which confirms that residuals were independent of the movement characteristics. As for movements from the same initial positions to nearby targets (4 last lines in Table 4), both the VP hypothesis and positional models predict positive correlations. However, only the VP hypothesis predicts the opposite signs of the correlation between movements from the same or different initial positions (2nd column). In summary, the analysis of the errors for the five selected targets clearly favored the VP model over positional models.

TABLE 4. Error correlations

<table>
<thead>
<tr>
<th>Movements</th>
<th>Original Errors</th>
<th>Without Initial-Position Biases</th>
<th>Unaccounted Residuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Opposite initial position</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target C</td>
<td>−0.715</td>
<td>−0.855*</td>
<td>+0.163</td>
</tr>
<tr>
<td>Targets above C</td>
<td>−0.539</td>
<td>−0.786*</td>
<td>−0.008</td>
</tr>
<tr>
<td>Targets below C</td>
<td>−0.322</td>
<td>−0.861*</td>
<td>−0.161</td>
</tr>
<tr>
<td>Left initial position</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target C/target above C</td>
<td>+0.919**</td>
<td>+0.856*</td>
<td>+0.034</td>
</tr>
<tr>
<td>Target C/target below C</td>
<td>+0.964**</td>
<td>+0.924**</td>
<td>+0.525</td>
</tr>
<tr>
<td>Right initial position</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target C/target above C</td>
<td>+0.658</td>
<td>+0.813*</td>
<td>−0.244</td>
</tr>
<tr>
<td>Target C/target below C</td>
<td>+0.809*</td>
<td>+0.845*</td>
<td>−0.324</td>
</tr>
</tbody>
</table>

Correlation between the x coordinates of errors for movements towards the common target C from opposite initial positions (lines 1–3), and towards adjacent targets (above or below C) from the same initial positions (lines 4–7). Results for the original errors, the residuals of the translation model (2-fit), and the unaccounted residuals (elliptic model, 1-fit); *P = 0.01; ** P = 0.001. The hypothesis that errors depend on target position, but not on the initial position, predicts positive correlations in all cases. The vectorial parametric hypothesis predicts negative correlations for the second column (1st 3 lines), positive correlations for the first two columns of the four last lines, and no correlation for the unaccounted residuals.
We provided evidence that the pattern of end-point errors in a two-dimensional pointing task is consistent with the VP hypothesis that movements are planned in a hand-centered coordinate system with direction and extent of the movement as independently controlled parameters. Errors compounded five sources of inaccuracy: 1) an initial-position bias, which was the most conspicuous one (46% of the total SSE explained by 4 parameters). The corresponding error component varied as a function of the initial position in the same way as the bias in the perceptual estimation of the initial hand location (Vindras et al. 1998). 2) A scaling bias (29% of the total SSE, 2 parameters), which was dependent on target distance, but independent of both the initial position and the direction of the movement. This bias could be factored out in two terms. The most conspicuous one (25.7%, 1 parameter), proportional to target distance, was due to an inaccurate visuomotor gain. The second term (3.3%, 1 parameter) modulated the visuomotor gain in agreement with the well-known range effect. 3) A directional bias (3.7%, 1 parameter) characterized by a counterclockwise pointing bias independent of both initial position and target distance. 4) An amplitude modulation related to the tensor of inertia of the arm (1.5%, 2 parameters). These five principled sources of error, incorporated in a single model, predicted well the actual movements by fitting the 96 errors coordinates with only 9 parameters (<20% of the sample SSE was left unaccounted, see Table 2). Moreover, in the two subjects (BJ and VS) for whom the unaccounted SSE was >25% (Fig. 8), the unaccounted residuals failed to display any regularity (Fig. 9).

All types of errors yielding a significant reduction of the SSE were in keeping with the VP hypothesis. Conversely, all types of errors at variance with the VP hypothesis failed to improve significantly the predicted final positions. The analysis of amplitude errors provided direct support to the hypothesis insofar as a single set of parameters for both initial positions was sufficient to capture the inaccuracies related to target distance. Indeed (Table 3), the improvement afforded by letting the parameters of both the gain and affine models to depend on the initial position was below chance level.

The modeling of the movement proved quite successful in that the residuals were much smaller than the original errors (Fig. 7). However, for some targets, the mean residual across subjects was still significantly different from zero. One likely reason for these discrepancies is that all models included an error term affecting the represented hand position but not an error term affecting the represented position of the targets. Clearly, this is an oversimplification. Indeed, several authors have reported direction-dependent directional errors causing the movement to rotate away from the four cardinal directions (Ghez et al. 1993; Ghilardi et al. 1995; Graaf et al. 1991, 1994; Smyrnis et al. 2000). These errors are supposed to reflect a perceptual distortion in the estimation of the target location (Goutzidelis et al. 2001; Graaf et al. 1996; Huttenlocher et al. 1991). Some of the significant residuals suggest a similar tendency for the end points to move away from the vertical axis (Fig. 7). Note, however, that errors on target location are neither conflicting with, nor predicted by, the VP hypothesis.

Our analyses focused on the constant errors, which so far have proved less discriminating than the variable errors (e.g., McIntyre et al. 1998). There were two reasons why our strategy was more successful. On the one side, unlike most previous studies, we tested a large array of symmetric targets. In particular, using circular arrays of targets at various distances around two initial positions was instrumental for sorting out the different sources of inaccuracy. If fewer, nonsymmetrical targets had been used, some of the results would have been ambiguous. For instance, considering only the six targets located at 150, 180, and 210° would have led to the conclusion that subject KO had a systematic tendency toward overshooting, whereas using the six targets located at −30, 0, and 30° would have led to the opposite conclusion (Fig. 4C, left initial position). On the other side, the analysis was conducted mainly at the individual level, allowing us to capture the idiosyncratic components of the performance. This is seen most clearly in the case of the visuomotor gain. Performing a classical statistical analysis only at the sample level would have led to the conclusion that the average visuomotor gain was not different from 1 ($t_9 = -1.13; P > 0.25$). In fact, individual gains ranged from 0.73 to 1.28 (Fig. 5) and were significantly different from 1 ($P < 0.001$) in two hypermetric and four hypometric subjects. Using a Kolmogorov-Smirnov test, we were able to show that the null hypothesis (gain = 1) could be rejected also at the sample level.

The main support for the VP hypothesis comes from experiments involving pointing movements in the horizontal plane (Bock and Eckmiller 1986; Brown et al. 2003; Desmurget et al. 1997; Ghez et al. 1997; Rossetti et al. 1995; Vindras and Viviani 1998). Instead, the results of several studies involving three-dimensional (3D) arrays of targets are at variance with the hypothesis. Specifically, it was reported that the ellipsoids describing end-point variability are oriented either toward the eye (Carrozzo et al. 1999; McIntyre et al. 1997; van den Dobbelsteen et al. 2001) or toward the shoulder (Adamovich et al. 1998; Baud-Bovy and Viviani 1998). In either case, these analyses of the variable error are more in keeping with the postural control view evoked in the Introduction than with the VP hypothesis, which predicts that the ellipsoid is oriented toward the initial position of the hand. Likewise, the analysis of the constant errors led some authors (e.g., van den Dobbelsteen et al. 2001) to suggest that the motor system uses only the intended final position to control simple 3D movements. Other authors (Desmurget and Prablanc 1997; Flanders et al. 1992; Rosenbaum et al. 1995) favor instead the hypothesis that movements are driven toward a target posture.

It is not clear why 2D and 3D studies lead to conflicting conclusions. At least three factors may be responsible for the disagreement. First, it is generally admitted (Abrams et al. 1994; de Grave et al. 2004; Feldman and Levin 1995; Ghez 1979; Gottlieb 1996; McIntyre and Bizzi 1993; Sainburg et al. 1999) that all pointing movements involve the concomitant planning of a transport phase and of a final stabilization phase. However, in the case of 3D movements, the stabilization of the final arm posture is likely to affect end-point errors to a greater extent than in the case of movements in the horizontal plane because gravity must be compensated for in the former but not in the latter situation. Second, in most 2D studies, unlike their 3D counterparts, subjects are encouraged to produce one-shot, uncorrected movements. Thus the distribution of end points in 2D tasks is likely to reflect mainly the contribution of the transport phase, whereas in 3D tasks, it is likely to reflect
mainly the contribution of the stabilization phase. Third, the position of 3D visual targets is generally affected by a greater uncertainty than that of 2D targets because only in the former case depth information must be taken into account. Thus at least in the case of visual targets, it is possible that errors in the stored representation of the eye-target distance (McIntyre et al. 1997, 1998) dominate the errors generated by motor processes. If so, one should be cautious in drawing conclusions about these processes on the sole basis of the orientation of the ellipsoids of variability (Admiraal et al. 2003).

One final point concerning the origin of the system of reference involved in movement planning. Some authors have argued that movements are planned within a gaze-centered representation (Batista et al. 1999; Buneo et al. 2002; Crawford et al. 2004; Henriques et al. 1998). Because in pointing tasks subjects are likely to fixate the target during the planning phase, this view may be equivalent to assume a target-centered frame of reference. For the purpose of this discussion, it should be stressed that the alignment of the initial and final positions with the target is totally independent of the origin of the reference. Therefore our results are fully compatible with the view that movements are planned in a gaze-centered rather than hand-centered representation. Of course, the issue cannot be adjudged on the sole basis of kinematic data. Resolving it may require an independent control of the gaze orientation before movement inception (Henriques et al. 1998). It should be stressed, however, that the question of the origin of the reference does not bear on the crucial tenet of the VP hypothesis, namely that amplitude and direction of the planned movement are processed separately.
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