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Abstract. Conceptual model comprehensibility has attracted the in-
terest of many experimental researchers over the past decades. Several
studies have employed a variety of definitions and operationalizations of
the comprehensibility construct as well as procedures for measuring it on
a variety of model types. Intuitive comprehensibility is a specialization
of the construct, referring to model or language comprehensibility exhib-
ited by partially trained users. We present an experimental design for
measuring the intuitive comprehensibility of a proposed extension to a
goal modeling language as a means for reviewing experimental practices
we have followed for similar studies in the past. Through such review, we
hope to demonstrate the possibility of experimental design and technique
reusability and its role as a motivating factor for more experimentation
within the conceptual modeling research community.
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1 Introduction

Experimentally evaluating the quality of conceptual models and conceptual
modeling languages has enjoyed substantial attention from researchers over the
past decades. Various studies have explored how users interact with diagram-
matic representations and how they perceive modeling constructs represented in
such ways. Often, the subject of investigation is the comprehensibility of models,
and various interpretations of the meaning of this construct have been utilized
both in theory and in empirical measurement [11].

A specialization of comprehensibility has been put forth that is concerned
with the level of understanding of information appearing in a diagrammatically
presented conceptual model by viewers with limited training in the correspond-
ing conceptual modeling language. The working term intuitiveness has been
proposed for this construct and a number of studies have been performed by
our group for assessing it in requirements goal models [IIT4IT7/18] and inde-
pendently elsewhere in process and other diagrams [3[12/22]. Our experiments
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focussed on the intuitiveness of a specific language construct, namely contribu-
tion links within goal models, and the role thereof in making decisions within
such models. Through these experiments we adopted and/or developed a set
of methodological practices that we found served the purpose of studying the
particular construct and may be applicable to a larger class of studies.

In this paper, we describe these practices and discuss their strengths and
weaknesses, via presentation of an experimental design for a future study on the
intuitiveness of temporal precedence constructs within goal models. We elaborate
on the intuitiveness construct (Section , offer an introduction to our example
study (Section [3)) and describe our proposed design as an opportunity to also
reflect on our experimental practices (Section [4]). We conclude in Section

2 Comprehensibility and Intuitiveness

Several efforts to empirically study comprehensibility of conceptual models
have emerged in the literature, albeit with no clear consensus of what exactly
the construct means and how it is to be measured, as reported by Houy et al.
[11]. A possible starting point for understanding the construct may be found in
SEQUAL, a semiotic framework for organizing conceptual model qualities [13].
There, the concept of (manual) model activation is put forth to describe the
ability of models to guide the actions of human actors. Comprehensibility of a
model is found within the category of pragmatic quality of a conceptual model,
measured by the appropriateness of the model’s activation. In other words, by
being exposed to the model and its information, users (i.e., readers) of the model
act (perform inferences, respond to questions, organize their work, make deci-
sions etc.) in ways that satisfy the model, according to the designers of the latter.
For example, a business process model is comprehensible by process actors, if,
once they read it, said actors, organize their work, communicate with co-workers,
answer process questions, troubleshoot etc. in ways that are compliant with the
model — according to the model developers.

Model comprehensibility is distinct from comprehensibility appropriateness
of language [924] which refers to the ability of the language to be the basis
for the building of comprehensible models. From an empirical standpoint, this
would, in principle, be measured by means of evaluating the comprehensibility
of samples of several models developed in accordance to a language, controlling
for factors that may affect model comprehensibility independent of the language,
such as representation medium appropriateness, visual/physical quality [21] or,
otherwise, language use. For such controlling and sample identification to be
tractable, evaluation may take place at the individual construct level (e.g. indi-
vidual elements, visualizations and relationship types) and/or a specific language
feature or structural pattern (e.g. use of models for a specific task).

Intuitive comprehensibility appropriateness of a language, or part thereof or
language/construct intuitive comprehensibility or, simply here, (language/ con-
struct) intuitiveness, refers to comprehensibility appropriateness exhibited by
users who have had limited previous exposure to the modeling language. The



Practices for measuring intuitive comprehensibility 3

------- - pre, ? nr.
Information \ \
Inaccurate /'~ D) _CB) A QD)
\ ;
) . ;

Patient has
Submitted Blanket
on-Disclosure

1
npr,

1
'
\ pre

pre pre
is Custodian :
pre :
- Shari (A ) (B ) : CaAD (B
arin, :
el Care "> oo D
(A) el .- _oid (B)

Fig. 1. (A) Goal model with preconditions — (B) Experimental Models

addition of the intuitiveness requirement is motivated by the need to make lan-
guages usable by users who would not otherwise dedicate effort to receive training
in the language at hand. All else being equal, it is preferable that a language can
be effectively used — i.e., allow models that lead to compliant activation — with
less required training. Note that the definition of intuitiveness is here distinct
from the concept of intuition (versus, e.g., reflection) studied in dual-process
cognitive psychology [6/10], in that the former is agnostic to the exact cognitive
process employed to interpret and make use of the constructs.

Our work — like much other literature, e.g., [§] — has been focussing on the
intuitiveness of the diagrammatic representation choices of the language, i.e.,
whether shapes and symbols that appear on the diagram allow users to in-
stantly know how to make correct use with the model. In Moody’s terms [21]
this is semantic transparency of the visual constructs, i.e. the ability of notational
elements to communicate their meaning. While intuitiveness can be studied at
the concept level alone [I5] when expressed in natural language and, thus, free
from the interference of visualization choices, our discussion here concerns the
evaluation of the combination of the concept and its visualization.

3 Example: Preconditions in Diagrammatic Goal Models

To see how a study of intuitiveness appears in the process of language design
we consider an example from the goal modeling domain. Goal models have been
extensively studied with regards to their ability to represent intentional struc-
tures of stakeholders [2J25]. In the latest goal modeling standard, iStar 2.0 [5],
elements such as actors, their goals and ways by which the latter can be decom-
posed into other goals or tasks, through AND-refinements and OR-refinements
are presented. A diagrammatic notation faithful to the tradition of the original
1* language is used to visualize the concepts.

Such goal diagram appears in Figure A)7 representing the ways by which,
according to a jurisdiction, a custodian of health information is allowed to share
such information with another agent. The legal requirement is that the custodian
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can share health information without the patient’s consent only as long as the
third party is another custodian, the sharing is for the provision of health care
and that the patient has not submitted a blanket non-disclosure statement. If
any of these conditions are not met, consent must be acquired prior to sharing.

To model constraints such as the above, suppose that we want to extend the
iStar 2.0 language to allow for precondition (resp. negative precondition) links
{B X5 A} (resp. {B 25 A}). Intuitively, such link shows that a goal/task A
cannot be pursued/performed unless (resp. if) some condition B is met, including
that some other goal/task has been achieved/performed or that some state of
the world is believed to be true — for representing the latter beliefs are added
in the diagram. A rigorous semantics of such or similar links is possible [16]. In
setting up such semantics, however, designers often have flexibility. For example,
what is the rule for combining multiple =% and 22 arriving at an element such
as Send Information; is it a conjunction, a disjunction, or something else? Most
designers would probably opt for conjunction, but what if users of the diagram
insist to act as if it were a disjunction? Likewise, what does it mean for users
that a goal is “pursued”? Given {Information Inaccurate P Share Information}
can I allow interpretations in which some but not all of the subtasks of goal
Share Information are performed if Information Inaccurate holds, pretending
that, e.g., performance of the tasks is for the pursuit of other unmentioned
goals? Most designers would probably say no, but what if users act as if that
was the correct interpretation? Disagreements between designer intent and user
interpretation may imply that either the language features (allowing multiple
incoming preconditions and allowing a precondition to a decomposed goal) or
their visual representation deserve some reexamination.

In what follows, we use the problem of evaluating this hypothetical language
extension to review our past experimental practices and experiences we acquired
by applying such practices in similar problems.

4 Experimental Strategy

Our experimental approach consists of: (a) developing models that exemplify
the construct or feature that we want evaluated and differ based on factors of
interest, (b) identifying a participant sample that can be seen as representative
of a user population, (c) partially training participants, (d) exposing participants
to the models, observing inferences they perform therewith and comparing them
with the ones language designers consider correct. We address these for our
example problem.

4.1 Model Sampling

Model Format. When evaluation targets a specific construct or feature, the
sampled models are constructed to exactly exemplify use of the construct or
feature and abstract away other extraneous elements that may interfere with the
measurement. In most of our earlier work [IJT4/18], for example, we studied the
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intuitiveness of various representations of contribution links in goal models for
the purpose of identifying optimal decisions in such models. Given such narrow
focus, sample models were structurally constrained: one OR~decomposition and
a soft-goal-only sub-graph connected with contributions in a restricted way. No
elements of the language that were extraneous to the research question were
included — e.g. actors or AND-decompositions. Elsewhere [I7], our samples were
even simpler, containing two goals and one contribution link.

The advantage of such focused manufacturing of experimental units are (a)
better experimental control and definition of factors (see below), (b) reduced
need for training about unrelated modeling constructs. The disadvantages are:
(a) the generalizability argument relies on showing that the manufactured models
capture the “essence” of the language construct and its use under evaluation,
(b) influential (but unknown) factors that exist in real-world models are absent.

An additional variable is how much context should be added to the example

models. This can come in the form of: (a) real element descriptions in place of
symbolic variables, (b) scenarios that create an even more elaborate context. In
our example, we can use uninterpreted literals as in {B =5 A}, refer to specific
goals as in Figure A), or, do the latter and also add introductory material
on the health information sharing case. While one can argue that such context
information supports external validity by making the model samples more similar
to the respective generalization class (real models), they have the potential of
disturbing internal validity by switching the focus from the modeling construct
to the content. For example, in {Request Consent P Receive Consent}, the
precondition relationship is so obvious from the content, that measurement of
the influence of 25 in conveying such relationship is confounded.
Sample Models and Factors. When manufacturing sample models rather
than sampling them in the wild, we have the benefit of introducing model-related
factors of interest with more control. Such factors reflect properties, kinds or
structural patterns of models, as per the research question. Our experience has
shown that such factors are better treated in a within-subjects manner: the same
participant is sequentially exposed to different classes of model structures, each
such class being (part of) a level of the factor. In comparative studies, a between-
subjects factor often emerges as well. In our past studies the comparison of various
ways to represent a construct (e.g. in [I4JI7]) was arranged in such between-
subjects fashion. The need for different training for each level of the factor in
question is one of the main motivators of the between-subjects choice.

Example Design. In our example study, we would devise various examples of
precedence links using abstract literals A, B, C, ... for the origin and destination
goals, as seen in Figure B). Several examples of each of the six presented classes
can be considered, noticing that: (a) Classes 1 and 3 versus Classes 2 and 4
constitute the two levels of a “2 presence/absence factor, (b) Classes 1 and 2
versus Classes 3 and 4 constitute the two levels of a “complexity” factor. These
factors are crossed allowing the study of interactions. Classes 5 and 6 can further
be compared with each other and with Class 1 as baseline; noting that larger
samples will need to be acquired to allow for meaningful statistical analysis.
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Thus, any or all of three within-subjects factors — negative precondition presence
vs. absence, complex vs. simple and AND-decomposed vs. OR-decomposed vs.
non-decomposed — can be studied. A between-subjects factor could be considered
if we were to compare alternative ways to visualize 2~ and —=, including adding
comprehension aids, e.g. an AND arc to signify conjunction of 2% links.

4.2 Training

Prior to being exposed to the models, participants are partially trained to
the notation just enough so that the language’s purpose and function is under-
stood but the solutions to the experimental tasks do not directly follow from the
training. We have extensively used short video presentations for such training.
The benefits of video presentations over live lectures are manifold. Firstly, the
exact training offered to participants is reviewable and reproducible. Secondly,
in cases in which different language/construct versions need to be compared in a
between-subjects manner, careful scripting and editing of the videos allows uni-
formity of training between groups. In our past experiments, videos have been
fully recorded from script with only components that differ between groups ap-
propriately video-edited. Thirdly, video presentations allow remote participation
and consideration of on-line participant pools (more below).

As in any training, the threat in preparing video presentation remains that
researcher bias can affect participant training in a way that skews the results
towards one or the other direction. A possible way to address this is third-party
evaluations or even development of training material. Despite such measures
being practically difficult, video instead of in-classroom training removes many
obstacles for such validation efforts.

Example Design. A video presentation can be developed to explain relevant
goal modeling elements (goals, tasks, decomposition links) and the informal
meaning of the 2% and 2% constructs, but would generally not describe specific
uses of the construct for which we want to measure intuitiveness. For example,
the video would not discuss how multiple =5 links targeting the goal should be
interpreted or elaborate on how pursuit of a goal is defined. When comparison
with a baseline is desired such details can however be given in a separate control
group or, less practically, in a within subjects pre-post manner [23].

4.3 Tasks

Experimental tasks are geared towards triggering and measuring model ac-
tivation i.e. prompting, observing and recording inferences participants make
with the displayed models. Parts of the theory of such inferences may need to be
explained during training. In our study on assessing the intuitive comprehension
of satisfaction propagation rules [I7], the notions of partial and full goal satisfac-
tion and denial had to be described in the videos. For the tasks, participants pick
an inference that they think valid based on the model and their training. In our
decision assessment studies [IJI4I18], the task was a choice of goal alternative,
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while in our propagation rule study [I7] it was the specification or choice of the
satisfaction level of a recipient of a contribution link.

Example Design. In our example, the notion of a situation (i.e. a state in
which goals have been achieved, tasks have been performed, or beliefs are held)
satisfying or not the model, needs to be part of the video training. Then, each
model is accompanied by descriptions of situations and participants are asked
if the model satisfies the situations. For example, a model of Class 1 (Figure
[{B)) can include the question whether {4, B} and {=A, B} are situations
satisfying the link — which test whether participants perceive precondition as
also a trigger condition, or whether they think that the presence of a link alone
necessitates some satisfaction, as we actually observed with contribution links
[I7]. Notice how factors of interest can also be thus identified at the task level.

4.4 Operationalizations of Language Intuitiveness

The operationalization of the intuitive comprehension construct follows its
theoretical definition (Section [2). The main measure we have used in the past is
that of the level of agreement between participant responses to the experimental
tasks (the model activation) and the normative answers to the questions (the
language designer expectations), which agreement we refer to as accuracy. The
accurate responses are then tallied up into an accuracy score used for the anal-
ysis. Calculation of inter-respondent agreement is also possible in the absence
of a normative response. However, with such measures being aggregates of all
participant responses, statistical inference possibilities are limited.

In some of our experiments we also asked the participants to rate their confi-
dence to their response, using a Likert-type scale. Confidence can also be offered
for the overall task, e.g., through one question in the end [I§], which saves from
execution time and perhaps allows for a more thoughtful response, but prevents
analysis over the within-subjects factors. Whenever applicable, response time
can also be relevant to understanding intuitive comprehension. However, both
response time and confidence alone are not indicators of intuitive comprehen-
sion, in that participants may quickly and confidently provide inaccurate answers
in the tasks. Nevertheless, following Jost et al. [12], the ratio of accuracy over
response time can also be an effective utilization of response time data.

Finally, in some of our experiments we invited participants to type-up a
description of the method they used to make inferences and provide a response,
as a proxy for a debriefing session. We have found that while some participants’
textual descriptions can be usefully coded, they are often difficult to read and
comprehend in any useful way. Note that both a debriefing sessions and response
time measurements usually necessitate in-person administration.

Example Design. In the example experiment, we could measure accuracy, indi-
vidual response confidence and, when possible, response time. Soliciting textual
descriptions of how participants worked would not be a priority.
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4.5 Participant Sampling

The appropriateness of using students as experimental participants is still de-
bated in software engineering [7], where tasks are often specialized and require
some technical ability. We believe that in conceptual modeling, user populations
are wider and more diverse. Goal models, for instance, are to be used by any
person whose intentions and decisions matter, and such persons can be of ar-
bitrary backgrounds and abilities. Furthermore, intuitive comprehension of and
distinction between concepts such as intentions, processes, events etc., is some-
thing that most senior college/University are expected to be able to perform.
Following the same argument, in several instances we have also utilized on-line
work platforms and particularly Mechanical Turk (MT). Such platforms have
been found to be remarkably reliable for psychological experiments [4]. Assum-
ing a commitment that the prospective users of the language under investigation
is not limited to e.g. IT or management backgrounds, for certain simple tasks in
conceptual modeling (e.g. discriminating among common concepts, associating
notational symbols with concepts, making a decision on a daily-life problem via
models) the MT samples appear to be suitable. Future correlation studies similar
to the one performed by Crump et al. [4] would shed more light on the strength
of this assumption.

Example Design. For our example design a mixture of University students
and Mechanical Turk workers can be invited to participate.

4.6 Analysis

A likely approach for analysing data coming from designs such as the above is
analysis of variance (ANOVA) [20]. In our most complex past cases such analysis
included one between-subjects factor (e.g. a comparison of three visualizations)
and one or two repeated-measures factors (e.g. model complexity and type).
One problem we have faced with accuracy measures specifically is that, being
integer values in the interval [1..N], N the number of participant responses,
they often violate normality assumptions — especially for small N, necessitating
robust and/or non-parametric testing.

Further, looking at effect sizes is meaningful in our context. We have found
that looking at a simple difference between means offers an intuitive picture. For
example, that one group scores 1.5 (vs., e.g., 5) out of 20 accuracy points more
compared to another is very informative vis-a-vis the practical importance of
the effect, irrespective of statistical significance.

Finally, the generalization class needs to be carefully considered when per-
forming inferences. With instruments such as the ones we described, the simplest
generalization statement concerns the performance that participants in the entire
population would demonstrate. An analytical step, however, needs to be taken
to extend this generalization to the population of models, given that the sample
models are manufactured specifically to find an effect rather than randomly sam-
pled. Similar non-empirical arguments apply to generalizing to different kinds of
activities with the models or in different contexts.
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Example Design. In our example, parametric methods for repeated measures
would be applied [20], accompanied with an equivalent robust test, if suspicion
of violation of assumptions presents itself. Presence of a between-subjects factor
entails a split-plot (“mixed”) ANOVA whose likely deviation from assumptions,
however, requires resorting to a complex range of countermeasures from trans-
formations and bootstrapping to robust tests [19].

5 Concluding Remarks

We presented an experimental design for measuring the intuitiveness of a
proposed extension to a conceptual modeling language, as a means to also re-
view experimental practices we have been following to answer similar research
questions in the past. Researchers in conceptual modeling often appear to dread
the time, effort and risk associated with performing such studies. Our long term
goal is to help develop standardized practices, patterns, techniques and tools
that allow systematic, quick and efficient design and conduct of comprehensi-
bility studies for use by researchers who otherwise could not afford the effort.
Our focus so far has been decisively narrow within the constellation of phe-
nomena that surround the development and use of conceptual models and their
languages. However, it has promisingly allowed us to develop re-usable patterns
and ideas within the sampling, measuring, training and analysis aspects that
have substantially reduced required effort to set-up, run and analyse an experi-
ment. Community-wide sharing, acceptance and continuous improvement of such
cost-effective experimental practices, may make conceptual modeling researchers
more eager to incorporate empirical investigation in their research.
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