Problem set 6

(answer questions by hand, and where possible, also use SAS. Programming statements for using SAS are given at the bottom of the problem set). 

need to know these equations z = (x - μ)/ σ and z = ( EQ \O(x,¯)  - μ)/ σ EQ \O(x,¯) 
1) Given a normally distributed population with μ = 10 and σ = 2, what value does X have to be so that 80% of the distribution lies below that value?

Pr[x < ?] = 0.8 is same as Pr[z< ?] = .8 but we can only look up probabilities under the right tail of the standard normal distn, so we need to find the value of Pr[z>?]=0.2

and from the table that gives a z = 0.84. So on the standard normal, there is 20% probability to the right of z=0.84 and 80% below that value.

so convert this to units of our original distribution.

rearranging the equation, z = (x - μ)/ σ , to solve for x, we get

x = z σ+ μ so z = 0.84 x 2+ 10 = 11.68

2) If the age distribution of children in grade 5 is normal with μ = 10 and 

σ = 2, what proportion of the children are less than 8 years old or greater than 12 years old?

here we want Pr[x<8] or Pr[x>12] so we have two areas to determine.

converting to standard normal Pr[x<8] = Pr[z<(8-10)/2]

=Pr[z<-1]  which is the same as Pr[z>+1] since normal distn is symmetrical

from z table Pr[z>+1] = 0.15866

Now we need Pr[x>12] which is same as Pr[z>(12-10)/2] =Pr[z>1] =0.15866

So finally probability or proportion of children less than 8 or greater than 12 

is 2x0.15866 = 0.31732

3) Assuming that the grade distribution in Basketweaving 101 is normal with μ = 60% and σ = 10:  with n=4, σ EQ \O(x,¯) = σ/2 so σ EQ \O(x,¯) =5 

a) what is the probability of obtaining a random sample of n = 4 students having a mean less than 50%. 

Pr[ EQ \O(x,¯) < 50] = Pr[z < (50-60)/5]

or we need Pr[z<-2] which is same as Pr[z > 2] = 0.02275

b) what is the probability of obtaining a sample of n = 4 students having a mean greater than 70%.

So same kind of manipulations here Pr[ EQ \O(x,¯) > 70] = Pr[z > (70-60)/5]= 2

so answer is also 0.02275

4) A plastics company manufactures flappers for toilet flush values that are supposed to be μ = 10cm in diameter.

You obtain a random sample of n = 5 flappers and measure them:

9.5, 11.0, 10.8, 9.3, 10.9

So for this question we know the true mean of the distribution but not the variance or standard deviation. But we have some data we can use to estimate those parameters and hence we can estimate the standard error of the mean. Once that is done, we can then use student's t-distribution to obtain the probabilities.

t =(  EQ \O(x,¯) - μ) / SE EQ \O(x,¯)   

So let's first estimate the standard error of the mean.

the standard deviation, s = 0.827647

so SE EQ \O(x,¯) = s /
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 so  SE EQ \O(x,¯) = 0.370135

Given this information,

a) What is the probability of obtaining a random sample of n=5 flappers having a mean greater than 10.5 cm?

Pr[  EQ \O(x,¯) > 10.5] = Pr[t > (10.5-10)/ 0.370135] 

so we want Pr[t > 1.351], where the relevant t distribution is the one with DF = 5-1 =4 and we will be referring to 1-tailed probabilities since we are looking only at the right side of the distn.

So from the t table the probability of having a mean of 10.5 is greater than 0.1.

(note that in the t table with DF=4, the smallest value of t given is 1.53 where 0.1 of the probability lies beyond that value. Our tcalc value is smaller than this so the probability must be somewhat greater than 0.1

b) what is the probability of obtaining a random sample of n=5 flappers having a mean 

less than 9.0 cm?

The probability of having a mean less than 9 is same as having a mean greater than 11, so I'll do the calculations for that.

Pr[  EQ \O(x,¯) > 11] = Pr[t > (11-10)/ 0.370135] = 2.7017

from the t-tables with DF= 4, we find that the probability would be just under 0.025 since from the table a t of 2.78 gives 0.025.

So the probability lies somewhere between 0.05 and 0.025.

5) A company that sells restriction enzymes tells you that 1 unit of their enzyme digests 1 microgram of DNA in 60 mins. You conduct an experiment to test this hypothesis.

You obtain 7 test tubes and put 1 microgram of DNA in each one. You then add 1 unit of their enzyme and measure the time taken to digest the DNA to completion.

 Your data (in minutes to complete digestion) follow:

55, 60, 68, 64, 71, 62, 65

Conduct the appropriate statistical test to evaluate the claim made by the company. State any assumptions made in carrying out the test.

This is really going to be a 1-sample t-test (2 tailed since the experimenter doesn't give an notion of which way the enzyme might deviate from the company claim).

Ho : μ = 60

Ha : μ 
[image: image2.wmf]¹

60

α(2) = 0.05

assume that data are normally distributed 

So here are summary stats we need:

 EQ \O(x,¯) = 63.57, s = 5.26, SE EQ \O(x,¯)   = 1.986

tcalc =(  EQ \O(x,¯) - μ) / SE EQ \O(x,¯) 
tcalc = (63.57 - 60)/1.986

tcalc = 1.798 is our test statistic,

so we need to refer to the t-distribution with DF = 7 -1 =6

the critical value with DF=6 and α(2) = 0.05, is t = 2.45,

since our calculated t is does not exceed the critical value we don't reject Ho.

We have no reason to believe that the enzyme digestion rate is different from 60mins.

6) You wish to explore the effect of two water temperatures (10C vs 20C) on the swimming speed of guppies. You also are concerned that the weight of the guppies might influence their swimming speeds, so you pair guppies according to their weights. You then randomly assign one member of each pair to the different treatments (temperatures) and measure their maximum swimming speeds in cm per second. The data follow:

So here you've got numerical data and the data are paired (guppies matched by weight).

So you'll use a paired t-test. Also we've got no notion as to which way swimming speeds might vary with temperature so we'll do a 2-tailed paired t-test.

So the first thing to do here is calculated difference in swimming speed.

Remember to retain the sign (ie pos vs neg)!

Pair #            10C                  20C   Diffs

1

50

55     -5

2

53

51       2

3

60

64     -4

4

62

66     -4

5

65

64      1

6

68

71    -3

7

70

73    -3

8

73

73     0

So now just operate on the differences as if you were doing a 1 sample t-test.

Ho : μdiff = 0

Ha : μdiff 
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0

α(2) = 0.05

Assume that the differences are normally distributed.

So here are summary stats we need:

 EQ \O(x,¯) = -2.0, s = 2.619, SE EQ \O(x,¯)   = 0.926

tcalc =(  EQ \O(x,¯) - μ) / SE EQ \O(x,¯) 
tcalc = (-2.0 - 0)/0.926

tcalc = -2.16 is our test statistic, (note that the critical value is given at the right end of

distn, but we can make it negative since t is symmetrical) {OR, if you like

you can think in positive values and compare tcalc = +2.16 to the critical value at the right side of the distn.}

so we need to refer to the t-distribution with DF = 8 -1 =7

the critical value with DF=7 and α(2) = 0.05, is t = -2.36,

Since our value is not quite as extreme as this (ie doesn't lie beyond -2.36) we do not reject the Ho. We have no reason to believe swimming speeds differ in different water temperatures. 

7) You wish to compare the nuclear DNA content of two plant species to see if it differs between the two species. You randomly sample a number of plants of each of two species and measure the amount of DNA in their nuclei in picograms (pg) using a flow cytometer.

Species A : 2.4, 2.8, 2.6, 2.7, 2.4, 2.5

Species B : 2.8, 2.7, 2.9, 3.1, 3.0, 3.2, 2.9

Conduct the appropriate statistical test stating any assumptions made in the test.

So here you have numerical data and you are comparing two samples, so you'll do a 2 sample t-test. The test will be 2-tailed since the experimenter didn't present any notion as two which way the species dna content might differ.

Ho : μa = μb
Ha : μa 
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 μb
α(2) = 0.05

Assumptions are data in each population are normally distributed, and that the distributions have the same variance (and as always samples random).

So we need first some descriptive statistics to use in our calculation of t.

Species A:  EQ \O(x,¯) a = 2.567, sa2 = 0.0267, na = 6

Species B:  EQ \O(x,¯) b = 2.943, sb2 = 0.0295, nb = 7

Happily, here we can just visually see that the variance estimates are pretty similar.

DF = na + nb -2 = 7+6-2 

DF = 11

Now we need the pooled variance given by

s2p = (na -1) sa2 + (nb -1) sb2 }/{ na + nb -2}

so s2p = 0.028225

So now we can estimate the standard error of the difference in means

SE EQ \O(x,¯) a- EQ \O(x,¯) b = square root of (s2p/ na + s2p/ nb)

SE EQ \O(x,¯) a- EQ \O(x,¯) b = 0.093468

So now finally we can obtain our test statistic,

tcalc =(  EQ \O(x,¯) a-  EQ \O(x,¯) b) / SE EQ \O(x,¯) a- EQ \O(x,¯) b
tcalc = -4.02

So here again, value is negative and we can either make the critical value negative convert tcal to positive. In any case, critical value of t with DF = 11 and α(2) = 0.05

is 2.20.  So our value is more extreme than this in the negative direction so we reject Ho.

The DNA contents differ and Species B has the greater amount of DNA.

8) You hypothesize that goldenrod plants parasitized by a gall-forming wasp, should be smaller in height than those not parasitized. You go into the field and randomly sample a number of plants with galls (ie parasitized), and a number without galls (not parasitized). You measure the heights (cm) of the plants.

With galls: 56, 64, 76, 54, 67, 45, 55

Without galls: 65, 70, 66, 59, 67, 72, 70

Conduct the appropriate statistical test stating any assumptions made in the test.

So here you have numerical data and you are comparing two samples, so you'll do a 2 sample t-test. The test will be 1-tailed since the experimenter indicates plants with galls should be shorter 

Ho : μno = μgall
Ha : μno > μgall
α(1) = 0.05

Assumptions are data in each population are normally distributed, and that the distributions have the same variance (and as always samples random).

So we need first some descriptive statistics to use in our calculation of t.

Galls:  EQ \O(x,¯) g = 59.57, sg2 = 103.6, ng = 7

No galls  :  EQ \O(x,¯) n = 67.0,  sn2 = 18.67, nn = 7

So unhappily, here we can just visually see that the variance estimates are quite different and we probably need to do a modified/corrected t-test, or transform the data in some way etc. For now, we'll just proceed with the t-test in any case knowing that we're likely violating one of the assumptions.

DF = ng + nn -2 = 7+7-2 

DF = 12

Now we need the pooled variance given by

s2p = (ng -1) sg2 + (nn -1) sn2 }/{ ng + nn -2}

so s2p = 61.142

So now we can estimate the standard error of the difference in means

SE EQ \O(x,¯) g- EQ \O(x,¯) n = square root of (s2p/ ng + s2p/ nn)

SE EQ \O(x,¯) g- EQ \O(x,¯) n = 4.18

So now finally we can obtain our test statistic,

tcalc =(  EQ \O(x,¯) g-  EQ \O(x,¯) n) / SE EQ \O(x,¯) g- EQ \O(x,¯) n
tcalc = -1.777, once again it's negative because of the way we subtracted mean.

Critical value of t with df=12, and α(1) = 0.05, is 1.78. Our value is just inside this critical value so technically we don't reject Ho. We have no reason to believe plants with galls are shorter than those without them. 

9) You decide to compare the blood glucose levels (in mg/dL) in individuals in the morning before breakfast and again 1 hour after breakfast. You do this to test the idea that blood glucose levels should rise. You take a blood sample of each individual before and after breakfast. The data are below. Conduct the appropriate statistical test stating any assumptions.

                        _______Blood glucose level_______

Individual
before breakfast
after breakfast    DIFF

1


100


150            50

2


85


120            35

3


110


170             60

4


120


160             40

5 


130


130              0

6     


80


160             80

7


90


180             90

So here you've got numerical data and the data are paired (each individual is essentially matched with himself in a before and after experiment).

So you'll use a paired t-test. Experimenter expects levels to rise so we'll do a 1-tailed paired t-test.

So the first thing to do here is calculated difference in glucose

Remember to retain the sign (ie pos vs neg)!

So now just operate on the differences as if you were doing a 1 sample t-test.

Note that is important to indicate which way you subtract things if you express the Ho the way I do below. So indicate μdiff is given by the value after breakfast - before breakfast

Ho : μdiff = 0

Ha : μdiff  > 0

α(1) = 0.05

Assume that the differences are normally distributed.

So here are summary stats we need:

DF = 7-1 =6

 EQ \O(x,¯) = 50.7, s = 30.1, SE EQ \O(x,¯)   = 11.36

tcalc =(  EQ \O(x,¯) - μ) / SE EQ \O(x,¯) 
tcalc = (50.7 - 0)/11.36

 tcalc = 4.46

Critical value of t with DF=6 and α(1) = 0.05 is 1.94

Since tcalc = 4.46 is greater than this we reject Ho. Blood glucose levels rise after breakfast. Note that if we look at the t table and the tcalc = 4.46 value we obtained, we can see that the P-value for this analysis must be P < 0.005 but greater than 0.0005.

USING SAS FOR T-TESTS

SAS FOR 1-SAMPLE T-TEST

Imagine you wished to carry out a 1-sample t-test for some data and test it against the null hypothesis that μ = 2 versus a 2-tailed alternate hypothesis.

So here is how you might do that with SAS. 

Note that you specify what μ is under the null hypothesis with the statement H0=3.

The PLOTS(SHOWH0) statement produces a number of plots of the data and draws a line on the graph showing where the μ is under the null hypothesis. Note that H0 is the letter H followed by the  number zero (not the letter "O").

DATA ONESAMPT;

INPUT MYDATA;

CARDS;

1

2

3

4

;

PROC TTEST H0=2 PLOTS(SHOWH0);

   VAR MYDATA;

   RUN;

Note that if you need a 1-tailed test, you do the following:

To test for just the upper tail modify the statement as follows:

PROC TTEST H0=2 PLOTS(SHOWH0) SIDES=U;

To test for just the lower tail modify the statement as follows:

PROC TTEST H0=2 PLOTS(SHOWH0) SIDES=L;

Here is the output without the graphs.

The TTEST Procedure 

Variable: MYDATA 

	N
	Mean
	Std Dev
	Std Err
	Minimum
	Maximum

	4
	2.5000
	1.2910
	0.6455
	1.0000
	4.0000


	Mean
	95% CL Mean
	Std Dev
	95% CL Std Dev

	2.5000
	0.4457
	4.5543
	1.2910
	0.7313
	4.8135


	DF
	t Value
	Pr > |t|

	3
	0.77
	0.4950


SAS FOR A PAIRED T-TEST.

Note that you can easily carry out a paired t-test using the 1-sample t-test code provided above. What you would need to do, however, is to input your data as pairs and then subtract one member of the pair from the other, and then do your t-test on the difference.

Here is an example. Here I've put the values of each pair on the same line and get sas to 

computer the difference between each pair. Then you will tell the ttest procedure to operate on the difference (IE use the statement, VAR DIFF;)

DATA PEARED;

INPUT PAIR1 PAIR2;

DIFF = PAIR1 - PAIR2;

CARDS;

12 15

14 16

15 15

13 18

;

PROC TTEST H0=0 PLOTS(SHOWH0);

   VAR DIFF;

   RUN;

note that you have the same options as with the 1-sample ttest above. That is, you can specify 1 or 2 tailed tests. You'll need to think about which tail you want which is also dependent on which way you subtract the pairs.

Here's the about but I've not included the graphs.

The TTEST Procedure 

Variable: DIFF 

	N
	Mean
	Std Dev
	Std Err
	Minimum
	Maximum

	4
	-2.5000
	2.0817
	1.0408
	-5.0000
	0


	Mean
	95% CL Mean
	Std Dev
	95% CL Std Dev

	-2.5000
	-5.8124
	0.8124
	2.0817
	1.1792
	7.7616


	DF
	t Value
	Pr > |t|

	3
	-2.40
	0.0957


SAS FOR A 2 SAMPLE T-TEST.

So let's imagine you now want to do a 2-sample t-test.

Let's say you've measure the lengths of birds wings for male and female sparrows and want to compare them.

For the statements below, a 2 tailed t-test will be carried out (it is the default option).

DATA TWOSAMP;

INPUT GENDER $ WINGL;

CARDS;

M 14

M 15

M 13

M 12

F 12

F 11

F 10

F 12

;

PROC SORT;

  BY GENDER;

PROC TTEST;

      CLASS GENDER;

   RUN;

If you want a 1-tailed t-test, you can again use the statements

PROC TTEST SIDES = L;

OR

PROC TTEST SIDES = U;

Note that for 1-tailed tests you'll need to take care to specify which tail is relevant,

the upper or the lower. The will also be a function of the order SAS will put your data in following the proc sort procedure.

So in the example above, SAS will re-order the data alphabetically according to gender

(that is, the female data will be first followed by the male data). 

SAS will print the female mean etc first followed by the male.

Now if your alternate hypothesis Ha is μfemale < μmale

you would tell SAS to use the lower tail of the distribution (PROC TTEST SIDES = L)

If the alternate was Ha is μfemale > μmale

use (PROC TTEST SIDES = U)

The output for the 2-tailed example is given below:

NOTE THAT SAS GIVES A LOT OF OUTPUT.

IT GIVES THE T-VALUE FOR TWO DIFFERENT T-TESTS. THE FIRST IS THE ONE WE NORMALLY CALCULATE, THE SECOND INVOLVES SATTERTHWAITE'S APPROXIMATION WHICH IS USE IF THE VARIANCES OF THE SAMPLES DIFFER.

DESCRIPTIVE STATS

	GENDER
	N
	Mean
	Std Dev
	Std Err
	Minimum
	Maximum

	F
	4
	11.2500
	0.9574
	0.4787
	10.0000
	12.0000

	M
	4
	13.5000
	1.2910
	0.6455
	12.0000
	15.0000

	Diff (1-2)
	
	-2.2500
	1.1365
	0.8036
	
	


CONFIDENCE LIMITS ETC


	GENDER
	Method
	Mean
	95% CL Mean
	Std Dev
	95% CL Std Dev

	F
	
	11.2500
	9.7265
	12.7735
	0.9574
	0.5424
	3.5698

	M
	
	13.5000
	11.4457
	15.5543
	1.2910
	0.7313
	4.8135

	Diff (1-2)
	Pooled
	-2.2500
	-4.2164
	-0.2836
	1.1365
	0.7324
	2.5027

	Diff (1-2)
	Satterthwaite
	-2.2500
	-4.2573
	-0.2427
	
	
	


T-TESTS 


	Method
	Variances
	DF
	t Value
	Pr > |t|

	Pooled
	Equal
	6
	-2.80
	0.0312

	Satterthwaite
	Unequal
	5.5336
	-2.80
	0.0340



TEST FOR EQUALITY OF VARIANCES OF SAMPLES

	Equality of Variances

	Method
	Num DF
	Den DF
	F Value
	Pr > F

	Folded F
	3
	3
	1.82
	0.6356


ANSWER USING SAS

QUESTION 5

SAS PROGRAM CODE

DATA QUEST5;

INPUT DIGEST;

CARDS;

55 

60 

68 

64 

71 

62 

65

;

PROC TTEST H0=60 PLOTS(SHOWH0);

   VAR DIGEST;

   RUN;

PARTIAL OUTPUT

The TTEST Procedure 

Variable: DIGEST 

	N
	Mean
	Std Dev
	Std Err
	Minimum
	Maximum

	7
	63.5714
	5.2554
	1.9863
	55.0000
	71.0000


	Mean
	95% CL Mean
	Std Dev
	95% CL Std Dev

	63.5714
	58.7110
	68.4318
	5.2554
	3.3865
	11.5727


	DF
	t Value
	Pr > |t|

	6
	1.80
	0.1223


NOTE THAT SAS GIVES THE t VALUE AND THE P-VALUE, SO HERE WE DON'T REJECT SINCE IS GREATER THAN 0.05.

QUESTION 6

DATA QUEST6;

INPUT TEN TWENTY;

DIFF = TEN-TWENTY;

DATALINES;

50

55

53

51

60

64

62

66

65

64

68

71

70

73

73

73

;

PROC TTEST H0=0 PLOTS(SHOWH0);

   VAR DIFF;

   RUN;

Variable: DIFF 

	N
	Mean
	Std Dev
	Std Err
	Minimum
	Maximum

	8
	-2.0000
	2.6186
	0.9258
	-5.0000
	2.0000


	Mean
	95% CL Mean
	Std Dev
	95% CL Std Dev

	-2.0000
	-4.1892
	0.1892
	2.6186
	1.7314
	5.3296


	DF
	t Value
	Pr > |t|

	7
	-2.16
	0.0676


AGAIN SAS GIVES THE t VALUE AND THE P VALUE, SO HERE TOO WE DON'T REJECT SINCE P > 0.05

QUESTION 7 

NOTE HERE THAT YOU NEED TO INPUT TWO VARIABLES, One is the classifying variable species, and the other is the actual measured thing, in this case DNA content.

Rember to use the PROC SORT also, or SAS might fail.

DATA QUEST7;

INPUT SPECIES $ DNA;

DATALINES;

SPA 2.4 

SPA 2.8

SPA 2.6

SPA 2.7

SPA 2.4

SPA 2.5 

SPB 2.8

SPB 2.7

SPB 2.9

SPB 3.1

SPB 3.0

SPB 3.2

SPB 2.9

;

PROC SORT;

  BY SPECIES;

PROC TTEST;

      CLASS SPECIES;

   RUN;

Here's the partial output (minus the cool graphs).
	SPECIES
	N
	Mean
	Std Dev
	Std Err
	Minimum
	Maximum

	SPA
	6
	2.5667
	0.1633
	0.0667
	2.4000
	2.8000

	SPB
	7
	2.9429
	0.1718
	0.0649
	2.7000
	3.2000

	Diff (1-2)
	
	-0.3762
	0.1680
	0.0935
	
	


	SPECIES
	Method
	Mean
	95% CL Mean
	Std Dev
	95% CL Std Dev

	SPA
	
	2.5667
	2.3953
	2.7380
	0.1633
	0.1019
	0.4005

	SPB
	
	2.9429
	2.7839
	3.1018
	0.1718
	0.1107
	0.3784

	Diff (1-2)
	Pooled
	-0.3762
	-0.5819
	-0.1705
	0.1680
	0.1190
	0.2852

	Diff (1-2)
	Satterthwaite
	-0.3762
	-0.5814
	-0.1710
	
	
	


NOTICE HERE THAT YOU GET TWO T-STATISTICS. THE FIRST ONE IS THE ONE WE HAVE CALCULATED UNDER THE ASSUMPTION THAT THE VARIANCES ARE EQUAL. THE SECOND IS ONE THAT IS CALCULATED FOR UNEQUAL VARIANCE, SO IT "CORRECTS" FOR FAILUR TO MEET THAT ASSUMPTION. 

	Method
	Variances
	DF
	t Value
	Pr > |t|

	Pooled
	Equal
	11
	-4.02
	0.0020

	Satterthwaite
	Unequal
	10.85
	-4.04
	0.0020


BELOW IS A STATISTICAL TEST TO DETERMINE WHETHER THE VARIANCES ARE DIFFERENT OR NOT, AND IN THIS CASE YOU CAN SEE THAT THERE IS NO EVIDENCE THE VARIANCES DIFFER SINCE THE P VALUE IS VERY LARGE 0.93


	Equality of Variances

	Method
	Num DF
	Den DF
	F Value
	Pr > F

	Folded F
	6
	5
	1.11
	0.9307


QUESTION 8

DATA QUEST8;

INPUT STATUS $ HT;

DATALINES;

GALL 56

GALL 64

GALL 76

GALL 54

GALL 67 

GALL 45

GALL 55

NOGALL 65 

NOGALL 70

NOGALL 66 

NOGALL 59 

NOGALL 67 

NOGALL 72 

NOGALL 70

;

PROC SORT;

  BY STATUS;

PROC TTEST SIDES = L;

      CLASS STATUS;

   RUN;

So for question 8 above note that it is a 1-tailed test and you need to tell sas which tail is relevant. AFTER PROC SORT is run, so orders the data alphabetically by STATUS. So gall comes first then nogall data.

So in doing t test sas will subtract the gall mean from nogall mean, and since you Ha indicated no gall bigger, your alternate is suggesting a negative number, so you want the lower tail (Left tail) of the t dist. You also see this since the Diff of means is in the first table sas produces below..

Variable: HT 

	STATUS
	N
	Mean
	Std Dev
	Std Err
	Minimum
	Maximum

	GALL
	7
	59.5714
	10.1793
	3.8474
	45.0000
	76.0000

	NOGALL
	7
	67.0000
	4.3205
	1.6330
	59.0000
	72.0000

	Diff (1-2)
	
	-7.4286
	7.8194
	4.1796
	
	


	STATUS
	Method
	Mean
	95% CL Mean
	Std Dev
	95% CL Std Dev

	GALL
	
	59.5714
	50.1571
	68.9858
	10.1793
	6.5595
	22.4156

	NOGALL
	
	67.0000
	63.0042
	70.9958
	4.3205
	2.7841
	9.5140

	Diff (1-2)
	Pooled
	-7.4286
	-Infty
	0.0207
	7.8194
	5.6072
	12.9077

	Diff (1-2)
	Satterthwaite
	-7.4286
	-Infty
	0.3320
	
	
	


AGAIN THERE ARE TWO T TESTS AND IN THIS CASE RECALL THAT THE VARIANCES LOOKED TO BE QUITE DIFFERENT, SO THE SATTERTHWAITE T TEST MAY BE MORE APPROPRIATE. IN ANY CASE, WHILE CLOSE TO 0.05, IN FACT WE DON'T REJECT Ho.


	Method
	Variances
	DF
	t Value
	Pr < t

	Pooled
	Equal
	12
	-1.78
	0.0504

	Satterthwaite
	Unequal
	8.0938
	-1.78
	0.0565


NOTE THAT THE F TEST FOR EQUALITY OF VARIANCES DOESN'T ALLOW US TO REJECT THE HO, SO REALLY WE DON'T HAVE EVIDENCE THAT THE TRUE VARIANCES DIFFER. THIS F-TEST BELOW IS SENSITIVE TO DEPARTURES FROM NORMALITY.


	Equality of Variances

	Method
	Num DF
	Den DF
	F Value
	Pr > F

	Folded F
	6
	6
	5.55
	0.0558


QUESTION 9

DATA QUEST9;

INPUT GLUCBEFORE GLUCAFTER;

DIFF=GLUCAFTER-GLUCBEFORE;

DATALINES;

100


150 

85


120 

110


170 

120


160 

130


130 

80


160 

90


180 

;

PROC TTEST H0=0 PLOTS(SHOWH0)SIDES=U;

   VAR DIFF;

   RUN;

NOTE ABOVE THE WAY I SUBTRACTED THINGS SUCH THAT DIFF WILL BE GREATER THAN ZERO, SO THE SIDES=U (UPPER) IS RELEVANT TAIL OF T DIST.

The TTEST Procedure 

Variable: DIFF 

	N
	Mean
	Std Dev
	Std Err
	Minimum
	Maximum

	7
	50.7143
	30.0595
	11.3614
	0
	90.0000


	Mean
	95% CL Mean
	Std Dev
	95% CL Std Dev

	50.7143
	28.6370
	Infty
	30.0595
	19.3701
	66.1929


	DF
	t Value
	Pr > t

	6
	4.46
	0.0021


_1413701056.unknown

_1413702120.unknown

