Problem set 8

1. You wish to know if hind limb length and forelimb length vary together in the 3-toed sloth. Test this hypothesis using the data below. 
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This is clearly a correlation question since the experimenter wishes to know if two things vary together. It should also be 1 tailed since varying together implies a positive correlation.

Ho: ρ = 0

Ha: ρ > 0

α(1) = 0.05

n=7

	
	x
	y
	x2
	y2
	xy

	
	30
	28
	900
	784
	840

	
	26
	27
	676
	729
	702

	
	33
	31
	1089
	961
	1023

	
	24
	26
	576
	676
	624

	
	20
	19
	400
	361
	380

	
	44
	45
	1936
	2025
	1980

	
	52
	50
	2704
	2500
	2600

	sums
	229
	226
	8281
	8036
	8149
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)/ n = 8036 - 226 x 226 / 7 = 739.4286

r = 755.5714 / (789.4286 x 739.4286)1/2 = 0.99    r2 = 0.98

SEr = {(1-r2)/(n-2)}1/2 = {(1-.992)/(7-2)}1/2 = 0.0663

tcalc = r / SEr = 0.99 / 0.0663 = 14.9

tcrit,df=5  = 2.02 

Therefore we reject Ho, there is a positive correlation between forelimb and hindlimb length in sloths.  Furthermore the r-squared indicates that forelimb length explains 98% of variation in hindlimb length (or vice versa).

Assumptions is bivariate normality. The data look reasonably linear so assumptions probably met.
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2. You wish to predict whether the size of a lily flower is determined by resources stored in the bulb. So you weigh the size of the bulb, then plant it and measure flower size once the plant flowers. Your random sample of lily plants is below.

Bulb weight   Flower size (cm)
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52

43
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56

48

59
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53

65

Here we wish to predict flower size (our response or y variable) as a function of resources stored in the bulb of the plant (explanatory or x variable)

So this is a regression problem.

It is probably a 1-tailed test since one would expect more resources to lead to bigger flowers although this is not explicitly stated in the question.

Ho: β = 0

Ha: β > 0

α(1) = 0.05

n=7

	
	Wt
	Size
	x2
	y2
	xy

	
	35
	50
	1225
	2500
	1750

	
	40
	52
	1600
	2704
	2080

	
	43
	55
	1849
	3025
	2365

	
	45
	56
	2025
	3136
	2520

	
	48
	59
	2304
	3481
	2832

	
	51
	60
	2601
	3600
	3060

	
	53
	65
	2809
	4225
	3445

	sums
	315
	397
	14413
	22671
	18052


  mean    =    45.0          56.7        
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b = 238/187 = 0.7857

a = y - bx = 56.7 - 0.7857 x 45 = 21.36


So best fit line is given by Y = 21.36 + 0.7857 X.
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SSError = 155.4286 - 1872 / 238 = 8.5

MSerror = SSerror/(n-2) = 8.5 / 5 = 1.7


Sb = (1.7 / 238)1/2 = 0.0845

tcalc = b/Sb = 0.7857/0.0845 = 9.3

tcrit, df=5, α(1) = 0.05 =2.02
Therefore we reject Ho. There is a positive linear relationship and flower size appears to be determined by the size of the bulb. The r squared  reveals that 94.5% of the variation in flower size can be explained by bulb weight.

3. To determine if the length of index fingers are positively associated with length of ring fingers, you randomly sample a number of individuals and measure these fingers. Test the hypothesis:

Index Ring

5.1
5.3

5.0
5.2

4.7
4.8

4.5
4.6

4.2
4.4

4.1
4.2

5.4
5.7

4.1
4.3

This is a correlation question since the experimenter wishes to know if two things are positively associated and doesn't wish to predict one specifically by the other.

In this case the hypothesis test is 1 tailed since researcher asks if they are positively associated.

Ho: ρ = 0

Ha: ρ > 0

α(1) = 0.05

n=8

	
	Index
	Ring
	x2
	y2
	xy

	
	5.1
	5.3
	26.01
	28.09
	27.03

	
	5
	5.2
	25
	27.04
	26

	
	4.7
	4.8
	22.09
	23.04
	22.56

	
	4.5
	4.6
	20.25
	21.16
	20.7

	
	4.2
	4.4
	17.64
	19.36
	18.48

	
	4.1
	4.2
	16.81
	17.64
	17.22

	
	5.4
	5.7
	29.16
	32.49
	30.78

	
	4.1
	4.3
	16.81
	18.49
	17.63

	sums
	37.1
	38.5
	173.77
	187.31
	180.4


r = 0.994, r2 =  0.988

SEr =  {(1-.9942)/(8-2)}1/2 = 0.044

tcalc = r / SEr = 0.994 / 0.044 = 22.4

tcrit,df=6  = 1.94

Here we also reject the Ho. There is a strong positive correlation between index and ring finger length, with ring finger explaining 98.8% of variation in index finger length.

(plot data, looks rougly linear enough).

4. You wish to predict how rapidly a single-celled algal species grows at different concentrations of sucrose. So, you set up an experiment where each flask contains a different concentration of sucrose, and you measure the growth rate of the algae it contains. Test the hypothesis that there is a positive relationship between growth rate and sucrose concentration (in mg/ml).

sucrose  growth rate

1

30

2

38

3

44

4

50

5

54

6

60

7

69

8

72

9

80

10

86

Again clearly a regression problem since you want to explain growth rate by sucrose concentration. It is also clearly 1 tailed.

Ho: β = 0

Ha: β > 0

α(1) = 0.05

n=10

	
	sucrose
	gr rate
	x2
	y2
	xy

	
	1
	30
	1
	900
	30

	
	2
	38
	4
	1444
	76

	
	3
	44
	9
	1936
	132

	
	4
	50
	16
	2500
	200

	
	5
	54
	25
	2916
	270

	
	6
	60
	36
	3600
	360

	
	7
	69
	49
	4761
	483

	
	8
	72
	64
	5184
	576

	
	9
	80
	81
	6400
	720

	
	10
	86
	100
	7396
	860

	sums
	55
	583
	385
	37037
	3707

	mean
	5.5
	58.3
	
	
	


b = 500.5/82.5 = 6.067

a = y - bx = 58.3 - 6.067 x 5.5 = 24.93

So best fit line is given by Y = 24.93 + 6.067 X.

SSError = 11.73

MSerror = 1.467

Sb = 0.133

tcalc, = b/Sb =  45.5

tcrit, df=8, α(1) = 05 = 1.86

Therefore we reject Ho. There is a positive linear relationship and growth rate is positively  determined by sucrose concentration. The r squared  reveals that 99% of the variation in growth rate can be explained by sucrose concentration of growth medium.

Plot data and line as visual check of assumptions.

5. For each of the following state the statistical test you would carry out and include any assumptions. Also, if those assumptions are violated, what test would you use.

a) You wish to know if there is an association between flower colour (red, purple, white) and the kind of bee (honey bee, bumble bee, sweatbee) visiting plants.

Test of independence (also called contingency test).

Assume random sampling of plants.

(no alternative test)

b) You wish to know if the distribution of bird "droppings" on cars in the York University parking lot, is random, so you randomly sample 100 cars, count the number of bird dropping on each car.

Use a goodness of fit test to a poisson distribution. Assume cars sampled randomly.

No alternative

c) You want to compare the size of antlers on moose sampled at each of three different areas (Newfoundland, Ontario, Quebec). 

ANOVA compare means of antler size, could follow with TukeyKramer test.

Assumes normal distribution in each population and homgeneous variances.
Could test variance assumption with Levene's test. 

If large departure from assumptions, could seek a transformation that removes the variance/normality issue, or a non-parametric test (Kruskal-Wallis test).

d) You wish to know if the head width of female damselflies is more variable than the head width of males.

F-test, 1 tailed, to compare variances.

Assumes normal distribution of head widths in each group.

No alternative test that we have learned.
e) You wish to predict the number of boating accidents that occur as a function of alcohol blood levels of boaters.

Linear regression, l-tailed (probably) predicting increased accidents as function of blood alcohol level.

Assumptions , Distribution of accidents at each level of  alcohol is normally distributed with equal variances. Relationship is linear.

If assumptions not met, could seek transformation to improve linearity and variance issues.

If that fails, could seek a nonparametric test (perhaps Spearman's correlation) 

f) You wish compare the weight of individuals who eat lunch at McDoodles, versus McHortowns.

two sample t-test (2 tailed) or 1 way anova.

assume homogeneity of variances and weight normally distributed

if assumptions fail, seek transformation, or nonparameteric Mann-Whitney test.

g) You wish to know if blood pressure problems "run" in families. So you obtain a random sample of identical twins (who were not raised in the same households) and measure their blood pressures.


One way anova comparing pairs of twins and estimating proportion of variance among families. Variance homogeneous, normal distn of data within families.
Or perhaps Correlation. 1 tailed.

Bivariate normal distribution of blood pressure linear relationship.

If assumptions fail, seek transformation or use nonparametric (rank correlation such as Spearman's correlation).

h) You wish to predict milk yield in cattle fed grain versus those that consume native forage grasses.

two sample t-test (2 tailed) or 1 way anova.

assume homogeneity of variances and milk yield normally distributed

if assumptions fail, seek transformation, or nonparameteric Mann-Whitney test.

i) A geneticist generates a mutant crimson-eyed fly with xrays and in a cross expects to obtain 0.5 red to 0.5 crimson flys. You obtain 11 red and 6 crimson. How would you test the hypothesis proposed by the geneticist?
since only two categories and sample size small, use a binomial test (with p=0.5).

assumes flies are randomly sampled.

j) You explore the frequency of 5 species of goldenrod in 3 different habitats by counting the numbers of each species in each habitat (randomly sampling as always).

Test of independence (also called contingency test).

Assume random sampling of plants.

(no alternative test)

k) You wish to determine the probability of obtaining a random sample of n = 10 pike from lake ontario that are greater than 10 lbs in weight when you are told by the lake ontario fishery authorities that the known mean weight of pike is 8 lbs.

Not a statistical test question and you don't have sufficient information to answer the question because you'd need either to know the true variance of fish weights (in which case you could use the standard normal distribution to work out the probability), or at least an estimate of the variance, in which case you could use the t-distribution to estimate the probability.

l) You wish to estimate the relationship between the distance DNA migrates through an agarose gel as a function of the size (in numbers of base pairs) of the DNA.

Linear regression, l-tailed (probably) predicting migration distances are greater for smaller DNA fragments ie the relationship is negative. (Assumptions , Distribution of distances migrated at each level DNA size is normally distributed with equal variances. Relationship is linear.  

If assumptions not met, could seek transformation to improve linearity and variance issues. Note that taking the log of the DNA size usually leads to a linear relationship over a reasonable range of DNA size.

If that fails, could seek a nonparametric test (perhaps Spearman's correlation) 

SAS ANSWERS TO QUESTIONS 1 - 4

Here's the SAS program to carry out a correlation.

The statement PLOTS=MATRIX(HISTOGRAM); tells SAS to plot historgrams of each variable and to plot a scatterdiagram (a bivariate plot of the data).
DATA QUEST1;

INPUT HIND FORE;

DATALINES;

30     28
 

26    27

33     31

24    26

20    19

44    45

52    50

;

PROC CORR PLOTS=MATRIX(HISTOGRAM);

   VAR HIND FORE;

RUN;

Note that if you want a non parametric correlation use this:

PROC CORR PLOTS= SPEARMAN MATRIX(HISTOGRAM);

This will do Spearman's rank correlation

Output (minus the graphs)

Foolishly, SAS does every correlation between all variables in your VAR list.

So for two variables A and B, it correlates A with A, A with B, B with A and B with B.

A with A must of course be 1. And B with A is the same as A with B.

	2 Variables:
	HIND FORE


	Simple Statistics

	Variable
	N
	Mean
	Std Dev
	Sum
	Minimum
	Maximum

	HIND
	7
	32.71429
	11.47046
	229.00000
	20.00000
	52.00000

	FORE
	7
	32.28571
	11.10127
	226.00000
	19.00000
	50.00000


	Pearson Correlation Coefficients, N = 7 
Prob > |r| under H0: Rho=0

	
	HIND
	FORE

	      HIND
	1.00000
	0.98894

	
	
	<.0001

	FORE
	0.98894
	1.00000

	
	<.0001
	


FOR QUESTION 3 ANOTHER CORRELATION QUESTION

DATA QUEST3;

INPUT INDEX RING;

DATALINES;

5.1
5.3

5.0
5.2

4.7
4.8

4.5
4.6

4.2
4.4

4.1
4.2

5.4
5.7

4.1
4.3

;

PROC CORR PLOTS=MATRIX(HISTOGRAM);

   VAR INDEX RING;

RUN;

	2 Variables:
	INDEX RING


	Simple Statistics

	Variable
	N
	Mean
	Std Dev
	Sum
	Minimum
	Maximum

	INDEX
	8
	4.63750
	0.49552
	37.10000
	4.10000
	5.40000

	RING
	8
	4.81250
	0.53835
	38.50000
	4.20000
	5.70000


	Pearson Correlation Coefficients, N = 8 
Prob > |r| under H0: Rho=0

	
	INDEX
	RING

	INDEX
	1.00000
	0.99407

	
	
	<.0001

	RING
	0.99407
	1.00000

	
	<.0001
	


QUESTION 2 REGRESSION

DATA QUEST2;

INPUT BULB FLOWER;

DATALINES;

35

50

40

52

43

55

45

56

48

59


51

60

53

65

;

PROC REG;

   MODEL FLOWER = BULB;

RUN;

This simple statement will give the analysis plus an impressive (perhaps overwhelming) number of graphs, including residual plots, and confidence belts for the best fit line.

	The SAS System


The REG Procedure 

Model: MODEL1 

Dependent Variable: FLOWER 

	Number of Observations Read
	7

	Number of Observations Used
	7

	Analysis of Variance

	Source
	DF
	Sum of
Squares
	Mean
Square
	F Value
	Pr > F

	Model
	1
	146.92857
	146.92857
	86.43
	0.0002

	Error
	5
	8.50000
	1.70000
	
	

	Corrected Total
	6
	155.42857
	
	
	


	Root MSE
	1.30384
	R-Square
	0.9453

	Dependent Mean
	56.71429
	Adj R-Sq
	0.9344

	Coeff Var
	2.29896
	
	


	Parameter Estimates

	Variable
	DF
	Parameter
Estimate
	Standard
Error
	t Value
	Pr > |t|

	Intercept
	1
	21.35714
	3.83499
	5.57
	0.0026

	BULB
	1
	0.78571
	0.08452
	9.30
	0.0002




Question 4

DATA QUEST4;

INPUT SUCROSE GROWTH;

DATALINES;

1

30

2

38

3

44

4

50

5

54

6

60

7

69

8

72

9

80

10

86

;

PROC REG;

   MODEL GROWTH = SUCROSE;

RUN;

	The SAS System


The REG Procedure 

Model: MODEL1 

Dependent Variable: GROWTH 

	Number of Observations Read
	10

	Number of Observations Used
	10


	Analysis of Variance

	Source
	DF
	Sum of
Squares
	Mean
Square
	F Value
	Pr > F

	Model
	1
	3036.36667
	3036.36667
	2070.25
	<.0001

	Error
	8
	11.73333
	1.46667
	
	

	Corrected Total
	9
	3048.10000
	
	
	


	Root MSE
	1.21106
	R-Square
	0.9962

	Dependent Mean
	58.30000
	Adj R-Sq
	0.9957

	Coeff Var
	2.07729
	
	


	Parameter Estimates

	Variable
	DF
	Parameter
Estimate
	Standard
Error
	t Value
	Pr > |t|

	Intercept
	1
	24.93333
	0.82731
	30.14
	<.0001

	SUCROSE
	1
	6.06667
	0.13333
	45.50
	<.0001
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