Problem set 7

1. Answer questions (2 and 8) on midterm test #2 using SAS. 

2. You design two new kinds of light bulb (LED light and Compact Fluorescent) and then conduct an experiment that assesses the growth of plants subjected to these light regimes.  Some plants received natural sun light (control), some receive LED light, and some receive fluorescent light. You measure plant height (cm) after 6 weeks growth.

Plants were randomly assigned to treatments (light regimes).

Is light treatment a fixed or random effect?

Carry out an analysis to determine which, if any, kinds of light alter plant growth.

(Answer by hand and using SAS)
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3. You study the intensity of sound produced by male toads raised at two temperatures (15 C vs 25 C) to determine if ambient temperature influences the intensity of their vocalizations (measured in decibels).  You are aware that the size of a toad influences the magnitude of their sound, so you begin by pairing toads by size, where one member of each pair is raised at 15C and the other at 25C. Sound levels are below. Note that outliers lead to a violation of the assumptions of normality of the distribution of differences.

Pair
15C
25C

1
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4. In a "quick and dirty" experiment for a project in your course in Irrelevant Studies 1001, you wish to determine whether there are differences in the length of peoples arms as a function of whether they are active in sports or not.

You obtain a random sample of students from the York campus, and so as not to bias your results, you first just line them all up and rank them from smallest to largest arm length (you had no time to or equipment to actually measure their arms). 

You then ask them whether or not they participate in sports.

Here are the data. (S means they do sports, N means no sports).

(answer by hand and using SAS)

Rank      1  2   3   4   5   6    7    8   9  10   11   12   13   14   15   16

Sports   N  S   S  N   S   S   N   S   N  S     S     N    S     S     N    N

Determine whether sporty people differ in arm length from the non-sporty.

5.  You compare the size of pollen for plants of "the same species" sampled from two cytotypes (diploid versus tetraploid) where the tetraploid cytotype has twice the number of chromosomes as the other (diploid) and hence larger nuclei. You expect the tetraploid cytotype to have larger pollen size, because the nuclear volume should be larger.  

Pollen size below is measured in microns.

(answer by hand and using sas)

Diploid : 27, 28, 26, 27, 30, 25

Tetraploid : 30, 25, 46, 52, 81, 55, 72

Conduct the most powerful and appropriate statistical test, testing first, any assumptions of your analysis.

6. You wish to find out what effect 3 common fertilizers have on plants and which one(s), if any, produce the tallest plants. You obtain 12 seedlings and randomly assign 3 to each of the following treatments:

No fertilizer (C); Nitrogen fertilizer (N); Phosphorus (P); Potassium (K).

After 8 months of growth, you measure plant height.

Perform the most powerful analysis to address the questions posed above:

(answer by hand and using sas). Is fertilizer type a fixed or random effect?

Table of plant heights (in inches) for plants given 

various fertilizer treatments

_______________________________________

   C                        N                     P                K

_______________________________________

  22                       35                   23                24

  17                       32                   18                19

  19                       28                   20                18

_______________________________________

SAS FOR 1-WAY ANOVA (ALSO CALLED SINGLE FACTOR ANOVA)

So here is a data set, where there are 5 treatments (5 groups) and then you measure some trait called width.

A 1-way anova is constructed.
The data are first sorted by treatment in SAS.

Levene's test for homogeneity of variance is also carried out as is a Tukey-Kramer aposteriori test to determine which means differ from each other.

DATA ONEANOV;

INPUT TREAT $ WIDTH;

DATALINES;
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5 1.129

5 0.558
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;

PROC SORT;

  BY TREAT;

PROC ANOVA;

  CLASS TREAT;

  MODEL WIDTH = TREAT;

    MEANS TREAT / HOVTEST TUKEY;

RUN;

Note the statement MEANS TREAT / HOVTEST TUKEY; tells SAS to estimate the mean of each group (or treatment) and to conduct Levene's test of variances (HOVTEST) and to compare each mean (TUKEY).

OUTPUT FOLLOWS minus the graphs.
SO THIS IS THE ANOVA RESULTS

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	Model
	4
	0.85027272
	0.21256818
	5.98
	0.0002

	Error
	100
	3.55239741
	0.03552397
	
	

	Corrected Total
	104
	4.40267013
	
	
	


	R-Square
	Coeff Var
	Root MSE
	WIDTH Mean

	0.193127
	15.29192
	0.188478
	1.232533


	Source
	DF
	Anova SS
	Mean Square
	F Value
	Pr > F

	TREAT
	4
	0.85027272
	0.21256818
	5.98
	0.0002


THIS IS THE LEVENE'S TEST RESULTS

UNFORTUNATELY THE VARIANCE ARE HETEROGENEOUS BUT WILL GO AHEAD WITH ANOVA FOR NOW, IN ANY CASE. YOU SHOULD REANALYZE THE DATA TRYING A TRANSFORMATION TO SEE IF YOU CAN GET RID OF THE HETEROGENEOUS VARIANCES. FOR EXAMPLE, A RECIPROCAL TRANSFORMATION HELP ALLEVIATE SOME OF THE PROBLEM, BUT NOT ALL. TRY IT.

	Levene's Test for Homogeneity of WIDTH Variance
ANOVA of Squared Deviations from Group Means

	Source
	DF
	Sum of Squares
	Mean Square
	F Value
	Pr > F

	TREAT
	4
	0.0641
	0.0160
	4.16
	0.0037

	Error
	100
	0.3856
	0.00386
	
	


THIS IS TUKEY'S TEST RESULTS.

NOTE THAT THE TUKEY RESULTS SHOW PAIRWISE COMPARISONS OF EACH PAIR OF MEANS INDICATING WITH *** WHICH ONES ARE STATISTICALLY DIFFERENT. IN THIS EXAMPLE TREATMENT 5 IS STATISTICALLY DIFFERENT FROM 1,2, AND 3.

Tukey's Studentized Range (HSD) Test for WIDTH 

	Note:
	This test controls the Type I experimentwise error rate.


	Alpha
	0.05

	Error Degrees of Freedom
	100

	Error Mean Square
	0.035524

	Critical Value of Studentized Range
	3.92894


	Comparisons significant at the 0.05 level
are indicated by ***.

	TREAT
Comparison
	Difference
Between
Means
	Simultaneous 95% Confidence
Limits
	

	1 - 2
	0.00300
	-0.15504
	0.16104
	

	1 - 3
	0.00739
	-0.17907
	0.19386
	

	1 - 4
	0.13572
	-0.01557
	0.28701
	

	1 - 5
	0.21519
	0.06239
	0.36798
	***

	2 - 1
	-0.00300
	-0.16104
	0.15504
	

	2 - 3
	0.00439
	-0.18509
	0.19388
	

	2 - 4
	0.13272
	-0.02228
	0.28771
	

	2 - 5
	0.21218
	0.05572
	0.36865
	***

	3 - 1
	-0.00739
	-0.19386
	0.17907
	

	3 - 2
	-0.00439
	-0.19388
	0.18509
	

	3 - 4
	0.12832
	-0.05557
	0.31221
	

	3 - 5
	0.20779
	0.02266
	0.39292
	***

	4 - 1
	-0.13572
	-0.28701
	0.01557
	

	4 - 2
	-0.13272
	-0.28771
	0.02228
	

	4 - 3
	-0.12832
	-0.31221
	0.05557
	

	4 - 5
	0.07947
	-0.07017
	0.22911
	

	5 - 1
	-0.21519
	-0.36798
	-0.06239
	***

	5 - 2
	-0.21218
	-0.36865
	-0.05572
	***

	5 - 3
	-0.20779
	-0.39292
	-0.02266
	***

	5 - 4
	-0.07947
	-0.22911
	0.07017
	


IF THE ASSUMPTION OF HOMOGENEITY OF VARIANCES IS VIOLATED  YOU CAN CARRY OUT A NON-PARAMETRIC TEST (A HOST OF THEM, INCLUDING THE KRUSKAL-WALLIS TEST WHICH IS THE ANALOGUE OF THE MANN-WHITNEY TEST).

RUN A NON-PARAMETRIC TEST USE THE DATA ABOVE BUT THE FOLLOWING PROCEDURES:

ALSO NOTE THAT IF YOU HAVE JUST TWO SAMPLES TO COMPARE, THIS WILL GIVE YOU THE MANN-WHITNEY TEST .

SO ADD THESE STATEMENT TO THE DATA SET ABOVE 

PROC NPAR1WAY;

      CLASS TREAT;

   RUN;

RESULTS (JUST THE KRUSKALL WALLIS PORTION).

NOTE THAT THIS USES A CHI-SQUARE STATISTIC TO DETERMINE WHETHER THE TREATMENTS DIFFER. ALSO NOTE, IT DOESN'T CARRY OUT AN APOSTERIORI TEST.

	Kruskal-Wallis Test

	Chi-Square
	16.4548

	DF
	4

	Pr > Chi-Square
	0.0025


