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W
hen I fi rst began working on this book, Hubel 
and Wiesel were mapping orientation columns in 
the striate cortex and were fi ve years away from 

 re ceiving their Nobel Prize; Amoore’s stereochemical theory, 
based largely on psychophysical evidence, was a prominent 
explanation for odor recognition; and one of the hottest new 
discoveries in perception was that the response properties 
of neurons could be infl uenced by experience. Today, spe-
cialized areas in the human brain have been mapped using 
brain imaging, olfactory receptors have been revealed using 
genetic methods, and the idea that the perceptual system is 
tuned to regularities in the environment is now supported 
by a wealth of both behavioral and physiological research.

But some things haven’t changed. Teachers still stand 
in front of classrooms to teach students about perception, 
and students still read textbooks that reinforce what they 
are learning in the classroom. Another thing that hasn’t 
changed is that teachers prefer texts that are easy for stu-
dents to read, that present both classic studies and up-to-
date research, and that present both the facts of perception 
and overarching themes and principles.

When I began teaching perception, I looked at the text-
books that were available and was disappointed, because 
none of them seemed to be written for students. They pre-
sented “the facts,” but not in a way that seemed very inter-
esting or inviting. I therefore wrote the fi rst edition of Sensa-
tion and Perception with the idea of involving students in their 
study of perception by presenting the material as a story. 
The story is a fascinating one, because it is a narrative of one 
discovery following from another, a scientifi c “whodunit” in 
which the goal is to uncover the hidden mechanisms respon-
sible for our ability to perceive. 

Though my goal in writing this book has been to tell a 
story, this is, after all, a textbook designed for teaching. So 
in addition to presenting the story of perceptual research, 
this book also contains a number of features, all of which 
appeared in the eighth edition, that are designed to high-
light specifi c material and to help students learn. 

Features

 ■  Demonstrations. Demonstrations have been a popular 
feature of this book for many editions. They are inte-
grated into the fl ow of the text and are easy enough to be 
carried out with little trouble, thereby maximizing the 
probability that students will do them. Some examples: 
Becoming Aware of the Blind Spot (Chapter 2); Shape 
From Shading (Chapter 5); Perceiving Degraded Sen-
tences (Chapter 13); “Tasting” With and Without the 
Nose (Chapter 15).

 ■  Methods. It is important not only to present the facts 
of perception, but also to make students aware of how 
these facts were obtained. Highlighted Methods sections, 
which are integrated into the ongoing discussion, emp-
hasize the importance of methods, and the highlighting 
makes it easier to refer back to them when referenced 
later in the book. Examples: Measuring Dark Adaptation 
(Chapter 2); Double Dissociations in Neuropsychology 
(Chapter 4); Measuring Tactile Acuity (Chapter 14); 
2-Deoxyglucose Technique (Chapter 15).

 ■  Something to Consider. This end-of-chapter feature 
offers the opportunity to consider especially interesting 
phenomena and new fi ndings. Examples: The Mind–Body 
Problem (Chapter 3); Attention in Autism (Chapter 6); 
Connections Between Hearing and Vision (Chapter 12); 
The Proust Effect (Chapter 15). 

 ■  Test Yourself. Test Yourself questions appear in the mid-
dle and at the end of each chapter. These questions are 
broad enough that students have to unpack the ques-
tions themselves, thereby making students more active 
participants in their studying.

 ■  Think About It. The Think About It section at the end 
of each chapter poses questions that require students to 
apply what they have learned and that take them beyond 
the material in the chapter.

 ■  Virtual Lab. The Virtual Lab feature of this book enables 
students to view experimental stimuli, perceptual dem-
onstrations, and short fi lm clips about the research being 
discussed. The Virtual Lab has been updated in this edi-
tion. More than 50 new items have been added to the 
labs carried over from the eighth edition. Most of these 
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new items have been generously provided by researchers 
in vision, hearing, and perceptual development. Each 
item is indicated in the chapters by this icon: VL . 
Students can access the Virtual Lab through Psychology 
CourseMate at www.cengagebrain.com.

 ■  Full-Color Illustrations. Perception, of all subjects, 
should be illustrated in color, so I was especially pleased 
when the seventh edition became “full-color.” What 
pleases me about the illustrations is not only how beau-
tiful the color looks, but how well it serves pedagogy. 
There are 560 fi gures, 160 of them new to this edition.

Changes in This Edition

Here are some of the changes in this edition, which have 
been made both to make the book easier to read and to keep 
current with the latest research. 

Taking Student Feedback 
Into Account
In past revisions, I have made changes based on feedback 
that professors have provided based on their knowledge of 
the fi eld and their experience in teaching from the book. 
Beginning with the seventh edition, I began making use of 
feedback provided by students based on their experience in 
using the book. I continued this practice for the eighth edi-
tion and now this one, by asking each of the 150 students in 
my class to write a paragraph for each chapter in the eighth 
edition in which they described one thing they felt could be 
made clearer. My students identifi ed where and why they 
were having problems, and often suggested changes in word-
ing or organization. When just one or two students com-
mented on a particular section, I often used their comments 
to make improvements, but I paid the most attention when 
many students commented on the same material. I could 
write a “Top Ten” list of sections students thought should 
be revised, but instead I’ll just say that student feedback 
 re s ulted in numerous changes to every chapter in the book. 
Bec ause of these changes, this is the most “student friendly” 
edition yet.

Improving Organization 
The organization of every chapter was evaluated to achieve 
a clearer and more logical fl ow from one topic to the next. 
Here are a few of the more extensive organizational changes:

Chapters 2–3 (The Beginnings of Perception; Neural 

Processing and Perception)

These chapters introduce students to a way of thinking 
about studying perception that sees perceptual experience 
as central, while also looking for underlying physiological 

mechanisms. In the eighth edition, many of the physiologi-
cal principles, including neural processing, receptive fi elds, 
coding, and the mind–body problem, were introduced in 
Chapter 2 (The Physiological Basis of Perception). Many stu-
dents and reviewers felt this was “too much too soon,” with-
out proper concern for the connections to perception. 

In this edition, the physiological material is introduced 
more gradually and within the context of the overall percep-
tual process. Chapter 2 opens by describing light, focusing, 
and how receptors affect perception. Electrical signals in 
neurons are then introduced, emphasizing the basic proper-
ties of action potentials. Chapter 3 then introduces neural 
processing, receptive fi elds, and the sensory code, while con-
tinually referring back to perception. This treatment refl ects 
the general philosophy of the book, which is that neural pro-
cesses are important, but only to the degree that they illumi-
nate our understanding of perception.

Chapter 6 (Visual Attention)

This chapter has been completely reorganized. It opens with 
a discussion of what directs our attention and what happens 
when we attend; what happens when we don’t attend (i.e., in-
attentional blindness) is now discussed later in the  chapter. 
Also, physiological material has been integrated into the 
chapter rather than being placed in a separate section. 

Chapter 8 (Perceiving Motion)

The corollary discharge/coincidence detector approach has 
been moved nearer to the beginning of the chapter, followed 
by a discussion of the aperture problem and higher-order 
motion perception. 

Chapter 15 (The Chemical Senses)

The position of olfaction and taste have been reversed, with 
taste now opening the chapter and olfaction at the end. This 
results in a smoother transition to fl avor perception, which 
is closely related to olfaction. 

Developmental Dimensions

A new feature, Developmental Dimension, appears at the end 
of ten of the chapters. This feature includes material that 
appeared in Chapter 16, “Perceptual Development,” in the 
eighth edition, plus new material. Some examples: 

 ■  Chapter 2 (The Beginnings of Perception): Infant visual 
 acuity

 ■  Chapter 5 (Perceiving Objects and Scenes): Infant face 
perception

 ■  Chapter 6 (Visual Attention): Attention and perceptual 
completion

 ■  Chapter 9 (Perceiving Color): Infant color vision
 ■  Chapter 11 (Hearing): Infant hearing: audibility curve 

and voice recognition
 ■  Chapter 13 (Speech Perception): Infant speech 

 perception
 ■  Chapter 15 (The Chemical Senses): Infant chemical 

 sensitivity
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Chapter 12 (Auditory Localization and Organization)

 ■  Broad interaural time difference tuning curves in mam-
mals (Pecka et al., 2008; Recanzone et al., 2011)

 ■  How lesioning or cooling the auditory cortex affects 
 lo calization (Malhotra et al., 2008; Nodal et al., 2010)

 ■  Rhythmic grouping and movement (Nozaradan et al., 
2011; Trainor et al., 2009); grouping and language 
(Iversen & Patel, 2008)

 ■  Brain activity in blind people during echolocation 
(Thaler et al., 2011)

Chapter 13 (Speech Perception)

 ■  Effect of transcranial magnetic stimulation (TMS) of 
motor areas of the cortex on perceiving specifi c pho-
nemes (D’Ausilio et al., 2009)

 ■  “Brain reading” using the response of human temporal 
lobe neurons to predict the speech stimulus a person is 
hearing (Pasley et al., 2012)

Chapter 14 (The Cutaneous Senses) 

 ■  Updated treatment of somatosensory “mirror” 
 pheno mena (Keysers et al., 2010; Meyer et al., 2011; 
 Osborn & Derbyshire, 2010) 

Chapter 15 (The Chemical Senses)

 ■  Chemotopic coding in the olfactory bulb (Johnson et al., 
2010; Murthy, 2011)

 ■  “Random” nature of odorant activation in the piriform 
cortex and the role of learning in the recognition of odor 
objects (Shepard, 2012; Wilson & Sullivan, 2011)

 ■  Central neural interactions of taste and olfaction in 
determining fl avor perception (Rolls et al., 2010; Small, 
2012)

 ■  Effect of pre- and postnatal learning on infant fl avor 
preferences (Beauchamp & Mennella, 2009)

Epilogue

The Epilogue, at the end of the book, is new to this edition. 
It reinforces key concepts discussed in the book by high-
lighting a number of principles of perception that hold 
across senses. 

Supplement Package

Instructor’s Manual With Test Bank
For each chapter, this manual contains a detailed chapter out-
line, learning objectives, a chapter summary, key terms with 
page references, summary of virtual labs, and suggested web-
sites, videos, demonstrations, activities, and lecture topics. 
The test bank includes 40 multiple-choice questions (with 
correct answer, page reference, and question type) and 5 to 
10 essay questions per chapter. 

Adding New Content
Every chapter has been updated. This updating is refl ected 
in the inclusion of more than 100 new references, most of 
them to recent research. In addition, some earlier research 
has been added and some descriptions from the eighth edi-
tion have been updated. Here is a partial list of new “cutting-
edge” research that has been added:

Chapter 4 (Cortical Organization)

 ■  Response of human hippocampus neurons to remem-
bering previously seen fi lm clips (Gelbard-Sagiv et al., 
2008)

Chapter 5 (Perceiving Objects and Scenes)

 ■  “Brain reading” using fMRI voxel activation pattern 
to predict what a person is looking at (Naselaris et al., 
2009)

Chapter 6 (Visual Attention)

 ■  Attention in a dynamic environment (Jovancevic-Misic & 
Hayhoe, 2009)

 ■  Attention maps in the brain (Datta & DeYoe, 2009)
 ■  Load theory and inattentional blindness (Lavie, 2010)

Chapter 7 (Taking Action)

 ■  Brain damage and wayfi nding (Maguire et al., 2006; 
Schinazi & Epstein, 2010)

 ■  Landmarks and wayfi nding (Hamid et al., 2010)
 ■  Parietal lobe neurons in monkey that respond to type of 

grip (Fattori et al., 2010)

Chapter 8 (Perceiving Motion)

 ■  Event boundaries (Zacks et al., 2009)

Chapter 9 (Perceiving Color)

 ■  Effect of seasonal wavelength distributions on color per-
ception of scenes (Webster, 2011)

 ■  Types of opponent neurons in the cortex (Johnson, 
Hawken, & Shapley, 2008; Tanigawa et al., 2010)

Chapter 10 (Perceiving Depth and Size)

 ■  Creating depth perception in 3-D movies and TV
 ■  Gaining stereovision as an adult: the case of “Stereo Sue” 

(Barry, 2011; Sacks, 2010)
 ■  Infant perception of depth from cast shadows (Yonas & 

Granrud, 2006).

Chapter 11 (Hearing)

 ■  Revised in collaboration with Christopher Plack,  University 
of Manchester, author of The Sense of Hearing (Psychology 
Press, 2005). The revised chapter refl ects current auditory 
 res earch that emphasizes the temporal coding of pitch.
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 ■  Kristin Makarewycz, senior development editor. Thank 
you, Kristin, for listening to my concerns, for your sup-
port, for helping move things along, and for all of the 
things you did to make the book happen. 

 ■  Shannon LeMay-Finn, developmental editor extraordi-
naire, who has spoiled me with her attention to details, 
and with queries and suggestions that often amazed 
me. Many of the details of this edition of the book owe 
their existence to Shannon’s perceptive feedback. Also 
thank you, Shannon, for your humor, for your appre-
ciation of my humor, and for becoming interested in 
perception. 

 ■  Anne Draus of Scratchgravel Production Services, for 
taking care of the amazing number of details involved in 
turning my manuscript into a book in her usual effi cient 
and professional way. But beyond professionalism, I 
want to thank you, Anne, for the way you dealt with my 
concerns and for your commitment to producing the 
best book possible. 

 ■  Lisa Torri, my art editor, for continuing the tradition of 
working on my book which started many editions ago 
and for all the care and creativity that went into making 
all of the illustrations happen.

 ■  Vernon Boes, art guru, who directed the design for the 
book. Thanks, Vernon, for our continuing relationship, 
and the great design and cover.

 ■  Lisa Buckley for the elegant design and Cheryl Car-
rington for the striking cover.

 ■  Peggy Tropp, for her expert and creative copyediting. 
 ■  Mary Noel, senior media editor, for making all of the 

new additions to the Virtual Lab happen.
 ■  Dean Dauphinais, Christie Barros, and Meg Shanahan 

for their relentless quests for permissions.
 ■  Charlene Carpentier, senior content project manager, 

who coordinated all of the elements of the book during 
production and made sure everything happened when 
it was supposed to so the book would get to the printer 
on time.

 ■  Precision Graphics and Integra Graphics for the beauti-
ful art renderings.

 ■  Mary Still, Missouri Western State University, for the 
 Instructor’s Manual and Test Bank.

 ■  Paige Leeds, assistant editor, who coordinated the sup-
plements for the ninth edition.

In addition to the help I received from all of these peo-
ple on the editorial and production side, I also received 
a great deal of help from researchers and teachers. One 
of the things I have learned in my years of writing is that 
other people’s advice is crucial. The fi eld of perception is 
a broad one, and I rely heavily on the advice of experts in 
specifi c areas to alert me to emerging new research and to 
check my writing for accuracy. The following is a list of the 
“exp ert reviewers” who checked chapters for accuracy and 
completeness: 

Psychology CourseMate
Cengage Learning’s Psychology CourseMate brings course 
concepts to life with interactive learning, study, and exam 
preparation tools that support the printed textbook. 
CourseMate includes an integrated ebook, glossaries, 
 fl ashcards, quizzes, videos, virtual labs, and more—as well 
as EngagementTracker, a fi rst-of-its-kind tool that moni-
tors student engagement in the course. The accompanying 
 instructor website, available through login.cengage.com, 
 offers access to password-protected resources such as an 
electronic version of the instructor’s manual, test bank fi les, 
and  PowerPoint® slides. CourseMate can be bundled with 
the student text. Contact your Cengage sales representative 
for information on getting access to CourseMate.

Virtual Lab
The Virtual Lab enables students to view experimental stim-
uli, perceptual demonstrations, and short fi lm clips about 
the  research being discussed. Items are indicated in the chap-
ters by this icon: VL . Students can access the Virtual Lab 
through Psychology CourseMate at www.cengagebrain.com. 

PowerLecture With ExamView® 
This one-stop digital library and presentation tool includes 
preassembled Microsoft® PowerPoint® lecture slides. In 
 add ition to a full Instructor’s Manual and Test Bank, Pow-
erLecture also includes ExamView® testing software with 
all the test items from the printed Test Bank in electronic 
format, enabling you to create customized tests in print or 
 online, and all of your media resources in one place, includ-
ing an image library of graphics from the book and videos.

WebTutor™
Jumpstart your course with customizable, rich, text-specifi c 
content within your Course Management System. Whether 
you want to Web-enable your class or put an entire course 
online, WebTutor™ delivers. WebTutor™ offers a wide array 
of resources, including access to the ebook, glossaries, fl ash-
cards, quizzes, videos, virtual labs, and more. 

Acknowledgments

It is a pleasure to acknowledge the following people who 
worked tirelessly to turn my manuscript into an actual 
book. Without these people, this book would not exist, and 
I am grateful to all of them.

 ■  Jaime Perkins, my editor, who has supported this book 
by providing resources and advice through a number of 
editions. 

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



Jessica Witt 
Colorado State University

Jeffrey Zacks
Washington University in St. Louis

I also received especially important feedback from many 
teachers of perception, who rely on textbooks in their 
courses. They have read groups of chapters (and in a few cases 
the whole book), with an eye both to accuracy of the material 
and pedagogy. I owe a great debt of thanks to this group of 
reviewers for their advice about how to present the material 
to students. 

Aneeq Ahmad
Henderson State University

Eric Amazeen 
Arizona State University

Elan Barenholtz 
Florida Atlantic University

Steve Buck
University of Washington

Meagan Curtis
Purchase College, State University of New York

Robert Dippner
University of Nevada, Las Vegas

Susan Dutch
Westfi eld State University

Sharon Guttman
Middle Tennessee State University

Katherine Hooper
University of North Florida

Jane Karwoski
University of Nevada, Las Vegas

Patrick Monnier
Colorado State University

Brian Pasley
University of California, Berkeley

John Philbeck
George Washington University

Elisabeth Ploran
George Mason University

Christy Porter
College of William and Mary

Lisa Renzi
University of Georgia

Thomas Sanocki
University of South Florida

Kenith V. Sobel
University of Central Arkansas

Martha Arterberry
Colby College

Sliman Bensmaia
University of Chicago

Marvin Chun
Yale University

Gregory DeAngelis
University of Rochester

Kalanit Grill-Spector
Stanford University

Emily Grossman
University of California, Irvine

Mark Hollins
University of North Carolina

Ruth Litovsky
University of Wisconsin, Madison

Andrew Lotto
University of Arizona

Mary Peterson
University of Arizona

Michael Webster
University of Nevada, Reno

Donald Wilson
New York University School of Medicine and Nathan 
Kline Institute for Psychiatric Research

I also thank the following people who offered suggestions 
and answered my questions regarding specifi c sections of 
chapters.

Frank Durgin 
Swarthmore College

Russell Epstein 
University of Pennsylvania

Jay Neitz
University of Wisconsin

John Philbeck
George Washington University

Jessica Phillips-Silver 
McGill University

Edmund Rolls
Oxford University

Maggie Shiffrar 
Rutgers University

Dana Small
Yale University and Pierce Foundation

Laurel Trainor 
McMaster University

xxiv Preface

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



 Preface xxv 

Rodrigo Quiroga
California Institute of Technology

Pawan Sinha
Massachusetts Institute of Technology

Lore Thaler
University of Western Ontario

Michael Webster
University of Nevada

Albert Yonas
University of Minnesota

Finally, I thank all of the people who generously provided 
demonstrations and videos for the Virtual Lab.

Edward Adelson
Massachusetts Institute of Technology

Michael Bach
University of Freiburg

Mary Hayhoe
University of Texas

Laurie Heller
Brown University

George Hollich
Purdue University

Scott Johnson
University of California, Los Angeles

James Kalat
North Carolina State University

Fei Fei Li
Princeton University

Stephen Neely
Boys Town Hospital, Omaha

Thomas Papathomas 
Rutgers University

Andrea Pierno
University of Padua

Lila Reddy
Massachusetts Institute of  Technology

Ronald Rensink
University of British Columbia

Robert Sekuler
Brandeis University

Sensimetrics Corporation
Malden, Massachusetts

Ladan Shams
University of California, Los Angeles

Mickie Vanhoy
University of Central Oklahoma

Scott Watamaniuk
Wright State University

Takashi Yamauchi
Texas A & M University

I also thank the following people who donated photographs 
and research records for illustrations that are new to this 
edition.

Frank Bremmer
Ruhr University–Bochum

Alessandro D’Ausilio
University of Ferrara

Luca Del Pero
University of Arizona

Stuart Derbyshire 
University of Birmingham

Patrizia Fattori
University of Bologna

Jack Gallant
University of California, Berkeley

Tzvi Ganel
Ben-Gurion University of the Negev

Kalanit Grill-Spector
Stanford University

Marco Iacobonni
University of California, Los Angeles

Christian Keysers
University of Groningen

Michael Leon
University of California, Irvine

Kaspar Meyer
University of Southern California

Micah Murray
University of Lausanne

Thomas Naselaris
University of California, Berkeley

Alice O’Toole
University of Texas

Brian Pasley
University of California, Berkeley

Mary Peterson
University of Arizona

John Philbeck
George Washington University

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



Nancy Kanwisher
McGovern Institute for Brain Research at MIT

Daniel Kersten
University of Minnesota

Kari Kretch
New York University

Thomas Naselaris
University of California, Berkeley

Shinji Nishimoto
University of California, Berkeley

Anthony Norcia
Stanford University

Brad Pasley
University of California, Berkeley

Olivier Pascalis
Université Pierre Mendes France

John Philbeck
George Washington University

Teresa Pinto
Take the Wind Productions & Portuguese Society for 
Neuroscience

Julie Prior
McGovern Institute for Brain Research at MIT

Arthur Shapiro
American University

Maggie Shiffrar
Rutgers University

Kokichi Sugihara
Meiji Institute for Advanced Study of Mathematical 
Sciences

Lore Thaler
University of Durham

Shawn Vecera
University of Iowa

Richard Warren
University of Wisconsin, Milwaukee

William Warren
Brown University

Jessica Witt
Colorado State University

Jeffrey Zacks
Washington University in St. Louis

Nikolaus Troje
Queen’s University

Chris Urmson and Red Whittaker
Tartan Racing, Carnegie-Mellon University

Peter Wenderoth
Macquarie University

New to the ninth edition:

Karen Adolph
New York University

Marlene Behrmann
Carnegie-Mellon University

Ed Boyndon
McGovern Institute for Brain Research at MIT

Heinrich Bülthoff
Max-Planck-Institut für biologische Kybernetik
Max Planck Institute for Biological Cybernetics

Moran Cerf
California Institute of  Technology

Nate Dappen
Days Edge Productions

Joshua Davis
Barnard College of Columbia University

James DiCarlo
McGovern Institute for Brain Research at MIT

Frank Durgin
Swarthmore College

Patrizia Fattori
University of Bologna

John Franchak
New York University

Jack Gallant
University of California, Berkeley

Tvzi Ganel
Ben-Gurion University of the Negev

Tim Harris
Writer/Director, The Professor Show

Douglas Whalen
Haskins Laboratory, Yale University

Karin Heineman
American Institute of Physics

Alex Huk
University of Texas

xxvi Preface

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



Sensation and Perception

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



Alexander Chaikin,2010/Used under license from Shutterstock.com 

2

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



3

Some Questions We Will Consider:

■ Why should you read this book? (p. 4)

■  How are your perceptions determined by processes that you 

are unaware of? (p. 5)

■  What is the difference between perceiving something and 

 recognizing it? (p. 8)

■ How can we measure perception? (p. 12)

I
magine that you have been given the following hypotheti-
cal science project.

Project: Design a device that can locate, describe, and 
identify all objects in the environment, including their 
distance from the device and their relationships to each 
other. In addition, make the device capable of traveling 
from one point to another, avoiding obstacles along 
the way.

Extra credit: Make the device capable of having conscious 
experience, such as what people experience when they 
look out at a scene.

Warning: This project, should you decide to accept it, is 
extremely diffi cult. It has not yet been solved by the best 
computer scientists, even though they have access to the 
world’s most powerful computers.

Hint: Humans and animals have solved these  problems 
in a particularly elegant way. They use (1) two  spherical 
sensors called “eyes,” which contain a light-sensitive 
chemical, to sense light; (2) two detectors on the 
sides of the head, called “ears,” which are fi tted with 
tiny  vibrating hairs to sense pressure changes in the 
air; (3) small pressure detectors of various shapes 
 imbedded under the skin to sense stimuli on the skin; 
and (4) two types of chemical detectors to detect gases 
that are inhaled and solids and liquids that are  ingested.

Additional note: Designing the detectors is just the 
fi rst step in designing the system. An information 

CHAPTER CONTENTS

Why Read This Book?

The Perceptual Process
Stimuli (Steps 1 and 2)
Receptor Processes/Transduction (Step 3)
Neural Processing (Step 4) 
Behavioral Responses (Steps 5–7)
Knowledge

How to Approach the Study of Perception

Measuring Perception
Measuring Thresholds
Estimating Magnitude
Beyond Thresholds and Magnitudes

SOMETHING TO CONSIDER: Threshold 
Measurements Can Be Influenced by How a 
Person Chooses to Respond

The Road From Here

Think About It

The Virtual Lab icons direct you to specific anima-

tions and videos designed to help you visualize what 

you are reading about. Virtual Labs are listed at the end 

of the chapter, keyed to the page on which they appear, 

and can be accessed through Psychology CourseMate. 

Virtual Labs begin in Chapter 2.

C H A P T E R  1

Introduction to 

Perception

▲ The Metropolitan Cathedral of Santiago, Chile, is represented 

here by its reflection on the glass façade of a modern  building. 

The process of perception involves representations, such 

as when an object is represented by its image on the retina. 

 Sometimes these representations are fragmented or distorted, 

as is this representation of the Cathedral, but somehow the 

perceptual system transforms these representations into the 

conscious experiences we call perceptions. This chapter begins 

describing how this process occurs.

VL
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4 CHAPTER 1 Introduction to Perception

 processing system is also needed. In the case of the 
human, this  information processing system is a “com-
puter” called the brain, with 100 billion active units and 
interconnections so complex that they have still not 
been completely deciphered. Although the detectors are 
an important part of the project, the design of the com-
puter is crucial,  because the information that is picked 
up by the detectors needs to be analyzed. Note that the 
 operation of the human system is still not completely 
understood and that the best scientifi c minds in the 
world have made little progress with the extra credit 
part of the problem. Focus on the main problem fi rst, 
and leave conscious experience until later.

The “science project” just described is what this book is about. 
Our goal is to understand the human model, starting with 
the detectors—the eyes, ears, skin receptors, and receptors in 
the nose and mouth—and then moving on to the computer—
the brain. We want to understand how we sense things in the 
environment and interact with them. The paradox we face 
is that although we still don’t understand perception, per-
ceiving is something that occurs almost effortlessly. In most 
situations, we simply open our eyes and see what is around 
us, listen and hear sounds, eat and taste, without expending 
any particular effort.

Because of the ease with which we perceive, many people 
see perception as something that “just happens” and don’t 
see the feats achieved by our senses as complex or amazing. 
“After all,” the skeptic might say, “for vision, a picture of the 
environment is focused on the back of my eye, and that pic-
ture provides all the information my brain needs to duplicate 
the environment in my consciousness.” But the idea that per-
ception is not very complex is exactly what misled computer 
scientists in the 1950s and 1960s to propose that it would 
take only about a decade or so to create “perceiving machines” 
that could negotiate the environment with humanlike ease. 
That prediction, made half a century ago, has yet to come 
true, even though a computer defeated the world chess cham-
pion in 1997 and defeated two Jeopardy! champions in 2010. 
From a computer’s point of view, perceiving a scene is more 
diffi cult than playing world championship chess or accessing 
vast amounts of knowledge to answer quiz questions. In this 
chapter, we will consider a few practical reasons for studying 
perception, how perception occurs in a sequence of steps, and 
how to measure perception.

Why Read This Book?

The most obvious answer to the question “Why read this 
book?” is that it is required reading for a course you are taking. 
Thus, it is probably an important thing to do if you want to 
get a good grade. But beyond that, there are a number of other 
reasons for reading this book. For one thing, it will provide 
you with information that may be helpful in other courses and 
perhaps even your future career. If you plan to go to  graduate 

school to become a researcher or teacher in perception or 
a related area, this book will provide you with a solid back-
ground to build on. In fact, many of the research studies you 
will read about were carried out by researchers who read earlier 
editions of this book when they were undergraduates.

The material in this book is also relevant to future stud-
ies in medicine or related fi elds, because much of our discus-
sion is about how the body operates. Medical applications 
that depend on an understanding of perception include 
devices to restore perception to people who have lost vision or 
hearing and treatments for pain. Other applications include 
robotic vehicles that can fi nd their way through unfamiliar 
environments, face recognition systems that can identify 
people as they pass through airport security, speech recogni-
tion systems that can understand what someone is saying, 
and highway signs that are visible to drivers under a variety 
of conditions.

But reasons to study perception extend beyond the pos-
sibility of useful applications. Studying perception can help 
you become more aware of the nature of your own perceptual 
experiences. Many of the everyday experiences that you take 
for granted—such as tasting food, looking at a painting in 
a museum, or listening to someone talking—can be appreci-
ated at a deeper level by considering questions such as “Why 
do I lose my sense of taste when I have a cold?” “How do 
 artists create an impression of depth in a picture?” and “Why 
does an unfamiliar language sound as if it is one continuous 
stream of sound, without breaks between words?” This book 
will not only answer these questions but will answer other 
questions that you may not have thought of, such as “Why 
don’t I see colors at dusk?” and “How come the scene around 
me doesn’t appear to move as I walk through it?” Thus, even 
if you aren’t planning to become a physician or a robotic vehi-
cle designer, you will come away from reading this book with 
a heightened appreciation of both the complexity and the 
beauty of the mechanisms responsible for your perceptual 
experiences, and perhaps even with an enhanced awareness 
of the world around you.

Because perception is something you experience con-
stantly, knowing about how it works is interesting in its own 
right. To appreciate why, consider what you are experiencing 
right now. If you touch the page of this book, or look out at 
what’s around you, you might get the feeling that you are per-
ceiving exactly what is “out there” in the environment. After 
all, touching this page puts you in direct contact with it, and 
it seems likely that what you are seeing is what is actually 
there. But one of the things you will learn as you study per-
ception is that everything you see, hear, taste, feel, or smell is 
created by the mechanisms of your senses.

Think about what this means. There are things out 
there that you want to see, hear, taste, smell, and feel. But 
the only way to achieve this is for these things to stimulate 
receptors designed to pick up light, sound energy, taste and 
smell stimuli, or touch stimuli. When you run your fi ngers 
over the pages of this book, you’re feeling the page and its 
texture because the pressure and movement across the skin 
are activating small receptors just beneath the skin. Thus, 
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whatever you are feeling depends on the activation of these 
receptors. If the receptors weren’t there, you would feel 
nothing, or if they had different properties, you might feel 
something different than what you feel now. This idea that 
perception depends on the properties of the sensory receptors is one 
of the themes of this book.

A few years ago, I received an email from a student (not 
one of my own, but from another university) who was using 
an earlier edition of this book. In her email, “Jenny” made a 
number of comments about the book, but the one that struck 
me as being particularly relevant to the question “Why read 
this book?” is the following: “By reading your book, I got to 
know the fascinating processes that take place every second 
in my brain, that are doing things I don’t even think about.” 
Your reasons for reading this book may turn out to be totally 
different than Jenny’s, but hopefully you will fi nd out some 
things that will be useful, or fascinating, or both.

The Perceptual Process

Perception happens at the end of what can be described, with 
apologies to the Beatles, as a long and winding road (McCart-
ney, 1970). This road begins outside of you, with stimuli in 
the environment—trees, buildings, birds chirping, smells in 
the air—and ends with the behavioral responses of perceiving, 
recognizing, and taking action. We picture this journey from 
stimuli to responses by the seven steps in Figure 1.1, called 
the perceptual process. The process begins with a stimulus 

in the environment (a tree in this example) and ends with the 
conscious experiences of perceiving the tree, recognizing the 
tree, and taking action with respect to the tree.

Because we will be referring to this process in this chap-
ter and the ones that follow, it is important to note that it 
is a simplifi ed version of what happens. First, many things 
happen within each “box.” For example, we could go far 
beyond “tree” to describe our example of an environmental 
stimulus. The tree has a particular confi guration; its differ-
ent parts refl ect light in different ways (and so appear to have 
different colors, textures, and shapes); and it can be viewed 
from different angles. This complexity is even more obvious 
for boxes further down the line, such as “neural processing,” 
which involves understanding not only how cells called neu-
rons work, but how they interact with each other and how 
they operate within different areas of the brain.

Another reason we say the series of boxes in Figure 1.1 
is simplifi ed is that steps in the perceptual process do not 
always unfold in a one-follows-the-other order. For example, 
research has shown that perception (“I see something”) and 
recognition (That’s a tree”) may not always happen one after 
another, but could happen at the same time, or even in reverse 
order (Gibson & Peterson, 1994). And when perception or 
recognition leads to action (“Let’s have a closer look at the 
tree”), that action could change perception and recognition 
(“Looking closer shows that what I thought was an oak tree 
turns out to be a maple tree”). This is why there are reverse 
arrows between perception, recognition, and action.

Even though the process is simplifi ed, Figure 1.1 provides 
a good way to think about how perception occurs and intro-
duces some important principles that will guide our discus-
sion of perception throughout this book. In the fi rst part of 
this chapter, we will briefl y describe each stage of the process; 
in the second part, we will consider ways of measuring the rela-
tionship between stimuli and perception. We begin the long 
and winding road that is the perceptual process by accompa-
nying someone who is observing a tree in a fi eld.

Stimuli (Steps 1 and 2)
There are stimuli within the body that produce internal 
pain and enable us to sense the positions of our body and 
limbs. But for the purposes of this discussion, we will focus 
on stimuli that exist “out there” in the environment, and we 
will consider what happens to stimuli in the fi rst two steps 
of the perceptual process (Figure 1.2). We begin with the 
 environmental stimulus, the tree that the person is observ-
ing (Step 1). The person’s perception of the tree is based not 
on the tree  getting into his eye (ouch!), but on light refl ected 
from the tree (Step 2). The refl ection of light from the tree 
introduces one of the central principles of perception, the 
principle of transformation, which states that stimuli and 
responses  created by  stimuli are transformed, or changed, between the 
 environmental stimulus and perception.

The fi rst transformation occurs when light hits the tree 
and is then refl ected from the tree to the person’s eyes. The 
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Neural
processing

Receptor
processes

Light is reflected
and transformed

Environmental
stimulus

Perception Recognition Action

5

Knowledge

Figure 1.1 The perceptual process. These seven steps, plus 

“knowledge” inside the person’s head, summarize the major events 

that occur between the time a person looks at an environmental 

stimulus (the tree in this example) and perceives the tree, recognizes 

it, and takes action toward it. Figures 1.2–1.5 describe the steps in the 

perceptual process in more detail. © Cengage Learning 2014
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6 CHAPTER 1 Introduction to Perception

nature of the refl ected light depends on properties of the light 
energy hitting the tree (is it the midday sun, light on an over-
cast day, or a spotlight illuminating the tree from below?), 
properties of the tree (its textures, shape, the fraction of light 
hitting it that it refl ects), and properties of the atmosphere 
through which the light is transmitted (is the air clear, dusty, 
or foggy?).

When this refl ected light reaches the eye, it is trans-
formed as it is focused by the eye’s optical system, which is 
the cornea at the front of the eye and the lens directly behind it. 
If these optics are working properly, they form a sharp image 
of the tree on the receptors of the person’s retina, a 0.4-mm 
thick network of nerve cells that covers the back of the eye 
and that contains the receptors for vision. If the eye’s optics 
are not working properly, the image that reaches the retina 
may be blurred.

The fact that an image of the tree is focused on the retina 
introduces another principle of perception, the  principle of 
representation, which states that everything a person  perceives 
is based not on direct contact with stimuli but on representations of 
stimuli that are formed on the receptors and on activity in the person’s 
nervous system.

The distinction between the environmental stimulus 
(Step 1) and the stimulus on the receptors (Step 2) illustrates 
both transformation and representation. The environmental 
stimulus (the tree) is transformed into the image on the retina, 
and this image represents the tree in the person’s eyes. But this 
transformation from “tree” to “image of the tree on the retina” 
is just the fi rst in a series of transformations. The next trans-
formation occurs within the receptors at the back of the eye.

Receptor Processes/Transduction 
(Step 3)
Sensory receptors are cells specialized to respond to environ-
mental energy, with each sensory system’s receptors special-
ized to respond to a specifi c type of energy. Visual receptors 

respond to light, auditory receptors to pressure changes in 
the air, touch receptors to pressure transmitted through the 
skin, and smell and taste receptors to chemicals entering the 
nose and mouth. When the visual receptors that line the back 
of the eye receive the light refl ected from the tree, they do 
two things: (1) They transform environmental energy into 
 electrical energy; and (2) they shape perception by the way 
they respond to stimuli (Figure 1.3).

Visual receptors transform light energy into electrical 
energy because they contain a light-sensitive chemical called 
visual pigment, which reacts to light. The transformation of 
one form of energy (light energy in this example) to another 
form (electrical energy) is called transduction. Another exam-
ple of transduction occurs when you touch the  “withdrawal” 

Figure 1.2 Steps 1 and 2 of the perceptual 

process. Step 1: Environmental stimulus. The 

tree is the stimulus. Step 2: Light is refl ected 

and transformed. Information about the tree (the 

environmental stimulus) is carried by light, which 

is transformed when it is refl ected from the tree, 

when it travels through the atmosphere, and 

when it is focused by the eye’s optical system. 

The result is an image of the tree on the retina, 

which serves as a representation of the tree. 
© Cengage Learning 2014
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Figure 1.3 Step 3: Receptor processes. These processes include 

transduction (the transformation of light energy into electrical energy) 

and the shaping of perception by the properties of visual pigments 

in the receptor’s outer segments. The end result is an electrical 

representation of the tree. © Cengage Learning 2014
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what we perceive.
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button or icon on an ATM. The pressure exerted by your fi n-
ger is transduced into electrical energy, which causes a device 
that uses mechanical energy to push your money out of the 
machine.

Transduction by the visual pigments is crucial for per-
ception, because without it information about the represen-
tation of the tree formed on the retina would not reach the 
brain and perception would not occur. In addition, the visual 
pigments shape perception, both because the ability to see 
dim light depends on having a high concentration of pig-
ment in the receptors and because there are different types 
of pigments. Some pigments respond better to light in the 
blue-green part of the spectrum; others respond better to 
the yellow-red part of the spectrum. We will describe both 
transduction and how the properties of pigments infl uence 
perception in Chapter 2.

Neural Processing (Step 4)
Once transduction occurs, the tree is represented by electri-
cal signals in thousands of visual receptors, and these signals 
enter a vast interconnected network of neurons, fi rst in the 
retina, then out the back of the eye, and then in the brain. 
This complex network of neurons (1) transmits signals from the 
receptors, through the retina, to the brain, and then within 
the brain; and (2) changes (or processes) these signals as they are 
transmitted. These changes occur because the pathway from 
receptors to the brain is typically far from a straight line. 
Instead, there are multiple routes, with some signals travel-
ing in opposite directions, some signals becoming reduced or 
prevented from getting through, and others being amplifi ed 
so they arrive at the brain with added strength.

The changes in these signals that occur as they are 
 transmitted through this maze of neurons is called neural 

processing (Figure 1.4). Processing will be described in more 
detail in Chapters 2 and 3. For now, the main point is that 
 processing continues the process of transformation that 
began when the tree was transformed into a small image 
inside the eye, which was then transformed into electrical 
 signals in the visual receptors. A similar process of trans-
duction followed by transmission occurs for other senses 
as well. For example, sound energy (pressure change in the 
air) is transformed into electrical signals inside the ear and is 
transmitted out of the ear along the auditory nerve and then 
through a series of structures on the way to the brain.

Electrical signals from each sense arrive at the primary 
receiving area for that sense in the cerebral cortex of the brain 
(as shown in Figure 1.4). The cerebral cortex is a 2-mm thick 
layer that contains the machinery for creating perceptions, 
as well as other functions, such as language, memory, and 
thinking. The primary receiving area for vision occupies most 
of the occipital lobe; the area for hearing is located in part of 
the temporal lobe; and the area for the skin senses—touch, 
temperature, and pain—is located in an area in the parietal 
lobe. The frontal lobe receives signals from all of the senses, 
and it plays an important role in perceptions that involve the 
coordination of information received through two or more 
senses. As we study each sense in detail, we will see that other 
areas in addition to the primary receiving areas are also asso-
ciated with the neural processing of signals for each sense.

The sequence of transformations that occurs between 
the receptors and the brain, and then within the brain, means 
that the pattern of electrical signals in the brain is changed 
compared to the electrical signals that left the receptors. It is 
important to note, however, that although these signals have 
changed, they still represent the tree. In fact, the changes that 
occur as the signals are transmitted and processed are cru-
cial for achieving the next step in the perceptual process, the 
behavioral responses.

3

4

Neural
processing

Receptor
processes

Perception

5

4 Neural Processing

Neural processing takes place in the interconnected circuits of
neurons like the retina (above) and in much more complex circuits
within the brain. Each sense sends signals to different areas of the brain.

Occipital
lobe
(vision)

Parietal lobe
(skin senses)

Frontal
lobe

Temporal lobe
(hearing)

Figure 1.4 Step 4: Neural processing. 

This involves interactions between the signals 

traveling in networks of neurons early in the 

system, in the retina; later, on the pathway 

to the brain; and fi nally, within the brain. 
© Cengage Learning 2014
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Behavioral Responses (Steps 5–7)
Finally, after all that refl ection, focusing, transduction, 
transmission, and processing, we reach the behavioral 
responses (Figure 1.5). This transformation is perhaps the 
most miraculous of all of the transformations in the per-
ceptual process, because the electrical signals from Step 4 
are transformed into conscious experience: The person per-
ceives the tree (Step 5) and  recognizes it (Step 6). We can dis-
tinguish between perception, which is conscious awareness 
of the tree, and  recognition, which is placing an object in a 
category, such as “tree,” that gives it meaning, by consider-
ing the case of Dr. P., a patient described by neurologist Oli-
ver Sacks (1985) in the title story of his book The Man Who 
Mistook His Wife for a Hat.

Dr. P., a well-known musician and music teacher, fi rst 
noticed a problem when he began having trouble recogniz-
ing his students visually, although he could immediately 
identify them by the sound of their voices. But when Dr. P. 
began misperceiving common objects, for example address-
ing a parking meter as if it were a person or expecting a 
carved knob on a piece of furniture to engage him in con-
versation, it became clear that his problem was more seri-
ous than just a little forgetfulness. Was he blind, or perhaps 
crazy? It was clear from an eye examination that he could 
see well, and by many other criteria it was obvious that he 
was not crazy.

Dr. P.’s problem was eventually diagnosed as visual form 
agnosia—an inability to recognize objects—that was caused by 
a brain tumor. He perceived the parts of objects but couldn’t 
identify the whole object, so when Sacks showed him a glove, 
Dr. P. described it as “a continuous surface unfolded on itself. 
It appears to have fi ve outpouchings, if this is the word.” 
When Sacks asked him what it was, Dr. P. hypothesized that 
it was “a container of some sort. It could be a change purse, 

for example, for coins of fi ve sizes.” The normally easy  process 
of object recognition had, for Dr. P., been derailed by his brain 
tumor. He could perceive the object and recognize parts of it, 
but he couldn’t perceptually assemble the parts in a way that 
would enable him to recognize the object as a whole. Cases 
such as this show that it is important to distinguish between 
perception and recognition.

The fi nal behavioral response is action (Step 7), which 
involves motor activities. For example, the person might 
decide to walk toward the tree, have a picnic under it, or climb 
it. Even if he doesn’t decide to interact directly with the tree, 
he is taking action when he looks at different parts of the 
tree, even if he is standing in one place.

Some researchers see action as an important outcome of 
the perceptual process because of its importance for  survival. 
David Milner and Melvyn Goodale (1995) propose that early 
in the evolution of animals, the major goal of visual  processing 
was not to create a conscious perception or  “picture” of the 
environment but to help the animal control navigation, catch 
prey, avoid obstacles, and detect predators—all crucial func-
tions for the animal’s survival.

The fact that perception often leads to action—whether 
it be an animal’s increasing its vigilance when it hears a twig 
snap in the forest or a person’s deciding to interact with an 
object or just look more closely at something that looks inter-
esting—means that perception is a continuously changing 
process. For example, the image of the tree on the back of the 
eye changes every time the person moves his body or his eyes 
relative to the tree, and this change creates new representa-
tions and a new series of transformations. Thus, although we 
can describe the perceptual process as a series of steps that 
“begins” with the environmental stimulus and “ends” with 
perception, recognition, and action, the overall process is 
dynamic and continually changing.

6 7

Perception Recognition Action

5

5 Perception 6 Recognition 7 Action

“I see something” “It’s an oak tree” “Let’s have a closer look”

Figure 1.5 Steps 5–7: Behavioral responses are perception, recognition, and action. © Cengage Learning 2014
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Knowledge
Our diagram of the perceptual process includes one more  factor: 
knowledge. Knowledge is any information that the  perceiver 
brings to a situation. Knowledge is placed inside the person’s 
head in the diagram because it can affect a number of the steps 
in the perceptual process. Knowledge that a person brings to 
a situation can be information acquired years ago or, as in the 
following demonstration, information just recently acquired.

DEMONSTRATION

Perceiving a Picture
After looking at the drawing in Figure 1.6, close your eyes, turn to 

page 11, and open and shut your eyes rapidly to briefl y expose the 

picture in Figure 1.10. Decide what the picture is; then open your eyes 

and read the explanation below it. Do this now, before reading further.

Did you identify Figure 1.10 as a rat (or a mouse)? If you 
did, you were infl uenced by the clearly rat- or mouselike  fi gure 
you observed initially. But people who fi rst observe  Figure 1.14 
(page 13) instead of Figure 1.6 usually identify Figure 1.10 as 
a man. (Try this on someone else.) This demonstration, which is 
called the rat–man demonstration, shows how recently acquired 
knowledge (“that pattern is a rat”) can infl uence perception.

An example of how knowledge acquired years ago can 
infl uence the perceptual process is the ability to categorize 
objects. This is something you do every time you name an 
object. “Tree,” “bird,” “branch,” “car,” and everything else you 
can name are examples of objects being placed into categories 
that you learned as a young child and that have become part 
of your knowledge base.

Another way to describe the effect of information that 
the perceiver brings to the situation is by distinguishing 
between bottom-up processing and top-down processing. 
Bottom-up processing (also called data-based processing) 
is processing that is based on the stimuli reaching the recep-
tors. These stimuli provide the starting point for perception 
because, with the exception of unusual situations such as 
drug-induced perceptions or “seeing stars” from a bump to 
the head, without receptor activation there is no perception. 
The woman sees the moth on the tree in Figure 1.7 because 
of processes triggered by the moth’s image on her retina. The 
image is the “incoming data” that is the basis of bottom-up 
processing.

Top-down processing (also called knowledge-based 
processing) refers to processing that is based on knowledge. 
When the woman labels what she is seeing as a “moth” or 
perhaps a particular kind of moth, she is accessing what she 
has learned about moths. Knowledge such as this isn’t always 
involved in perception, but as we will see, it often is—sometimes 
without our even being aware of it.

An example of the interaction between bottom-up 
and top-down processing occurs when a pharmacist reads 
what to you might look like an unreadable scribble on your 
 doctor’s prescription. She starts with the patterns that 
the doctor’s handwriting creates on her retina. Once these 
 bottom-up data have triggered the sequence of steps of the 
perceptual process, top-down processing can come into play 
as well. For example, the pharmacist might use her knowl-
edge of the names of drugs, and perhaps past experience with 
this  particular doctor’s writing, to help her understand the 
unreadable (to you) squiggles on the prescription.

Figure 1.6 See Demonstration: Perceiving a Picture for instructions. 

Adapted from “The Role of Frequency in Developing Perceptual Sets,” by B. R. Bugelski and D. A. Alampay, 1961, 

Canadian Journal of Psychology, 15, 205–211. Copyright © 1961 by the Canadian Psychological Association. 

Reprinted with permission.

(b) Existing knowledge
(top down)

(a) Incoming data
(bottom up) 

“Moth”

Figure 1.7 Perception is 

determined by an interaction 

between bottom-up processing, 

which starts with the image on 

the receptors, and top-down 

processing, which brings the 

observer’s knowledge into play. 

In this example, (a) the image of 

the moth on the woman’s retina 

initiates bottom-up processing; and 

(b) her prior knowledge of moths 

contributes to top-down processing. 
© Cengage Learning
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10 CHAPTER 1 Introduction to Perception

My students often ask whether top-down processing is 
always involved in perception. The answer to this question is 
that it is “very often” involved. There are some situations, typi-
cally involving very simple stimuli, in which top-down process-
ing is probably not involved. For example, perceiving a single 
fl ash of easily visible light is probably not affected by a person’s 
prior experience. However, as stimuli become more complex, 
the role of top-down processing increases. In fact, a person’s 
past experience is usually involved in perception of real-world 
scenes, even though in most cases the person is unaware of this 
infl uence. One of the themes of this book is that our knowl-
edge of how things usually appear in the environment can play 
an important role in determining what we perceive.

How to Approach the Study 
of Perception

The goal of perceptual research is to understand each of 
the steps in the perceptual process that lead to the behav-
ioral responses of perception, recognition, and action. (For 
simplicity, we will use the term perception to stand for all of 
these outcomes in the discussion that follows.) Toward this 
end, perception has been studied using two approaches: the 
 psychophysical approach and the physiological approach.

To explain the difference between the psychophysical 
and physiological approaches, we simplify the seven-step 
 perceptual process of Figure 1.1 into the simpler diagram 
shown in Figure 1.8. The psychophysical approach, also called 
 psychophysics, measures the relationship between the stim-
uli (Steps 1–2 in our perceptual process of Figure 1.1) and the 
behavioral response (Steps 5–7 in Figure 1.1). This approach 
is indicated by the green arrow in Figure 1.8. An example of 
research using the psychophysical approach is an experiment 
in which subjects were tested to see how well they could see 
the fi ne lines in stimuli like the ones in  Figure 1.9 that were 
presented at different orientations. The result showed that 

horizontal and vertical lines (stimuli) resulted in better detail 
vision (the behavioral response) than slanted lines. This bet-
ter detail vision for verticals or horizontals compared to 
slanted lines is called the oblique effect (Appelle, 1972).

The physiological approach involves measuring two 
relationships, the relationship between stimuli (Steps 1–2) 
and physiological responses (Steps 3–4) (the orange arrow 
in Figure 1.8) and the relationship between physiologi-
cal responses (Steps 3–4) and behavioral responses (Steps 
5–7) (the red arrow in Figure 1.8). Researchers have used 
the  physiological approach to understand the physiology 
behind the oblique effect. An example of measuring the 

Psychophysical relationships are determined by measuring 
the relationship between stimuli and perception. In this 
example, stimuli are oriented bars, and perception is 
indicated by judgements of the bars’ orientation.

Figure 1.9 Measuring the stimulus–perception (psychophysical) 

relationship between bar orientation and the ability to judge orientation. 
© Cengage Learning 2014

People detect horizontal and
vertical stimuli more easily
than slanted stimuli (the
oblique effect).

People have a larger brain
response when detecting
horizontal stimuli than when
detecting slanted stimuli.

Perception

In ferrets, horizontal stimuli
generate a larger brain response
than slanted stimuli.

StimuliPhysiology

Figure 1.8 Simplifi ed perceptual process. 

The three boxes represent the three major 

components of the seven-step perceptual 

process: Stimuli (Steps 1 and 2); Physiology 

(Steps 3 and 4); and Perception, which stands 

for the three behavioral responses (Steps 5–7). 

The three relationships that are usually measured 

to study the perceptual process are the 

psychophysical relationship between stimuli and 

perception and the physiological relationships 

between stimuli and physiology and between 

physiology and perception. Results for research 

on the oblique effect described in the text are 

used as an example. © Cengage Learning 2014
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stimulus–physiology relationship for the oblique effect is 
an experiment by David Coppola and coworkers (1998) in 
which they presented lines with different orientations to 
 ferrets (Figure 1.11). Using a technique called optical brain 
imaging that measured activity over a large area of the ferret’s 
visual cortex, researchers found that horizontal or vertical 
orientations (stimuli) caused larger brain responses (physi-
ological responses) than slanted orientations, just as might 
be expected from the oblique effect that had been measured 
psychophysically in humans.1

An example of measuring the physiology–perception 
relationship for the oblique effect is an experiment by Chris-
topher Furmanski and coworkers (2004) in which human 
subjects’ brain activity was measured in a brain scanner while 
they carried out a task that involved detecting lines with dif-
ferent orientations. (We will describe the details of brain-scan 
technology in Chapter 4; see Figure 4.3, page 79, for a picture 
of the apparatus.) This experiment showed that the brain 
response (physiological) was larger when the subjects were 
detecting horizontals than when they were detecting slanted 
lines (perception) (Figure 1.12). Measuring physiological 
responding and perception in the same subjects determines 
the physiology–perception relationship.

As we study perception measuring the three relation-
ships in Figure 1.8, we will also be concerned with how the 
knowledge, memories, and expectations that people bring 
to a situation infl uence their perceptions. These factors, 
which we have described as the starting place for top-down 
processing, are called cognitive infl uences on perception. 
These  cognitive infl uences were represented by the word 
“knowledge” inside the person’s head in the perceptual cycle 

1Because a great deal of physiological research has been done on animals, 
 students often express concerns about how these animals are treated. All animal 
research in the United States follows strict guidelines for the care of animals 
established by organizations such as the American Psychological Association and 
the Society for Neuroscience. The central tenet of these guidelines is that every 
 effort should be made to ensure that animals are not subjected to pain or distress. 
Research on animals has provided essential information for developing aids for 
people with sensory disabilities such as blindness and deafness and for helping 
develop techniques to ease severe pain.

in  Figure 1.1. Researchers study cognitive infl uences by mea-
suring how knowledge and other factors, such as memories 
and expectations, affect all of the relationships in Figure 1.8.

For example, consider the rat–man demonstration. If 
we were to measure the stimulus–perception relationship by 
showing just Figure 1.10 to a number of people, we would 
probably fi nd that some people see a rat and some people 
see a man. But when we add some “knowledge” by fi rst pre-
senting the more ratlike picture in Figure 1.6, most people 
see Figure 1.10 as a “rat” or “mouse.” Thus, in this example, 
knowledge has affected the stimulus–perception relationship.

Figure 1.10 Did you see a “rat” or a “man”? Looking at the more 

ratlike picture in Figure 1.6 increased the chances that you would 

see this one as a rat. But if you had fi rst seen the man version 

(Figure 1.14), you would have been more likely to perceive this fi gure 

as a man. Adapted from “The Role of Frequency in Developing Perceptual Sets,” by B. R. Bugelski 

and D. A. Alampay, 1961, Canadian Journal of Psychology, 15, 205–211. Copyright © 1961 by the Canadian 

Psychological Association. Reprinted with permission.

Stimuli: vertical, horizontal, slanted

Measure the relationship between stimuli (bars with different
orientations) and physiological response (brain activity in ferret).

Brain response: Bigger to vertical
and horizontal orientations

Figure 1.11 Coppola and coworkers (1998) measured the 

relationship between bar orientation (stimuli) and brain activity 

(physiology) in ferrets.
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Brain response:
Bigger to horizontal

Stimuli: slanted and horizontal

Perception: Better
detection of horizontal

Measure the relationship between physiological response
(brain activity) and perception (detecting oriented lines)

Figure 1.12 Furmanski and coworkers (2004) measured the 

relationship between human subjects’ brain responses (physiology) 

and their ability to judge the orientation of bars (perception). 
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12 CHAPTER 1 Introduction to Perception

One of the things that becomes apparent when we 
step back and look at the psychophysical and physiologi-
cal approaches is that each one provides information about 
 different aspects of the perceptual process. Thus, to truly 
understand perception, we have to study it using both 
approaches by measuring all three relationships in Figure 1.8. 
In the remainder of this chapter, we describe some ways to 
measure the stimulus– perception relationship using the psy-
chophysical approach. In Chapters 2 and 3 we will  introduce 
basic principles of the physiological approach.

that the threshold is lower (fi ner lines can be detected) when 
the gratings are horizontal or vertical rather than slanted or 
oblique. This fi nding led to more experiments, both psycho-
physical and physiological, that were designed to determine 
why people perceive verticals and horizontals better. The 
answer, which we will return to in Chapter 5, is related to the 
fact that the development of the nervous system is infl uenced 
by the kinds of stimuli we experience in the environment. 
(Hint: There are more horizontals and verticals than oblique 
orientations in the environment.)

Measuring Thresholds
The importance of being able to accurately measure thresh-
olds was recognized very early in the history of the scientifi c 
study of the senses. In 1860, Gustav Fechner (1801–1887), 
a  German physicist interested in studying perceptual 
 phenomena, published Elements of Psychophysics. This book 
was important at the time because many scientists and 
 philosophers had stated that it was impossible to measure the 
mind. Fechner’s book, which proposed a number of methods 
for measuring thresholds, proved this idea to be wrong and 
was thus an important step in the establishment of the fi eld 
of scientifi c psychology.

Fechner proposed three main methods for measuring 
thresholds. They all have in common the idea that human 
perception can be variable, so measurements at one point 
in time might differ slightly from measurements at another 
point. Fechner’s methods take this variability into account by 
having subjects make multiple judgments. These methods, 
which we describe below, are called the classical psychophys-
ical methods because they were the original methods used 
to measure the relationship between stimuli and perception.

Figure 1.13 Measuring the fi nest line width at which a person can 

perceive the bars in a black-and-white grating stimulus. Stimuli with 

different line widths are presented one at a time, and the subject 

indicates the grating’s orientation until the lines are so close together 

that the subject can no longer indicate the orientation. © Cengage Learning 2014

TEST YOURSELF 1.1

1. What are some reasons for studying perception?

2. Describe the process of perception as a series of seven steps, 

beginning with the environmental stimulus and culminating 

in the behavioral responses of perceiving, recognizing, and 

 acting.

3. What is the role of higher-level or “cognitive” processes in 

perception? Be sure you understand the difference between 

bottom-up and top-down processing.

4. What does it mean to say that perception can be studied 

 using different approaches? Give an example of how each 

 approach was applied to determine each of the relationships in 

Figure 1.8 for the oblique effect.

Measuring Perception

When we described the psychophysical experiment that 
demonstrated the oblique effect, we said that “subjects were 
tested to see how well they could see the fi ne lines in stimuli 
like the ones in Figure 1.12.” But exactly how was this “see-
ing” measured? This is an important question, and it has led 
to the development of many different techniques to measure 
perception. For example, one way to measure the ability to see 
different orientations would be to present gratings with fi ner 
and fi ner lines and ask subjects to indicate the  grating’s ori-
entation. At some point, when the lines become so fi ne that 
they cannot be seen, the grating will appear to be a homo-
geneous gray fi eld, and the subject will no longer be able to 
judge its orientation (Figure 1.13).

This type of determination is a measurement of the 
absolute threshold. One defi nition of the absolute threshold 
is the minimum stimulus intensity that can just be detected. 
Thus, for seeing a light, the threshold would be the intensity 
at which the light can just barely be seen. For hearing, the 
threshold would be the intensity of sound that can just barely 
be heard. In the case of the grating task, the absolute thresh-
old is defi ned as the smallest line width that can just barely be 
detected. In the discussion that follows, we will use the term 
threshold to refer to absolute threshold.

Returning to the oblique effect, measuring the thresh-
old for detecting gratings of different orientations indicates 

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.
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Note that every so often we will introduce a new method 
by describing it in a “Method” section like the following. Stu-
dents are sometimes tempted to skip these sections because 
they think the content is unimportant. However, you should 
resist this temptation because these methods are essential 
tools for the study of perception. These “Method” sections 
will help you understand the experiment usually described 
immediately afterward and also provide the background for 
understanding other experiments later in the book.

METHOD

Determining the Threshold
Fechner’s classical psychophysical methods for determining the 

threshold are the methods of limits, adjustment, and constant 

stimuli. In the method of limits, the experimenter presents stimuli 

in either ascending order (intensity is increased) or descending 

order (intensity is decreased), as shown in Figure 1.15, which 

indicates the results of an experiment that measures a person’s 

threshold for hearing a tone.

On the fi rst series of trials, the experimenter begins by present-

ing a tone with an intensity of 103, and the observer indicates by a 

“yes” response that he hears the tone. This response is indicated 

by a Y at an intensity of 103 in the far left column of the table. The 

experimenter then presents another tone, at a lower intensity, and 

the observer responds to this tone. This procedure continues, 

with the observer making a judgment at each intensity until he 

responds “no,” he did not hear the tone. This change from “yes” 

to “no,” indicated by the dashed line, is the crossover point, and 

the threshold for this series is taken as the mean between 99 and 

98, or 98.5. The next series of trials begins below the observer’s 

threshold, so that he says “no” on the fi rst trial (intensity 95), and 

continues until he says “yes” (when the intensity reaches 100). 

Notice that the crossover point when starting below the  threshold 

is slightly different. Because the crossover points may vary 

slightly, this procedure is repeated a number of times, starting 

above the threshold half the time and starting below the threshold 

half the time. The threshold is then determined by calculating the 

average of all of the crossover points.

The method of adjustment is similar to the method of limits in 

that the stimulus intensity is either increased or decreased  until 

the stimulus can just be detected. However, in the method of 

 adjustment, the observer (not the experimenter) adjusts the stimu-

lus intensity continuously until he or she can just barely detect the 

stimulus. For example, the observer might be told to turn a knob 

to decrease the intensity of a sound until the sound can no longer 

be heard, and then to turn the knob back again so the sound is 

just barely audible. This just barely audible intensity is taken as the 

threshold. This procedure can be repeated several times and the 

threshold determined by taking the average setting.

In the method of constant stimuli, the experimenter presents fi ve 

to nine stimuli with different intensities in random order. For example, 

in a hypothetical experiment designed to determine the threshold 

for seeing a light, intensities of 150, 160, 170, 180, 190, and 200 are 

presented one at a time. On each trial, the observer says “yes” or 

“no” to indicate whether he or she sees the light. The experimenter 

chooses light intensities so that the lowest intensity is never  detected 

and the highest one is always detected. The intensities in between 

are detected on some trials and not on others. The result from pre-

senting each intensity many times and determining the percentage 

of trials on which the light was detected is shown in Figure 1.16. The 

threshold is usually defi ned as the intensity that results in detection 

on 50 percent of the trials. Applying this defi nition to the results in 

Figure 1.16 indicates that the threshold is an intensity of 180.

The choice among the methods of limits, adjustment, and 

constant stimuli is usually determined by the degree of accuracy 

needed and the amount of time available. The method of constant 

stimuli is the most accurate method because it involves many 

observations and stimuli are presented in random order, which 

minimizes how presentation on one trial can affect the observer’s 

judgment of the stimulus presented on the next trial. The disad-

vantage of this method is that it is time-consuming. The method 

of adjustment is faster because observers can determine their 

threshold in just a few trials by adjusting the intensity themselves.

Figure 1.14 Man version of the rat–man stimulus. Adapted from “The Role 

of Frequency in Developing Perceptual Sets,” by B. R. Bugelski and D. A. Alampay, 1961, Canadian Journal of 

Psychology, 15, 205–211. Copyright © 1961 by the Canadian Psychological Association. Reprinted with permission.
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Figure 1.15 The results of an experiment to determine the threshold 

using the method of limits. The dashed lines indicate the crossover 

point for each sequence of stimuli. The threshold—the average of the 

crossover values—is 98.5 in this experiment. © Cengage Learning 2014
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14 CHAPTER 1 Introduction to Perception

When Fechner published Elements of Psychophysics, he 
not only described his methods for measuring the  absolute 
threshold but also described the work of Ernst Weber 
(1795–1878), a physiologist who, a few years before the 
publication of Fechner’s book, measured another type of 
threshold, the difference threshold. The absolute thresh-
old measures the stimulus level above zero that is neces-
sary for detecting a stimulus. There is also a minimum 
difference that must exist between two stimuli before we 
can tell the difference between them. This just detectible 
difference is the difference threshold (called DL from the 
German Differenze Limen, which is translated as “difference 
threshold.”)

Measuring instruments, such as an old-fashioned bal-
ance scale, can detect very small differences. For example, 
imagine that a scale is balanced when four 50-penny rolls 
are placed on each pan. When just one additional penny 
is placed on one side, the scale succeeds in detecting this 
very small difference between the two weights. The human 
sensory system is not as sensitive to weight differences as 
this type of scale, so a human comparing the weight of 201 
pennies to 200 pennies would not be able to tell the differ-
ence. The difference threshold for weight is about 2 percent, 
which means that under ideal conditions, we would have 
to add 4 pennies to one side before the difference could be 
detected.

The idea that the difference threshold is a percentage 
of the weights being compared was discovered by Weber, 
who proposed that the ratio of the DL to the standard is 
constant. This means that if we doubled the number of 
pennies to 400, the DL would also double, becoming 8. 
The ratio DL/Standard for lifting weights is 0.02, which 

is called the Weber fraction, and the fact that the Weber 
 fraction remains the same as the standard is changed is 
called Weber’s law. Modern investigators have found that 
Weber’s law is true for most senses, as long as the stimulus 
intensity is not too close to the absolute threshold (Engen, 
1972; Gescheider, 1976).

The Weber fraction remains relatively constant for a par-
ticular sense, but each type of sensory judgment has its own 
Weber fraction. For example, from Table 1.1 we can see that 
people can detect a 1 percent change in the intensity of an 
electric shock but that light intensity must be increased by 
8 percent before they can detect a difference.

We have noted that Fechner’s proposal of three psy-
chophysical methods for measuring the threshold and 
his statement of Weber’s law for the difference threshold 
were extremely important because they demonstrated that 
mental activity could be measured quantitatively. Perhaps 
the most signifi cant thing about these methods, however, 
is that even though they were proposed in the 1800s, they 
are still used today. In addition to being used to determine 
thresholds in research laboratories, simplifi ed versions of 
the classical psychophysical methods are used to measure 
people’s detail vision when determining prescriptions for 
glasses and measuring people’s hearing when testing for 
possible hearing loss.

The classical psychophysical methods were developed 
to measure absolute and difference thresholds. But most 
of our everyday experience consists of perceptions that are 
far above threshold, when we can easily see and hear what 
is happening around us. How do we measure these above-
threshold perceptions? One method is a technique called 
magnitude estimation.

Estimating Magnitude
If we double the intensity of a tone, does it sound twice as 
loud? If we double the intensity of a light, does it look twice 
as bright? Although a number of researchers, including Fech-
ner, proposed equations that related perceived magnitudes, 
such as the brightness of a light or the loudness of a tone, 
to stimulus intensity, it was not until 1957 that S. S. Stevens 
developed a technique called scaling, or magnitude estima-
tion, that accurately measured this relationship (Stevens, 
1957, 1961, 1962).
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Figure 1.16 Results of a hypothetical experiment in which the 

threshold for seeing a light is measured by the method of constant 

stimuli. The threshold—the intensity at which the light is seen on half 

of its presentations—is 180 in this experiment. © Cengage Learning

TABLE 1.1  Weber Fractions for a Number of Different 

Sensory Dimensions

Electric shock 0.01

Lifted weight 0.02

Sound intensity 0.04

Light intensity 0.08

Taste (salty) 0.08

Source: Teghtsoonian (1971).
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METHOD

Magnitude Estimation
The procedure for a magnitude estimation experiment is 

 relatively simple: The experimenter fi rst presents a “standard” 

 stimulus to the subject (let’s say a light of moderate intensity) 

and assigns it a value of, say, 10. He or she then presents 

lights of different intensities, and the subject is asked to  assign 

a number to each of these lights that is proportional to the 

 brightness of the original light. This number for “brightness” is 

the  perceived magnitude of the stimulus. If the light appears 

twice as bright as the standard, it gets a rating of 20; half as 

bright, a 5; and so on. Thus, each light intensity has a brightness 

 assigned to it by the subject.

It is important to note that intensity is a physical measure— 

related to how much light energy is present. (For example, a 

 200-watt lightbulb has twice the energy of a 100-watt bulb.) 

Brightness or perceived magnitude, on the other hand, is a 

 perceptual measure that indicates what the observer  

experiences.

The results of a magnitude estimation experiment on 
brightness are plotted as the red curve in Figure 1.17. This 
graph plots the average magnitude estimates made by a num-
ber of observers of the brightness of a light. This curve indi-
cates that doubling the intensity does not necessarily double 
the perceived brightness. For example, when the intensity is 
20, perceived brightness is 28. If we double the intensity to 
40, perceived brightness does not double to 56, but instead 
increases only to 36. This result, in which the increase in 
 perceived magnitude is smaller than the increase in stimulus 
intensity, is called response compression.

Figure 1.17 also shows the results of magnitude 
 estimation experiments for the experience caused by an elec-

tric shock presented to the fi nger and for the perception of 
length of a line. The electric shock curve bends up, indicating 
that doubling the strength of a shock more than doubles the 
perceived magnitude of the shock. Increasing the intensity 
from 20 to 40 increases perception of shock magnitude from 
6 to 49. This is called response expansion. As intensity is 
increased, perceptual magnitude increases more than inten-
sity. The curve for estimating line length is straight, with 
a slope of close to 1.0, meaning that the magnitude of the 
response almost exactly matches increases in the stimulus, so 
if the line length is doubled, an observer says it appears to be 
twice as long.

The beauty of the relationships derived from magnitude 
estimation is that the relationship between the intensity 
of a stimulus and our perception of its magnitude follows 
the same general equation for each sense. These functions, 
which  are called power functions, are described by the 
 equation P = KSn. Perceived magnitude, P, equals a constant, 
K, times the stimulus intensity, S, raised to a power, n. This 
relationship is called Stevens’s power law.

For example, if the exponent, n, is 2.0 and the constant, 
K, is 1.0, the perceived magnitude, P, for intensities 10 and 
20 would be calculated as follows:

Intensity 10: P = (1.0) × (10)2 = 100

Intensity 20: P = (1.0) × (20)2 = 400

In this example, doubling the intensity results in a fourfold 
increase in perceived magnitude, an example of response 
expansion.

The exponent of the power function, n, tells us something 
important about the way perceived magnitude changes as 
intensity is increased. Exponents less than 1.0 are associated 
with response compression (as occurs for the brightness of 
a light), and exponents greater than 1.0 are associated with 
response expansion (as occurs for sensing shocks).

Response compression and expansion illustrate how 
the operation of each sense is adapted to how organisms 
 function in their environment. Consider, for example, your 
experience of brightness. Imagine you are inside reading a 
book, when you turn to look out the window at a sidewalk 
bathed in intense sunlight. Your eyes may be receiving thou-
sands of times more light from the sidewalk than from the 
page of your book, but because of response compression, the 
sidewalk does not appear thousands of times brighter than 
the page. It does appear brighter, but not so much that you 
are blinded by the sunlit sidewalk.2

The opposite situation occurs for electric shock, which 
has an exponent of 3.5, so small increases in shock inten-
sity cause large increases in pain. This rapid increase in pain 
 associated with response expansion serves to warn us of 
impending danger, and we therefore tend to withdraw even 
from weak shocks.

2Another mechanism that keeps you from being blinded by high-intensity lights 
is the process of adaptation, which adjusts the eye’s sensitivity in response to 
 different light levels.
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Figure 1.17 The relationship between perceived magnitude and 

stimulus intensity for electric shock, line length, and brightness. Adapted 

from “The Surprising Simplicity of Sensory Metrics” by S. S. Stevens, 1962, American Psychologist, 17, 29–39. 
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16 CHAPTER 1 Introduction to Perception

Beyond Thresholds and Magnitudes
There are many other ways of measuring the behavioral 
response to a stimulus besides measuring thresholds and 
magnitudes. One common technique is the phenomenologi-
cal method, in which a person is asked to describe what he or 
she is perceiving or to indicate when a particular perception 
occurs. Describing what is being perceived can be at a very 
basic level, such as when we notice that we can perceive some 
objects as being farther away than others, or that there is a 
perceptual quality we call “color,” or that there are different 
qualities of taste, such as bitter, sweet, and sour. These are 
such common observations that we take them for granted 
because they occur routinely every day, but this is where 
the study of perception begins, because these observations 
describe the basic properties that we are seeking to explain. 
Many of the experiments described in this book involve the 
phenomenological method. For example, a person might be 
asked to name the color of a light or to indicate whether a 
particular taste is bitter or sweet.

The phenomenological method is often used when 
testing the perception of people with brain damage. Thus, 
Dr. P., the musician with visual form agnosia described 
earlier, was able to describe a glove as a “continuous surface 
unfolded on itself. It appears to have fi ve outpouchings.” 
Although this is an awkward way to describe the object, it 
does show that Dr. P. was able to perceive some of its charac-
teristics. However, when asked to recognize the object, Dr. P. 
was stymied. Even though he could see it and describe it, he 
could not recognize it as a glove. Description involves not-
ing what is seen (or heard, felt, smelled, or tasted); testing 
for recognition goes a step further, requiring that the person 
name the object.

Another method used to study perceptual mechanisms is 
visual search, in which the observer’s task is to fi nd one stim-
ulus among many, as quickly as possible. An everyday exam-
ple of visual search would be searching for a friend’s face in a 
crowd. If you’ve ever done this, you know that sometimes it is 
easy (if you know your friend is wearing a bright red hat and 
no one else is), and sometimes it is diffi cult (if there are lots of 
people and your friend doesn’t stand out). When we consider 
visual attention in Chapter 6, we will describe visual search 
experiments in which the observer’s task is to fi nd a target 
stimulus that is hidden among a number of other stimuli. 
We will see that measuring reaction time—the time between 
presentation of the stimulus and the observer’s response to 
the stimulus—has provided important information about 
mechanisms responsible for perception.

Numerous other methods have been used to measure 
the stimulus–perception relationship. For example, in some 
experiments, observers are asked to decide whether two stim-
uli look the same or different, or to adjust the brightness or 
the colors of two lights so they appear the same, or to close 
their eyes and walk, as accurately as possible, to a distant 
 target stimulus in a fi eld. We will encounter methods such as 
these, and others as well, as we describe perceptual research 
in the chapters that follow.

SOMETHING TO CONSIDER: 

Threshold Measurement Can 
Be Infl uenced by How a Person 
Chooses to Respond

We’ve seen that by randomly presenting lights of different 
intensities, we can use the method of constant stimuli to 
determine a person’s threshold—the intensity to which the 
person reports “I see the light” 50 percent of the time. What 
determines this threshold intensity? Certainly, the physiolog-
ical workings of the person’s eye and visual system are impor-
tant. But some researchers have pointed out that  perhaps 
other characteristics of the person may also infl uence the 
determination of threshold intensity.

To illustrate this idea, let’s consider a hypothetical experi-
ment in which we use the method of constant stimuli to 
 measure Julie’s and Regina’s thresholds for seeing a light. We 
pick fi ve different light intensities, present them in random 
order, and ask Julie and Regina to say “yes” if they see the light 
and “no” if they don’t see it. Julie thinks about these instruc-
tions and decides that she wants to be sure she doesn’t miss 
any presentations of the light. She therefore decides to say 
“yes” if there is even the slightest possibility that she sees the 
light. However, Regina responds more conservatively because 
she wants to be totally sure that she sees the light before saying 
“yes.” She is not willing to report that she sees the light unless 
it is clearly visible.

The results of this hypothetical experiment are shown in 
Figure 1.18. Julie gives many more “yes” responses than Regina 

Light intensity

P
er

ce
n

t “
ye

s”
 r

es
p

o
n

se
s

100

50

0

Low High

Julie Regina

Figure 1.18 Data from experiments in which the threshold for seeing 

a light is determined for Julie (green points) and Regina (red points) 

by means of the method of constant stimuli. These data indicate 

that Julie’s threshold is lower than Regina’s. But is Julie really more 

sensitive to the light than Regina, or does she just appear to be more 

sensitive because she is a more liberal responder? © Cengage Learning
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and therefore ends up with a lower threshold. But given what 
we know about Julie and Regina, should we conclude that 
Julie’s visual system is more sensitive to the lights than Regi-
na’s? It could be that their actual sensitivity to the lights is 
exactly same, but Julie’s apparently lower threshold occurs 
because she is more willing than Regina to report that she sees 
a light. A way to describe this difference between these two 
people is that each has a different response  criterion. Julie’s 
response criterion is low (she says “yes” if there is the slightest 
chance a light is present), whereas Regina’s response criterion 
is high (she says “yes” only when she is sure that she sees the 
light).

What are the implications of the fact that people may 
have different response criteria? If we are interested in how 
one person responds to different stimuli (for example, mea-
suring how a person’s threshold varies for different colors 
of light), then we don’t need to take response criterion into 
account because we are comparing responses within the same 
person. Response criterion is also not very important if we are 
testing many people and averaging their responses. However, 
if we wish to compare two people’s responses, their differing 
response criteria could infl uence the results. Luckily, there is 
a way to take differing response criteria into account. This 
procedure is described in the Appendix, which discusses sig-
nal detection theory.

The Road From Here

In Chapter 2, “Beginnings of Perception,” we follow the stim-
ulus from when it is in the environment (a tree in a fi eld) 
to what it becomes in the nervous system (electrical signals 
in the eye). Most of the chapter focuses on Steps 1–3, and 
then neural processing (Step 4) is introduced at the end of the 
chapter. Note that although we will be describing the process 
using the example of vision, every step in this process also 
holds for each of the other senses—hearing, touch, taste, and 
smell—that we will be describing in this book.

TEST YOURSELF 1.2

1. Describe the three methods for measuring the absolute 

 threshold.

2. What is the difference threshold? What is the Weber fraction? 

Weber’s law?

3. What is the purpose of magnitude estimation? Describe the 

procedure for a magnitude estimation experiment.

4. What is a power function? What does the exponent of a power 

function indicate about how perceived magnitude increases 

with stimulus intensity? How is this related to how the senses 

are adapted to the environment?

5. Describe other ways of measuring perception besides methods 

for determining thresholds and magnitudes.

6. What does it mean to say that a person’s threshold may be 

 determined by more than the physiological workings of his or 

her sensory system?

Chapter 3 elaborates on the introduction to neural 
processing (Step 4) from the end of Chapter 2, beginning 
with what happens in the eye and moving on to what hap-
pens in the brain. Chapter 4 again focuses on Step 4 by 
looking at how processing is affected by the way the brain 
is organized.

If, at this point, you are thinking that we are going to be 
spending a lot of pages considering the physiology of percep-
tion, you are right. The purpose of Chapters 2, 3, and 4 is, in 
fact, to orient you to the perceptual process and to introduce 
the basic physiological principles you will need to under-
stand the rest of the book. But although we will be focusing 
on neurons, we never lose sight of perception, because the 
goal of this book is to explain what is responsible for our per-
ceptions. Thus, as we describe the physiological mechanisms 
of perception, we will continually be asking “How does the 
physiology relate to perception?”
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KEY TERMS

Absolute threshold (p. 12)
Action (p. 8)
Bottom-up processing (data-based 

processing) (p. 9)
Classical psychophysical 

methods (p. 12)
Cognitive infl uences on 

perception (p. 11)
Difference threshold (p. 14)
Environmental stimulus (p. 5)
Frontal lobe (p. 7)
Knowledge (p. 9)
Magnitude estimation (p. 14)
Method of adjustment (p. 13)
Method of constant stimuli (p. 13)
Method of limits (p. 13)
Neural processing (p. 7)
Oblique effect (p. 10)

Occipital lobe (p. 7)
Parietal lobe (p. 7)
Perceived magnitude (p. 15)
Perception (p. 8)
Perceptual process (p. 5)
Phenomenological method (p. 16)
Physiological approach to 

perception (p. 10)
Power function (p. 15)
Primary receiving area (p. 7)
Principle of representation (p. 6)
Principle of transformation (p. 5)
Psychophysical approach to 

perception (p. 10)
Psychophysics (p. 10)
Rat–man demonstration (p. 9)
Reaction time (p. 16)
Recognition (p. 8)

Response compression (p. 15)
Response criterion (p. 17)
Response expansion (p. 15)
Sensory receptors (p. 6)
Signal detection theory (p. 17)
Stevens’s power law (p. 15)
Temporal lobe (p. 7)
Top-down processing 

(knowledge-based 
processing) (p. 9)

Transduction (p. 6)
Visual form agnosia (p. 8)
Visual pigment (p. 6)
Visual search (p. 16)
Weber fraction (p. 14)
Weber’s law ( p. 14)

THINK ABOUT IT

 1. This chapter argues that although perception seems sim-
ple, it is actually extremely complex when we consider 
“behind the scenes” activities that are not obvious as a 
person is experiencing perception. Cite an example of a 
similar situation from your own experience, in which an 
“outcome” that might seem as though it was achieved 
easily actually involved a complicated process that most 
people are unaware of.

 2. Describe a situation in which you initially thought you 
saw or heard something but then realized that your 
 initial perception was in error. What was the role of 
 bottom-up and top-down processing in this example of 
fi rst having an incorrect perception and then realizing 
what was  actually there?

MEDIA RESOURCES

CourseMate 

Go to CengageBrain.com to access Psychology CourseMate, 
where you will fi nd the Virtual Labs plus an interactive  eBook, 
fl ashcards, quizzes, videos, and more.

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



20

E.M. Pasieka/Science Photo Library/Corbis

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



21

Some Questions We Will Consider:

■  How does the focusing system at the front of our eye affect our 

perception? (p. 22)

■  How do chemicals in the eye called visual pigments affect our 

perception? (p. 23)

■  How can the way neurons are “wired up” affect perception? 

(p. 40)

W
hen the person we met in Chapter 1 opens his eyes 
to see the tree, he sets in motion the sequence of 
events of the perceptual process that we introduced 

in Figure 1.1. This chapter starts at the beginning of the 
process.

Starting at the Beginning

The idea that perception starts at the beginning of the per-
ceptual process may sound obvious. But as we will see, there 
is enough going on right at the beginning of the perceptual 
process to fi ll a whole chapter and more, and most of what 
goes on can affect perception. So, the fi rst step in under-
standing perception is to take a close look at the processes 
that begin, in the case of vision, with light refl ected from an 
object into the eye.

The purpose of this chapter is to look at these initial 
processes. We will use visual examples, but many of the 
principles we will be describing hold for the other senses as 
well. Just as the person from Chapter 1 sees the tree because 
light is refl ected from it into his eyes, he hears the rustle of 
its branches because sound energy in the form of pressure 
changes in the air enters his ears. In both cases, stimuli trig-
ger a process that ends up with perception occurring due to 
activity in the brain, and similar events occur for feeling the 
texture of the tree’s bark, smelling its blossoms, and tasting 
its fruit. By the time you fi nish this book, you will see that 

CHAPTER CONTENTS

Starting at the Beginning

Light and Focusing
Light: The Stimulus for Vision
The Eye
Light Is Focused by the Eye
Loss of Accommodation With Increasing Age
Myopia
Hyperopia

Receptors and Perception
Transforming Light Energy Into Electrical Energy
Adapting to the Dark
Spectral Sensitivity

Electrical Signals in Neurons
Recording Electrical Signals in Neurons
Basic Properties of Action Potentials
Chemical Basis of Action Potentials
Transmitting Information Across a Gap

Neural Convergence and Perception
Convergence Causes the Rods to Be More Sensitive 

Than the Cones
Lack of Convergence Causes the Cones to Have 

Better Acuity Than the Rods

SOMETHING TO CONSIDER: Early Events Are Powerful

DEVELOPMENTAL DIMENSION: Infant Visual Acuity

Think About It

The Virtual Lab icons direct you to specifi c animations 

and videos designed to help you visualize what you 

are reading about. Virtual Labs are listed at the end of the 

chapter, keyed to the page on which they appear, and can 

be accessed through Psychology CourseMate

C H A P T E R  2

The Beginnings 

of Perception

▲  This spiderlike object is an artist’s conception of a neuron, 

a type of cell that is responsible for communication within the 

nervous system. In this chapter, we consider the beginning of 

the perceptual process, and then introduce neurons and begin 

to see how essential they are for the creation of perceptions. 

VL
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22 CHAPTER 2 The Beginnings of Perception

although there are numerous differences between the senses, 
they all operate according to similar principles.

Figure 2.1 shows the beginning of the visual process, 
when light enters the eye and becomes transformed in a num-
ber of ways. We start with Step 1, the environmental stimulus 
(the tree); then move to Step 2, how light refl ected from the 
tree is transformed on the way to the visual receptors; then 
to Step 3, how the properties of the receptors transform light 
into electrical signals and determine our sensitivity to light 
and which portion of the refl ected light we see. Finally, we 
introduce Step 4, in which electrical signals are “processed” 
as they travel in neurons.

Note that we have been describing the physical events indi-
cated in black on the fi gure. But the only reason we are inter-
ested in these physical events is because of their role in creating 
perceptions, indicated in blue. For example, the physical events 
of Steps 1 and 2 affect the visibility of the tree (without light 
we don’t see the tree) and the sharpness of our perception (the 
nature of the air and the operation of the eye’s focusing sys-
tem determine whether the tree appears sharp or fuzzy). Every 
time we refer to physical events, we will be interested in explor-
ing how these events affect perception. We begin describing 
this connection between physical and perceptual by consider-
ing the nature of light and how it is focused by the eye.

Light and Focusing

The ability to see a tree, or any other object, depends on infor-
mation contained in light refl ected from that object into 
the eye.

Light: The Stimulus for Vision
Vision is based on visible light, which is a band of energy 
within the electromagnetic spectrum. The  electromagnetic 
spectrum is a continuum of electromagnetic energy that 
is produced by electric charges and is radiated as waves 
 (Figure 2.2). The energy in this spectrum can be described by 
its wavelength—the distance between the peaks of the elec-
tromagnetic waves. The wavelengths in the electromagnetic 
spectrum range from extremely-short-wavelength gamma 
rays (wavelength = about 10–12 meters, or one ten-billionth of 
a meter) to long-wavelength radio waves (wavelength = about 
104 meters, or 10,000 meters).

Visible light, the energy within the electromagnetic spec-
trum that humans can perceive, has wavelengths ranging 
from about 400 to 700 nanometers (nm), where 1 nanome-
ter = 10–9 meters, which means that the longest visible wave-
lengths are slightly less than one-thousandth of a millimeter 
long. For humans and some other animals, the wavelength 
of visible light is associated with the different colors of the 
spectrum, with short wavelengths appearing blue, middle 
wavelengths green, and long wavelengths yellow, orange, 
and red. Although we will usually specify light in terms of its 
wavelength, light can also be described as consisting of small 
packets of energy called photons, with one photon being the 
smallest possible packet of light energy.

The Eye
The eyes contain the receptors for vision. The fi rst eyes, back 
in the Cambrian period (570–500 million years ago), were 

STEP 4
Neural processing:
Signals travel in a
network of neurons.

Seeing fine
details

Seeing in
dim light

Seeing in
focus

STEP 3
Receptor processes:
Receptors transform
light into electricity.

STEP 2
Light is reflected
and transformed to
create an image of
the tree on the retina.

STEP 1
Environmental
stimulus: The tree

Rod Cone

Figure 2.1 Chapter preview. This chapter will describe the fi rst three steps of the perceptual process for vision and will introduce Step 4. Physical 

processes are indicated in black; the perceptual outcomes of these processes are indicated in blue. © Cengage Learning 2014
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eyespots on primitive animals such as fl atworms that could 
distinguish light from dark but couldn’t detect features 
of the environment. Detecting an object’s details didn’t 
become possible until more sophisticated eyes evolved to 
include optical systems that could produce images and 
therefore provide information about shapes and details 
of objects and the arrangement of objects within scenes 
 (Fernald, 2006).

Light refl ected from objects in the environment enters 
the eye through the pupil and is focused by the cornea and 
lens to form sharp images of the objects on the retina, the 
network of neurons that covers the back of the eye and that 
contains the receptors for vision (Figure 2.3a).

These visual receptors, the rods and cones, contain light-
sensitive chemicals called visual pigments that react to light 
and trigger electrical signals. Signals from the receptors fl ow 
through the network of neurons that make up the retina 
(Figure 2.3b) and emerge from the back of the eye in the optic 
nerve, which conducts signals toward the brain. The cornea 

and lens at the front of the eye and the receptors and neurons 
in the retina lining the back of the eye shape what we see by 
creating two transformations: (1) the transformation from 
light refl ected from an object into an image of the object; and 
(2) the transformation from the image of the object into elec-
trical signals. VL

Light Is Focused by the Eye
Light refl ected from an object into the eye is focused onto 
the retina by a two-element optical system: the cornea and the 
lens. The cornea, the transparent covering of the front of the 
eye, accounts for about 80 percent of the eye’s focusing power, 
but like the lenses in eyeglasses, it is fi xed in place so can’t 
adjust its focus. The lens, which supplies the remaining 20 
percent of the eye’s focusing power, can change its shape to 
adjust the eye’s focus for objects located at different  distances. 
This change in shape is achieved by the action of  ciliary  muscles, 
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Figure 2.2 The electromagnetic spectrum, showing the wide range of energy in the environment and the small range within this spectrum, called 

visible light, that we can see. The wavelength is in nanometers (nm), where 1 nm = 10–9 meters. © Cengage Learning
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Figure 2.3 An image of the tree is focused on the retina, which lines the back of the eye. The close-up of the retina on the right shows the receptors 

and other neurons that make up the retina. © Cengage Learning
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24 CHAPTER 2 The Beginnings of Perception

which increase the focusing power of the lens (its ability to 
bend light) by increasing its curvature (Figure 2.4).

We can understand why the eye needs to adjust its focus 
by fi rst considering what happens when the eye is relaxed and 
a person with normal (20/20) vision views a small object that 
is far away. If the object is located more than about 20 feet 
away, the light rays that reach the eye are essentially parallel 
(Figure 2.4a), and the cornea–lens combination brings these 
parallel rays to a focus on the retina at point A. But if the 
object moves closer to the eye, the light rays refl ected from 
this object enter the eye at more of an angle, and this pushes 
the focus point back so if the back of the eye weren’t there, 
light would be focused at point B (Figure 2.4b). Because the 
light is stopped by the back of the eye before it reaches point 
B, the image on the retina is out of focus. If things remained 
in this state, the person would see the object as blurred.

The adjustable lens, which controls a process called 
accommodation, comes to the rescue to help prevent blur-
ring. Accommodation is the change in the lens’s shape that 
occurs when the ciliary muscles at the front of the eye tighten 
and increase the curvature of the lens so that it gets thicker 
(Figure 2.4c). This increased curvature increases the bending 
of the light rays passing through the lens so the focus point 
is pulled back to A to create a sharp image on the retina. This 
means that as you look around at different objects, your eye is 
constantly adjusting its focus by accommodating, especially 
for nearby objects. The following demonstration shows that 
this is necessary because everything is not in focus at once.

DEMONSTRATION

Becoming Aware of What Is in Focus
Accommodation occurs unconsciously, so you are usually unaware 

that the lens is constantly changing its focusing power to let you 

see clearly at different distances. This unconscious focusing pro-

cess works so effi ciently that most people assume that everything, 

near and far, is always in focus. You can demonstrate that this is 

not so by holding a pen or a pencil, point up, at arm’s length, clos-

ing one eye, and looking past the pencil at an object that is at least 

20 feet away. As you stay focused on the faraway object, notice the 

pencil point without actually looking at it (be sure to stay focused 

on the far object). The point will probably appear slightly blurred.

Then slowly move the pencil toward you while still looking at 

the far object. Notice that as the pencil moves closer, the point 

becomes more blurred. When the pencil is about 12 inches away, 

shift your focus to the pencil point. Notice that when the pencil 

point comes into focus, it is diffi cult to see the details of the far 

object that was previously in focus.

Now bring the pencil even closer, looking directly at the point. 

Eventually, even though you are looking directly at the point, it 

may become diffi cult to see the point sharply no matter how hard 

you try. Notice the strain in your eyes as you try to bring the point 

into focus.

When you changed focus from far away to the nearby 
pencil point during this demonstration, you were chang-
ing your accommodation. Either the near or the far object 
was in focus, but not both at the same time. The last part of 
the demonstration, when you brought the pencil very close, 
showed that accommodation has its limits. When the pen-
cil was too close, you couldn’t see it clearly, even though you 
were straining to accommodate. The distance at which your 
lens can no longer accommodate to bring close objects into 
focus is called the near point.

Loss of Accommodation 
With Increasing Age
The distance of the near point increases as a person gets 
older, a condition called presbyopia (for “old eye”). The near 
point for most 20-year-olds is at about 10 cm, but it increases 

(a) Object far—
      eye relaxed

Focus on retina

Retina
Cornea

Lens

(b) Object near—
      eye relaxed

Focus behind retina

Focus on retina(c) Object near—
      accommodation

A

B

A

Moving object
closer pushes
focus point back

Accommodation
brings focus
point forward

Figure 2.4 Focusing of light rays by the eye. (a) Rays of light 

coming from a small light source that is more than 20 feet away are 

approximately parallel. The focus point for parallel light is at A on the 

retina. (b) Moving an object closer to the relaxed eye pushes the focus 

point back. Here the focus point is at B, but light is stopped by the 

back of the eye. (c) Accommodation of the eye (indicated by the fatter 

lens) increases the focusing power of the lens and brings the focus 

point for a near object back to A on the retina. © Cengage Learning
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to 14 cm by age 30, 22 cm at 40, and 100 cm at 60 (Figure 2.5). 
This loss of the ability to accommodate occurs because the 
lens hardens with age and the ciliary muscles become weaker. 
These changes make it more diffi cult for the lens to change 
its shape for vision at close range.

Though this gradual decrease in accommodative ability 
poses little problem for most people before the age of 45, at 
around that age the ability to accommodate begins to decrease 
rapidly, and the near point moves beyond a comfortable read-
ing distance. There are two solutions to this problem. One 
is to hold reading material farther away. If you’ve ever seen 
someone holding a book or newspaper at arm’s length, the 
person is employing this solution. The other solution is to 
wear reading glasses to replace the focusing power that can no 
longer be provided by the “old,” poorly accommodating lens.

Myopia
Of course, many people who are far younger than 45 need to 
wear glasses to see clearly. Most of these people have myopia, 
or nearsightedness, an inability to see distant objects clearly. 
The reason for this diffi culty, which affects more than 70 mil-
lion Americans, is illustrated in Figure 2.6a. The myopic opti-
cal system brings parallel rays of light into focus at a point 
in front of the retina, so the image that reaches the retina is 
blurred. This problem can be caused by either of two factors: 
(1) refractive myopia, in which the cornea and/or the lens 
bends the light too much, or (2) axial myopia, in which the 
eyeball is too long. Either way, images of faraway objects are 
not focused sharply, so objects look blurred.

How can we deal with this problem? One way to create 
a focused image on the retina is to move the object closer. 
Remember that moving an object closer pushes the focus 
point further back (see Figure 2.4b), so if we move the object 
close enough, we can push the focus point onto the retina 
(Figure 2.6b). The distance at which light becomes focused on 
the retina is called the far point. When an object is at the far 
point, a person with myopia can see it clearly.

Although a person with myopia can see nearby objects 
clearly (which is why a myopic person is called nearsighted), 
objects beyond the far point are still out of focus. The solu-
tion to this problem is well known to anyone with myopia: 
corrective eyeglasses or contact lenses. These corrective lenses 
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Figure 2.5 Vertical lines show how the distance of the near point (green numbers) increases with increasing age. When the near point becomes 

farther than a comfortable reading distance, corrective lenses (reading glasses) become necessary. © Cengage Learning
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Figure 2.6 Focusing of light by the myopic (nearsighted) eye. 

(a) Parallel rays from a distant spot of light are brought to a focus in 

front of the retina, so distant objects appear blurred. (b) As the spot 

of light is moved closer to the eye, the focus point is pushed back 

until, at the far point, the rays are focused on the retina, and vision 

becomes clear. (c) A corrective lens, which bends light so that it 

enters the eye at the same angle as light coming from the far point, 

brings light to a focus on the retina. Angle A is the same in (b) and (c). 
© Cengage Learning

bend incoming light so that it is focused as if it were at the far 
point, as illustrated in Figure 2.6c. Notice that the lens placed 
in front of the eye causes the light to enter the eye at exactly the 
same angle as light coming from the far point in Figure 2.6b.
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26 CHAPTER 2 The Beginnings of Perception

Although glasses or contact lenses are the major route 
to clear vision for people with myopia, surgical procedures in 
which lasers are used to change the shape of the cornea have 
been introduced that enable people to experience good vision 
without corrective lenses. More than 1 million Americans a 
year have had laser-assisted in situ keratomileusis (LASIK) 
surgery. LASIK involves sculpting the cornea with a type of 
laser called an excimer laser, which does not heat tissue. A 
small fl ap, less than the thickness of a human hair, is cut into 
the surface of the cornea. The fl ap is folded out of the way, the 
cornea’s curvature is sculpted by the laser so that it focuses 
light onto the retina, and the fl ap is then folded back into 
place. The result, if the procedure is successful, is good vision 
without the need for glasses.

Hyperopia
A person with hyperopia, or farsightedness, can see distant 
objects clearly but has trouble seeing nearby objects. In the 
hyperopic eye, the focus point for parallel rays of light is 
located behind the retina, usually because the eyeball is too 
short. For young people this usually isn’t a problem because 
they can accommodate to bring the focus point forward onto 
the retina. However, as noted earlier, as a person gets older, 
the constant need to accommodate when looking at nearby 
objects (as in reading or doing close-up work) becomes more 
diffi cult. The resulting symptoms of eyestrain and headaches, 
which occur because of the constant effort needed to accom-
modate, can be eliminated by corrective lenses that bring the 
focus point forward onto the retina.

Focusing an image clearly onto the retina is the initial 
step in the process of vision, but although a sharp image on 
the retina is essential for clear vision, we do not see the image 
on the retina. Vision occurs not in the retina but in the brain. 
Before the brain can create vision, the light on the retina must 
activate the visual receptors in the retina.

Receptors and Perception

Light entering visual receptors triggers electrical signals when 
the light is absorbed by light-sensitive visual pigment molecules 
in the receptors. This step is crucial for vision because it cre-
ates electrical signals that eventually signal the properties of 
the tree to the brain. These visual pigments not only trigger 
electrical signals, they also determine our ability to see dim 
light and our ability to see light in different parts of the visual 
spectrum. Before describing these perceptual effects of visual 
receptors, we consider the all-important process of transduc-
tion that transforms light energy into electrical energy.

Transforming Light Energy Into 
Electrical Energy
Transduction is the transformation of one form of energy 
into another form of energy (see Chapter 1, page 6). The 
process of transduction for vision—the transformation of 
light energy into electrical energy—occurs in the receptors for 
vision: the rods and cones (Figure 2.7a). The starting point for 
understanding how the rods and cones create electricity are 
the millions of molecules of a light-sensitive visual pigment 
that are contained in the outer segments of the receptors 
(Figure 2.7b). Visual pigments have two parts: a long protein 
called opsin and a much smaller light-sensitive component 
called retinal. Figure 2.8a shows a model of a retinal molecule 
attached to opsin (Wald, 1968). Note that only a small part 
of the opsin is shown here; it is actually hundreds of times 
longer than the retinal. VL

Despite its small size compared to the opsin, retinal is 
the crucial part of the visual pigment molecule, because when 
the retinal and opsin are combined, the resulting molecule 
absorbs visible light (see Figure 2.2). When a visual pigment 
molecule absorbs one photon of light, the retinal changes its 

Rod Cone

(b)(a)

Outer
segment

Cone

Rod

Inner
segment

Figure 2.7 (a) Scanning electromicrograph of the rod and 

cone receptors in the retina, showing the rod-shaped and 

cone-shaped receptor outer segments; (b) Rod and cone 

receptors, showing the inner and outer segments. The 

outer segments contain the light-sensitive visual pigment. 

From “Scanning Electron Microscopy of Vertebrate Visual Receptors,” by E. R. Lewis, Y. Y. Zeevi, 

& F. S. Werblin, Brain Research, 15, 559–562. Copyright © 1969 Elsevier Science Publishers, B. V. 

Reprinted with permission.
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shape, from being bent, as shown in Figure 2.8a, to straight, as 
shown in Figure 2.8b. This change of shape, called isomeriza-
tion, creates a chemical chain reaction, illustrated in Figure 2.9, 
that activates thousands of charged molecules to create electri-
cal signals in receptors. (Remember that light can be described 
either in terms of its wavelength or as small packets of energy 
called photons. Generally, we will specify light by its wave-
length, but occasionally, as when describing how light inter-
acts with the visual pigment, photons are more appropriate.)

What is important about the chain reaction that follows 
isomerization is that it amplifi es the effect of isomerization. 

Isomerizing one visual pigment molecule triggers a chain of 
chemical reactions that releases as many as a million charged 
molecules, which leads to activation of the receptor (Baylor, 
1992; Hamer et al., 2005).

Visual pigments not only create electrical signals in the 
receptors, they also shape specifi c aspects of our perceptions. 
For example, properties of the pigments help determine how 
well we are able to adjust to darkness and how well we are 
able to see light in different parts of the visible spectrum. We 
will demonstrate how properties of the pigments infl uence 
perception by comparing perceptions caused by the two dif-
ferent types of receptors, rods and cones (Figure 2.7). As we 
will see, the different pigments in these two types of receptors 
result in different perceptual outcomes.

Adapting to the Dark
An important feature of the visual system is its ability to 
adapt to the dark by increasing its sensitivity to light. Con-
sider, for example, a person in a darkened movie theater 
noticing that the aisle is lit by small lights on the sides of the 
chairs. Later, after the person’s visual system has adapted to 
the dark, the small lights appear brighter, as if the theater 
manager had turned up the power. In reality, however, the 
lights are exactly the same as before. They look brighter not 
because they are more intense, but because the person’s visual 
system has become more sensitive. This process of increasing 
sensitivity in the dark is called dark adaptation.

Experiments have shown that rod receptors and cone 
receptors adapt to the dark at different rates and that these 
differences occur because of differences in their visual pig-
ments. The fi rst challenge in comparing rod adaptation and 
cone adaptation is to fi nd a way to measure rod and cone 
vision separately. Luckily, the visual system comes to our 
rescue by distributing the rods and cones differently across 
the retina.

Figure 2.8 Model of a visual pigment molecule. The horizontal part of the model shows a tiny portion of the huge opsin molecule near where the 

retinal is attached. The smaller molecule on top of the opsin is the light-sensitive retinal. (a) The retinal molecule’s shape before it absorbs light. 

(b) The retinal molecule’s shape after it absorbs light. This change in shape, which is called isomerization, triggers a sequence of reactions that 

culminates in generation of an electrical response in the receptor.

Retinal

(a) (b)

Molecule in dark Retinal isomerized by light

Opsin
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Figure 2.9 This sequence symbolizes the chain reaction that is 

triggered when a single visual pigment molecule is isomerized by 

absorption of a single photon of light. In the actual sequence of 

events, each visual pigment molecule activates hundreds more 

molecules, which, in turn, each activate about a thousand molecules. 

Isomerization of just one visual pigment molecule activates about a 

million other molecules, which activates the receptor. © Cengage Learning

One visual pigment molecule

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



28 CHAPTER 2 The Beginnings of Perception

Distribution of the Rods and Cones  From the picture of 
rods and cones in Figure 2.7a, you can see that the rods and 
cones are interspersed in the retina. In the parts of the retina 
shown in this picture, there are more rods than cones. The 
ratio of rods and cones depends, however, on the location in 
the retina. Figure 2.10 shows how the rods and cones are dis-
tributed in the retina.

 1. One small area, the fovea, contains only cones. When 
we look directly at an object, the object’s image falls on 
the fovea.

 2. The peripheral retina, which includes all of the retina 
outside of the fovea, contains both rods and cones. It 
is important to note that although the fovea has only 
cones, there are also many cones in the peripheral ret-
ina. The fovea is so small (about the size of this “o”) 

that it contains only about 1 percent, or 50,000, of the 
6 million cones in the retina (Tyler, 1997a, 1997b).

 3. The peripheral retina contains many more rods than 
cones because there are about 120 million rods and only 
6 million cones in the retina.

One way to appreciate the fact that the rods and cones 
are distributed differently in the retina is by considering what 
happens when functioning receptors are missing from one 
area of the retina. A condition called macular degeneration, 
which is most common in older people, destroys the cone-
rich fovea and a small area that surrounds it. (Macula is a term 
usually associated with medical practice that includes the 
fovea plus a small area surrounding the fovea.) This creates a 
blind region in central vision, so when a person looks directly 
at something, he or she loses sight of it (Figure 2.11a).
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Figure 2.10 The distribution of rods and cones in the retina. The eye on the left indicates locations in degrees relative to the fovea. These locations 

are repeated along the bottom of the chart on the right. The vertical brown bar near 20 degrees indicates the place on the retina where there are no 

receptors because this is where the ganglion cells leave the eye to form the optic nerve. Adapted from Human Information Processing, by P. Lindsay and D. A. Norman, 1977, 2nd ed., p. 126. 

Copyright © 1977 Academic Press, Inc. Adapted with permission.

(a) (b)

Figure 2.11 (a) In a condition called macular degeneration, the fovea and surrounding area degenerate, so the person cannot see whatever he 

or she is looking at. (b) In retinitis pigmentosa, the peripheral retina initially degenerates and causes loss of vision in the periphery. The resulting 

condition is sometimes called “tunnel vision.”
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Optic nerve

Blind spot

Receptors

Figure 2.12 There are no receptors at the place where the optic 

nerve leaves the eye. This enables the receptor’s ganglion cell fi bers 

to fl ow into the optic nerve. The absence of receptors in this area 

creates the blind spot. © Cengage Learning

Why aren’t we usually aware of the blind spot? One rea-
son is that the blind spot is located off to the side of our 
visual fi eld, where objects are not in sharp focus. Because of 
this and because we don’t know exactly where to look for it 
(as opposed to the demonstration, in which we are focusing 
our attention on the circle), the blind spot is hard to detect.

But the most important reason that we don’t see the 
blind spot is that some mechanism in the brain “fi lls in” 
the place where the image disappears (Churchland & Rama-
chandran, 1996). The next demonstration illustrates an 
important property of this fi lling-in process.

DEMONSTRATION

Filling in the Blind Spot
Close your right eye and, with the cross in Figure 2.14 lined up 

with your left eye, move the “wheel” toward you. When the center 

of the wheel falls on your blind spot, notice how the spokes of the 

wheel fi ll in the hole (Ramachandran, 1992).

These demonstrations show that the brain does not fi ll 
in the area served by the blind spot with “nothing”; rather, it 
creates a perception that matches the surrounding pattern—
the white page in the fi rst demonstration, and the spokes of 
the wheel in the second one.

Measuring the Dark Adaptation Curve We are now ready 
to move our attention back to the receptors to show how the 
rods and cones control an important aspect of vision: the 
ability of the visual system to adjust to dim levels of illumi-
nation. The fi rst step in the study of dark adaptation is to 
measure the dark adaptation curve, which is the function re-
lating sensitivity to light to time in the dark, beginning when 
the lights are extinguished.

Another condition, called retinitis pigmentosa, is a 
degeneration of the retina that is passed from one generation 
to the next (although not always affecting everyone in a family). 
This condition fi rst attacks the peripheral rod receptors and 
results in poor vision in the peripheral visual fi eld (Figure 

2.11b). Eventually, in severe cases, the foveal cone receptors 
are also attacked, resulting in complete blindness.

Before leaving the rod–cone distribution shown in Fig-
ure 2.10, note that there is one area in the retina, indicated 
by the vertical brown bar, where there are no receptors. Figure 

2.12 shows a close-up of the place where this occurs, which is 
where the optic nerve leaves the eye. Because of the absence of 
receptors, this place is called the blind spot. Although you are 
not normally aware of the blind spot, you can become aware 
of it by doing the following demonstration.

DEMONSTRATION

Becoming Aware of the Blind Spot
Place the book on your desk. Close your right eye, and position 

yourself above the book so that the cross in Figure 2.13 is aligned 

with your left eye. Be sure the page is fl at and, while looking at 

the cross, slowly move closer. As you move closer, be sure not to 

move your eye from the cross, but at the same time keep noticing 

the circle off to the side. At some point, around 3 to 9 inches from 

the book, the circle should disappear. When this happens, the 

image of the circle is falling on your blind spot.

Figure 2.13 © Cengage Learning

Figure 2.14 View the pattern as described in the text, and observe 

what happens when the center of the wheel falls on your blind spot. 

Adapted from “Blind Spot” by Vilaynaur S. Ramachandran. Copyright © 1992 by Scientifi c American, Inc. 

All rights reserved.
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30 CHAPTER 2 The Beginnings of Perception

METHOD

Measuring the Dark Adaptation Curve
The fi rst step in measuring a dark adaption curve is to have the 

observer look at a small fi xation point while paying attention to 

a fl ashing test light that is off to the side (Figure 2.15). Because 

the observer is looking directly at the fi xation point, its image falls 

on the fovea, so the image of the test light falls on the peripheral 

retina, which contains both rods and cones. While still in the light, 

the observer measures his or her threshold for seeing the light by 

turning a knob that adjusts the intensity of the fl ashing light until 

it can just barely be seen. This threshold, the minimum amount 

of energy necessary to just barely see the light, is converted to 

 sensitivity. Because sensitivity = 1/threshold, this means that a 

Peripheral retina Fixation point

Test light
Fovea

Figure 2.15 Viewing conditions for a dark adaptation experiment. 

The image of the fi xation point falls on the fovea, and the image of the 

test light falls on the peripheral retina. © Cengage Learning

high threshold corresponds to low sensitivity. The sensitivity mea-

sured in the light is called the light-adapted sensitivity, because 

it is measured while the eyes are adapted to the light. Because 

the room (or adapting) lights are on, the intensity of the fl ashing 

test light has to be high to be seen. At the beginning of the experi-

ment, then, the threshold is high and the sensitivity is low.

Once the light-adapted sensitivity to the fl ashing test light is 

determined, the adapting light is extinguished so the observer is 

in the dark. The observer continues adjusting the intensity of the 

fl ashing light so it can just barely be seen, tracking the increase in 

sensitivity that occurs in the dark. As the observer becomes more 

sensitive to the light, he or she must decrease the light’s intensity 

to keep it just barely visible. The result, shown as the red curve in 

Figure 2.16, is a dark adaptation curve.

The dark adaptation curve shows that as adaptation pro-
ceeds, the observer becomes more sensitive to the light. Note 
that higher sensitivity is at the bottom of this graph, so move-
ment of the dark adaptation curve downward means that the 
observer’s sensitivity is increasing. The red dark adaptation 
curve indicates that the observer’s sensitivity increases in 
two phases. It increases rapidly for the fi rst 3 to 4 minutes 
after the light is extinguished and then levels off. At about 
7 to 10 minutes, it begins increasing again and continues 
to do so until observers have been in the dark for about 20 
or 30 minutes (Figure 2.16). The sensitivity at the end of 

Figure 2.16 Three dark adaptation 

curves. The red line is the two-stage 

dark adaptation curve, with an initial 

cone branch and a later rod branch. The 

green line is the cone adaptation curve. 

The purple curve is the rod adaptation 

curve. Note that the downward 

movement of these curves represents 

an increase in sensitivity. The curves 

actually begin at the points indicating 

“light-adapted sensitivity,” but there is a 

slight delay between the time the lights 

are turned off and when measurement of 

the curves begin. © Cengage Learning
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dark  adaptation, labeled dark-adapted sensitivity, is about 
100,000 times greater than the light-adapted sensitivity mea-
sured before dark adaptation began.

Dark adaptation was involved in an episode of the Myth-
busters program on the Discovery Channel (2007), which was 
devoted to investigating myths about pirates. One of the 
myths was that pirates wore eye patches to preserve night 
vision in one eye so that when they went from the bright light 
outside to the darkness below decks, removing the patch 
would enable them to see.

To determine whether this would work, the Mythbusters 
carried out some tasks in a dark room just after both of their 
eyes had been in the light and did some different tasks with 
an eye that had previously been covered with a patch for 
30 minutes. It isn’t surprising that they completed the tasks 
much more rapidly when using the eye that had been patched. 
Anyone who has taken a course on sensation and perception 
could have told the Mythbusters that the eye patch would 
work because keeping an eye in the dark triggers the process 
of dark adaptation, which causes the eye to increase its sensi-
tivity in the dark. (Whether pirates actually used patches to 
dark adapt their eyes to help them see below decks remains an 
unproven hypothesis. One argument against this idea is that 
the loss of depth perception caused by patching one eye might 
be a serious disadvantage when the pirate is working on deck.)

Although the Mythbusters showed that dark adapting 
one eye made it easier to see with that eye in the dark, we have 
a more specifi c goal. We are interested in showing that the fi rst 
part of the dark adaptation curve is caused by the cones and the 
second part is caused by the rods. We will do this by running 
two dark adaptation experiments, one measuring adaptation 
of the cones and another measuring adaptation of the rods.

Measuring Cone Adaptation The reason the red dark adap-
tation curve in Figure 2.16 has two phases is that the test light 
fell on the peripheral retina, which contains both rods and 
cones. To measure dark adaptation of the cones alone, we have 
to ensure that the image of the test light falls only on cones. 
We achieve this by having the observer look directly at the test 
light so its image will fall on the all-cone fovea, and by making 
the test light small enough so that its entire image falls within 
the fovea. The dark adaptation curve determined by this pro-
cedure is indicated by the green line in Figure 2.16. This curve, 
which measures only the activity of the cones, matches the ini-
tial phase of our original dark adaptation curve but does not 
include the second phase. Does this mean that the second part 
of the curve is due to the rods? We can show that the answer to 
this question is “yes” by doing another experiment.

Measuring Rod Adaptation We know that the green curve 
in Figure 2.16 is due only to cone adaptation because our test 
light was focused on the all-cone fovea. Because the cones are 
more sensitive to light at the beginning of dark adaptation, 
they control our vision during the early stages of adaptation, 
so we can’t see what the rods are doing. In order to reveal how 
the sensitivity of the rods is changing at the very beginning 
of dark adaptation, we need to measure dark adaptation in 

a person who has no cones. Such people, who have no cones 
due to a rare genetic defect, are called rod monochromats. 
Their all-rod retinas provide a way for us to study rod dark 
adaptation without interference from the cones. (Students 
sometimes wonder why we can’t simply present the test fl ash 
to the peripheral retina, which contains mostly rods. The an-
swer is that there are a few cones in the periphery, which in-
fl uence the beginning of the dark adaptation curve.)

Because the rod monochromat has no cones, the light-
adapted sensitivity we measure just before we turn off the 
lights is determined by the rods. The sensitivity we determine, 
which is labeled “rod light-adapted sensitivity” in Figure 2.16, 
indicates that the rods are much less sensitive than the cone 
light-adapted sensitivity we measured in our original experi-
ment. We can also see that once dark adaptation begins, the 
rods increase their sensitivity, as indicated by the purple 
curve, and reach their fi nal dark-adapted level in about 25 
minutes (Rushton, 1961). The end of this rod adaptation 
measured in our monochromat matches the second part of 
the two-stage dark adaptation curve.

Based on the results of our dark adaptation experiments, 
we can summarize the process of dark adaptation. As soon as 
the light is extinguished, the sensitivity of both the cones and 
the rods begins increasing. However, because the cones are 
much more sensitive than the rods at the beginning of dark 
adaptation, we see with our cones right after the lights are 
turned out. One way to think about this is that the cones have 
“center stage” at the beginning of dark adaptation, while the 
rods are working “behind the scenes.” However, after about 3 
to 5 minutes in the dark, the cones have reached their maxi-
mum sensitivity, as indicated by the leveling off of the dark 
adaptation curve. Meanwhile, the rods are still adapting, 
behind the scenes, and by about 7 minutes in the dark, the 
rods’ sensitivity fi nally catches up to the cones’. The rods then 
become more sensitive than the cones, and rod adaptation, 
indicated by the second branch of the dark adaptation curve, 
becomes visible. The place where the rods begin to determine 
the dark adaptation curve is called the rod–cone break.

Why do the rods take about 20 to 30 minutes to reach 
their maximum sensitivity (point R on the curve), compared 
to only 3 to 4 minutes for the cones (point C)? The answer to 
this question involves a process called visual pigment regenera-
tion, which occurs more rapidly in the cones than in the rods.

Visual Pigment Regeneration From our description of 
transduction earlier in the chapter, we know that light causes 
the retinal part of the visual pigment molecule to change 
its shape. Eventually, after this shape change, the retinal 
separates from the opsin part of the molecule. This change 
in shape and separation from the opsin causes the molecule 
to become lighter in color, a process called visual pigment 
bleaching. This bleaching is shown in Figure 2.17. Figure 
2.17a is a picture of a frog retina that was taken moments 
after it was illuminated with light. The red color is the visual 
pigment. As the light remains on, more and more of the pig-
ment’s retinal is isomerized and breaks away from the opsin, 
so the retina’s color changes as shown in Figures 2.17b and c.
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32 CHAPTER 2 The Beginnings of Perception

When the pigments are in their lighter bleached state, 
they are no longer useful for vision. In order to do their job of 
changing light energy into electrical energy, the retinal needs 
to return to its bent shape and become reattached to the 
opsin. This process of reforming the visual pigment molecule 
is called visual pigment regeneration.

When you are in the light, as you are now as you read 
this book, some of your visual pigment molecules are isom-
erizing and bleaching, as shown in Figure 2.17, while at the 
same time, others are regenerating. This means that in most 
normal light levels, your eye always contains some bleached 
visual pigment and some intact visual pigment. When you 
turn out the lights, the bleached visual pigment continues to 
regenerate, but there is no more isomerization, so eventually 
your retina contains only intact (unbleached) visual pigment 
molecules.

This increase in visual pigment concentration that occurs 
as the pigment regenerates in the dark is responsible for the 
increase in sensitivity we measure during dark adaptation. 
This relationship between pigment concentration and sen-
sitivity was demonstrated by William Rushton (1961), who 
devised a procedure to measure the regeneration of visual 
pigment in humans by measuring the darkening of the retina 
that occurs during dark adaptation. (Think of this as Figure 
2.17 proceeding from right to left.)

Rushton’s measurements showed that cone pigment 
takes 6 minutes to regenerate completely, whereas rod pig-
ment takes more than 30 minutes. When he compared the 
course of pigment regeneration to the dark adaptation curve, 
he found that the rate of cone dark adaptation matched the 
rate of cone pigment regeneration and the rate of rod dark 
adaptation matched the rate of rod pigment regeneration. 
These results demonstrated two important connections 
between perception and physiology:

 1. Our sensitivity to light depends on the concentration of 
a chemical—the visual pigment.

 2. The speed at which our sensitivity increases in the dark 
depends on a chemical reaction—the regeneration of the 
visual pigment.

What happens to vision if something prevents visual pig-
ments from regenerating? This is what occurs when a per-
son’s retina becomes detached from the pigment epithelium (see 
Figure 2.3), a layer that contains enzymes necessary for pig-
ment regeneration. This condition, called detached retina, can 
occur as a result of traumatic injuries of the eye or head, as 
when a baseball player is hit in the eye by a line drive. When this 
occurs, the bleached pigment’s separated retinal and opsin can 
no longer be recombined, and the person becomes blind in the 
area of the visual fi eld served by the separated area of the retina. 
This condition is permanent unless the detached area of retina 
is reattached, which can be accomplished by laser surgery.

Our discussion of rods and cones has focused on how 
they control our vision as we adapt to darkness. Rods and 
cones also differ in the way they respond to light in different 
parts of the visible spectrum (Figure 2.2). The differences in the 
rod and cone responses to the spectrum have been studied 
by measuring the spectral sensitivity of rod vision and cone 
vision, where spectral sensitivity is the eye’s sensitivity to light 
as a function of the light’s wavelength.

Spectral Sensitivity
How well can we see different wavelengths in the visible spec-
trum? To answer this question we need to measure spectral 
sensitivity curves—the relationship between wavelength and 
sensitivity.

(a) (b) (c)

Retinal

Opsin Opsin Opsin

Figure 2.17 A frog retina was 

dissected from the eye in the dark 

and then exposed to light. The top 

diagrams show the relationship 

between retinal and opsin. The 

bottom photographs show the color 

of the retina. (a) This picture of the 

retina was taken just after the light 

was turned on. The dark red color 

is caused by the high concentration 

of visual pigment in the receptors 

that are still in the unbleached state, 

as indicated by the closeness of 

the retinal and opsin in the diagram 

above the retina. Only a small part 

of the opsin molecule is shown. 

(b, c) As the pigment isomerizes, 

the retinal and opsin break apart, 

and the retina becomes bleached, 

as indicated by the lighter color.
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Spectral Sensitivity Curves The following is the psycho-
physical method used to measure a spectral sensitivity curve.

METHOD

Measuring a Spectral Sensitivity Curve
To measure sensitivity to light at each wavelength across the 

spectrum, we present one wavelength at a time and measure 

the observer’s sensitivity to each wavelength. Light of a single 

wavelength, called monochromatic light, can be created by using 

special fi lters or a device called a spectrometer. To determine a 

person’s spectral sensitivity, we determine the person’s threshold 

for seeing monochromatic lights across the spectrum using one 

of the psychophysical methods for measuring threshold described 

in Chapter 1. The threshold is usually not measured at every 

wavelength, but at regular intervals. Thus, we might measure the 

threshold fi rst at 400 nm, then at 410 nm, and so on. The result 

is the curve in Figure 2.18a, which shows that the threshold is 

higher at short and long wavelengths and lower in the middle of 

the spectrum; that is, less light is needed to see wavelengths in 

the middle of the spectrum than to see wavelengths at either the 

short- or long-wavelength end of the spectrum.

The ability to see wavelengths across the spectrum is  often 

plotted not in terms of threshold versus wavelength, as in 

 Figure 2.18a, but in terms of sensitivity versus wavelength. Using 

the equation, sensitivity = 1/threshold, we can convert the thresh-

old curve in Figure 2.18a into the curve in Figure 2.18b, which is 

called the spectral sensitivity curve.

We measure the cone spectral sensitivity curve by having an 

observer look directly at a test light so that it stimulates only the 

cones in the fovea. We measure the rod spectral sensitivity curve 

by measuring sensitivity after the eye is dark adapted (so the rods 

control vision because they are the most sensitive receptors) and 

presenting test fl ashes in the peripheral retina, off to the side of 

the fi xation point.

The cone and rod spectral sensitivity curves in Figure 2.19 
show that the rods are more sensitive to short-wavelength 
light than are the cones, with the rods being most sensitive 
to light of 500 nm and the cones being most sensitive to light 
of 560 nm. This difference in the sensitivity of cones and rods 
to different wavelengths means that as vision shifts from the 
cones to the rods during dark adaptation, we become rela-
tively more sensitive to short-wavelength light—that is, light 
nearer the blue and green end of the spectrum.

You may have noticed an effect of this shift to short-
wavelength sensitivity if you have observed how green foli-
age seems to stand out more near dusk. A shift from cone 
vision to rod vision occurs at dusk because your eye begins 
dark adapting in low light levels, so the rods begin to infl u-
ence vision. This enhanced perception of short wavelengths 
during dark adaptation is called the Purkinje (Pur-kin'-jee) 
shift after Johann Purkinje, who described this effect in 1825. 
You can experience this shift in color sensitivity during dark 
adaptation by closing one eye for 5 to 10 minutes so it dark 
adapts, then switching back and forth between your eyes and 
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Figure 2.18 (a) The threshold for seeing a light as a function of 

wavelength. (b) Relative sensitivity as a function of wavelength—the 

spectral sensitivity curve. Adapted from “The Receptors of Human Color Vision,” by E. Wald, 1964, 

Science, 145, pp. 1009 and 1011. Copyright © 1964 by the American Association for the Advancement of Science. 

Adapted with permission.

Figure 2.19 Spectral sensitivity curves for rod vision (left) and cone 

vision (right). The maximum sensitivities of these two curves have 

been set equal to 1.0. However, the relative sensitivities of the rods 

and the cones depend on the conditions of adaptation: The cones 

are more sensitive in the light, and the rods are more sensitive in the 

dark. The circles plotted on top of the rod curve are the absorption 

spectrum of the rod visual pigment. From “Human Rhodopsin,” by G. Wald and P. K. Brown, 

1958, Science, 127, pp. 222–226, Figure 6, and “The Receptors of Human Color Vision,” by E. Wald, 1964, Science, 

145, pp. 1007–1017.  Copyright © 1964 by the American Association for the Advancement of Science. 

Adapted with permission.
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34 CHAPTER 2 The Beginnings of Perception

noticing how the blue fl ower in Figure 2.20 is brighter com-
pared to the red fl ower in your dark-adapted eye.

Rod and Cone Absorption Spectra Just as we can trace 
the difference in the rate of rod and cone dark adaptation 
to a property of the visual pigments (the cone pigment re-
generates faster than the rod pigment), we can trace the 
difference in the rod and cone spectral sensitivity curves to 
another property of the visual pigments: the rod and cone 
absorption spectra. A pigment’s absorption spectrum is a plot 
of the amount of light absorbed versus the wavelength of the 
light. The absorption spectra of the rod and cone pigments 
are shown in Figure 2.21. The rod pigment absorbs best at 
500 nm, the blue-green area of the spectrum.

There are three absorption spectra for the cones because 
there are three different cone pigments, each contained in 
its own receptor. The short-wavelength pigment (S) absorbs 
light best at about 419 nm; the medium-wavelength pigment 
(M) absorbs light best at about 531 nm; and the long-wave-
length pigment (L) absorbs light best at about 558 nm.

The absorption of the rod visual pigment closely matches 
the rod spectral sensitivity curve (Figure 2.19), and the short-, 
medium-, and long-wavelength cone pigments that absorb 
best at 419, 531, and 558 nm, respectively, add together to 
result in a psychophysical spectral sensitivity curve that 
peaks at 560 nm. Because there are fewer short-wavelength 
receptors and therefore much less of the short-wavelength 

 pigment, the spectral sensitivity curve is determined mainly 
by the medium- and long-wavelength pigments (Bowmaker 
& Dartnall, 1980; Stiles, 1953). (We will have more to say 
about the three cone pigments in Chapter 9, because they are 
the basis of our ability to see colors.)

It is clear from the evidence we have presented that sen-
sitivity in the dark (dark adaptation) and sensitivity to differ-
ent wavelengths (spectral sensitivity) are determined by the 
properties of the rod and cone visual pigments. Thus, even 
though perception does not occur in the eye, what we see is 
defi nitely affected by what happens there.

We have now traveled through the fi rst three steps in the 
perceptual process. The tree (Step 1) refl ects light, which is 
focused onto the retina by the eye’s optical system (Step 2). 
The visual receptors shape perception because of the concen-
tration and absorption properties of their visual pigments as 
they transform light energy into electrical energy (Step 3). We 
are now ready to move to Step 4, the transmission and pro-
cessing of electrical signals. But before we can begin describ-
ing electrical signals and what happens to them on their 
journey from receptors to the brain, we need to spend a few 
pages describing these electrical signals.

TEST YOURSELF 2.1

1. Describe the structure of the eye and how moving an object 

closer to the eye affects how light refl ected from the object is 

focused on the retina.

2. How does the eye adjust the focusing of light by accommoda-

tion? Describe the following conditions that can cause prob-

lems in focusing: presbyopia, myopia, hyperopia. Be sure you 

understand the difference between the near point and the far 

point and can describe the various solutions to focusing prob-

lems, including corrective lenses and surgery.

3. Where on the retina does a researcher need to present a stimu-

lus to test dark adaptation of the cones? How is this related to 

the distribution of the rods and cones on the retina? How can 

the adaptation of cones be measured without any interference 

from the rods? How can adaptation of the rods be measured 

without any interference from the cones?

Figure 2.20 Flowers for demonstrating the Purkinje shift. See text 

for explanation. © Cengage Learning

Figure 2.21 Absorption spectra of the rod 

pigment (R), and the short- (S), medium- (M), and 

long-wavelength (L) cone pigments. Based on Dartnall, H. J. A., 

Bowmaker, J. K., & Mollon, J. D. (1983). Human visual pigments: Microspectrophotometric 

results from the eyes of seven persons. Proceedings of the Royal Society of London B, 

220, 115–130. Reprinted by permission.
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4. Describe how rod and cone sensitivity changes starting when the 

lights are turned off and how this change in sensitivity continues 

for 20 to 30 minutes in the dark. When do the rods begin adapt-

ing? When do the rods become more sensitive than the cones?

5. What happens to visual pigment molecules when they 

(a) absorb light and (b) regenerate? What is the connection 

between visual pigment regeneration and dark adaptation?

6. What is spectral sensitivity? How is a cone spectral sensitivity 

curve determined? A rod spectral sensitivity curve?

7. What is an absorption spectrum? How do rod and cone 

 pigment absorption spectra compare, and what is their 

 relationship to rod and cone spectral sensitivity?

Electrical Signals in Neurons

Electrical signals occur in structures called neurons, like the 
ones shown in Figure 2.22. The key components of neurons, 
shown in the neuron on the right in Figure 2.22, are the cell 
body, which contains mechanisms to keep the cell alive; den-
drites, which branch out from the cell body to receive electrical 
signals from other neurons; and the axon, or nerve fi ber, which 
is fi lled with fl uid that conducts electrical signals. There are 
variations on this basic neuron structure: Some neurons have 
long axons; others have short axons or none at all. Especially 
important for perception are sensory receptors, which are 

neurons specialized to respond to environmental stimuli. In 
Figure 2.22, the receptor on the left responds to touch stimuli.

Individual neurons do not, of course, exist in isolation. 
There are hundreds of millions of neurons in the nervous 
system and, as we will see, each neuron is connected to many 
other neurons. In the case of vision, each eye contains more 
than 100 million receptors, each of which transmits signals 
to neurons within the retina. These signals are transmitted 
out of the back of the eye in the optic nerve to a group of neu-
rons called the lateral geniculate nucleus and then to the visual 
receiving area in the cortex (Figure 2.23). All along this path-
way from eye to cortex, and then within the cortex, individual 
neurons are transmitting messages about the tree.

One of the most important ways of studying how the 
tree is represented by electrical signals is to record the signals 
from single neurons. We can appreciate the importance of 
being able to record from single neurons by considering the 
following analogy: You walk into a large room in which hun-
dreds of people are talking about a political speech they have 
just heard. There is a great deal of noise and commotion in 
the room as people react to the speech. Based on hearing this 
“crowd noise,” all you can say about what is going on is that 
the speech seems to have generated a great deal of excitement. 
To get more specifi c information about the speech, you need 
to listen to what individual people are saying.

Just as listening to individual people provides valu-
able information about what is happening in a large crowd, 

Stimulus from
environment

Touch receptor

Nerve fiber
Axon or nerve fiber

Synapse

Dendrite

Cell body
Electrical
signal

Figure 2.22 The neuron on the right consists of a cell body, dendrites, and an axon, or nerve fi ber. The neuron on the left that receives stimuli from 

the environment has a receptor in place of the cell body. © Cengage Learning

Optic nerve

Eye

Lateral geniculate
nucleus in thalamus

Visual receiving
area
(striate cortex)

Light energy

Figure 2.23 Side view of the visual system showing 

the three major sites along the primary visual pathway: 

the eye, the lateral geniculate nucleus, and the visual 

receiving area in the cortex. © Cengage Learning
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36 CHAPTER 2 The Beginnings of Perception

recording from single neurons provides valuable information 
about what is happening in the nervous system. Recording 
from single neurons is like listening to individual voices. It 
is important to record from as many neurons as possible, of 
course, because just as individual people may have different 
opinions about the speech, different neurons may respond 
differently to a particular stimulus or situation.

The ability to record electrical signals from individual 
neurons ushered in the modern era of brain research, and 
in the 1950s and 1960s, development of sophisticated elec-
tronics and the availability of computers made possible more 
detailed analysis of how neurons function.

Recording Electrical Signals 
in Neurons
Electrical signals are recorded from the axons (or nerve fi bers) 
of neurons using small electrodes to pick up the signals.

METHOD

The Setup for Recording From a Single Neuron
Figure 2.24a shows a typical setup used for recording from a 

single neuron. There are two electrodes: a recording electrode, 

shown with its recording tip inside the neuron,1 and a reference 

electrode, located some distance away so it is not affected 

by the electrical signals. These two electrodes are connected 

to a meter that records the difference in charge between the 

tips of the two electrodes. This difference is displayed on a 

computer screen, like the one shown in Figure 2.25, which 

shows  electrical signals being recorded from a neuron in a 

laboratory setting.

When the axon, or nerve fi ber, is at rest, the difference in 
potential between the tips of the two electrodes is –70 mil-
livolts (where a millivolt is 1/1,000 of a volt), as shown on 
the right in Figure 2.24a. This value, which stays the same as 
long as there are no signals in the neuron, is called the resting 
potential. In other words, the inside of the neuron is 70 mV 
more negative than the outside, and it remains that way as 
long as the neuron is at rest. VL

Figure 2.24b shows what happens when the neuron’s 
receptor is stimulated so that a signal is transmitted down 

1In practice, most recordings are achieved with the tip of the electrode positioned 
just outside the neuron because it is technically diffi cult to insert electrodes into 
the neuron, especially if it is small. However, if the electrode tip is close enough to 
the neuron, the electrode can pick up the signals generated by the neuron.
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Figure 2.24 (a) When a nerve fi ber is at rest, 

there is a difference in charge of –70 mV between 

the inside and the outside of the fi ber. This 

difference is measured by the meter indicated by 

the blue circle; the difference in charge measured 

by the meter is displayed on the right. (b) As the 

nerve impulse, indicated by the red band, passes 

the electrode, the inside of the fi ber near the 

electrode becomes more positive. This positivity 

is the rising phase of the action potential. (c) As 

the nerve impulse moves past the electrode, 

the charge inside the fi ber becomes more 

negative. This is the falling phase of the action 

potential. (d) Eventually the neuron returns to its 

resting state. © Cengage Learning
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the axon. As the signal passes the recording electrode, the 
charge inside the axon rises to +40 millivolts compared to the 
outside. As the signal continues past the electrode, the charge 
inside the fi ber reverses course and starts becoming negative 
again (Figure 2.24c), until it returns to the resting level (Figure 

2.24d). This signal, which is called the action potential, lasts 
about 1 millisecond (1/1,000 second).

Basic Properties of Action Potentials
An important property of the action potential is that it is 
a propagated response—once the response is triggered, it 
travels all the way down the axon without decreasing in size. 
This means that if we were to move our recording electrode 
in Figure 2.24 to a position nearer the end of the axon, the 
response recorded when the action potential passed the elec-
trode would still be an increase from –70 mV to +40 mV and 
then a decrease back to –70 mV. This is an extremely impor-
tant property of the action potential because it enables neu-
rons to transmit signals over long distances.

Another property is that the action potential remains 
the same size no matter how intense the stimulus is. We can 
demonstrate this by determining how the neuron fi res to dif-
ferent stimulus intensities. Figure 2.26 shows what happens 
when we do this. Each action potential appears as a sharp 
spike in these records because we have compressed the time 
scale to display a number of action potentials.

The three records in Figure 2.26 represent the axon’s 
response to three intensities of pushing on the skin. Figure 
2.26a shows how the axon responds to gentle stimulation 
applied to the skin, and Figures 2.26b and 2.26c show how 
the response changes as the pressure is increased. Comparing 
these three records leads to an important conclusion: Chang-
ing the stimulus intensity does not affect the size of the action 
potentials but does affect the rate of fi ring.

Although increasing the stimulus intensity can increase 
the rate of fi ring, there is an upper limit to the number of 
nerve impulses per second that can be conducted down an 
axon. This limit occurs because of a property of the axon 
called the refractory period—the interval between the time 
one nerve impulse occurs and the next one can be generated 
in the axon. Because the refractory period for most neurons is 
about 1 ms, the upper limit of a neuron’s fi ring rate is about 
500 to 800 impulses per second.

Another important property of action potentials is illus-
trated by the beginning of each of the records in Figure 2.26. 
Notice that a few action potentials are occurring even before 
the pressure stimulus is applied. Action potentials that occur 
in the absence of stimuli from the environment are called 

Figure 2.25 Electrical signals being displayed on a 

computer screen, in an experiment in which responses 

are being recorded from a single neuron. The signal on 

the screen shows the difference in voltage between two 

electrodes as a function of time. In this example, many 

signals are superimposed on one another, creating a thick 

white tracing. (Photographed in Tai Sing Lee’s laboratory 

at Carnegie Mellon University.)B
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Figure 2.26 Response of a nerve fi ber to (a) soft, (b) medium, and 

(c) strong stimulation. Increasing the stimulus strength increases both 

the rate and the regularity of nerve fi ring in this fi ber. © Cengage Learning
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38 CHAPTER 2 The Beginnings of Perception

spontaneous activity. This spontaneous activity establishes 
a baseline level of fi ring for the neuron. The presence of 
stimulation usually causes an increase in activity above this 
spontaneous level, but under some conditions, which we 
will describe shortly, it can cause fi ring to decrease below the 
spontaneous level.

Chemical Basis of Action Potentials
What causes these rapid changes in charge that travel down 
the axon? Because this is a traveling electrical charge, we 
might be tempted to equate it to the electrical signals that 
are conducted along electrical power lines or the wires used 
for household appliances. But action potentials create elec-
tricity not in the dry environment of metal wires, but in the 
wet environment of the body.

The key to understanding the “wet” electrical signals 
transmitted by neurons is understanding the components 
of the neuron’s liquid environment. Neurons are bathed in a 
liquid solution rich in ions, molecules that carry an electrical 
charge (Figure 2.27). Ions are created when molecules gain or 
lose electrons, as happens when compounds are dissolved in 
water. For example, adding table salt (sodium chloride, NaCl) 

to water creates positively charged sodium ions (Na+) and 
negatively charged chlorine ions (Cl–). The solution outside 
the axon of a neuron is rich in positively charged sodium (Na+) 
ions, whereas the solution inside the axon is rich in positively 
charged potassium (K+) ions.

You can understand how these ions result in the action 
potential by imagining yourself just outside an axon next to 
a recording electrode (Figure 2.28a). (You will have to shrink 

Figure 2.27 A nerve fi ber, showing the high concentration of sodium 

outside the fi ber and potassium inside the fi ber. Other ions, such as 

negatively charged chlorine, are not shown. © Cengage Learning
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Figure 2.28 How the fl ow of sodium and 

potassium creates the action potential. (a) When 

the fi ber is at rest, there is no fl ow of ions, and 

the record indicates the resting potential. The ion 

fl ow will occur when an action potential travels 

down the fi ber. (b) As positively charged sodium 

(Na+) fl ows into the axon, the inside of the neuron 

becomes more positive (rising phase of the action 

potential). (c) As positively charged potassium 

(K+) fl ows out of the axon, the inside of the axon 

becomes more negative (falling phase of the 

action potential). (d) The fi ber’s charge returns to 

the resting level after the fl ow of Na+ and K+ has 

moved past the electrode. © Cengage Learning
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yourself down to a very small size to do this!) Everything 
is quiet until an action potential begins traveling down 
the axon. As it approaches, you see Na+ ions rushing into the 
axon  (Figure 2.28b). This occurs because channels in the mem-
brane have opened to allow Na+ to fl ow across the membrane. 
This opening of sodium channels represents an increase in 
the membrane’s permeability to sodium, where permeability 
refers to the ease with which a molecule can pass through 
the membrane. In this case, permeability is selective, which 
means that the fi ber is highly permeable to one specifi c type 
of molecule (Na+ in this case), but not to others. The infl ow 
of positively charged sodium causes an increase in the positive 
charge inside the axon from the resting potential of –70 mV 
until it reaches the peak of the action potential of +40 mV. 
This increase in potential from –70 mV to +40 mv is the rising 
phase of the action potential (Figure 2.28b).

Continuing your vigil, you notice that once the charge 
inside the neuron reaches +40 mV, the sodium channels close 
(the membrane becomes impermeable to sodium), and potas-
sium channels open (the membrane becomes selectively per-
meable to potassium). Positively charged potassium rushes 
out of the axon, causing the charge inside the axon to become 
more negative. This increase in negativity from +40 mV back 
to –70 mV is the falling phase of the action potential (Figure 

2.28c). Once the potential has returned to the –70 mV resting 
level, the K+ fl ow stops (Figure 2.28d).

After reading this description of ion fl ow, students often 
ask why the sodium-in, potassium-out fl ow that occurs dur-
ing the action potential doesn’t cause sodium to build up 
inside the axon, and potassium to build up outside. The 
answer is that a mechanism called the sodium-potassium pump 
keeps this buildup from happening by continuously pump-
ing sodium out and potassium into the fi ber.

Transmitting Information Across 
a Gap
We have seen that action potentials caused by sodium and 
potassium flow travel down the axon without decreas-
ing in size. But what happens when the action potential 
reaches the end of the axon? How is the action potential’s 
message transmitted to other neurons? The problem is 
that there is a very small space between neurons, known 
as a synapse (Figure  2.29). The discovery of the synapse 
raised the question of how the electrical signals generated 
by one neuron are transmitted across the space separating 
the neurons. As we will see, the answer lies in a remark-
able chemical process that involves molecules called 
 neurotransmitters.

Early in the 1900s, it was discovered that when action 
potentials reach the end of a neuron, they trigger the release 
of chemicals called neurotransmitters that are stored in 
structures called synaptic vesicles in the sending neuron 
 (Figure 2.29b). The neurotransmitter molecules fl ow into 
the  synapse to small areas on the receiving neuron called 
receptor sites that are sensitive to specifi c neurotransmitters 

(Figure 2.29c). These receptor sites exist in a variety of shapes 
that match the shapes of particular neurotransmitter mol-
ecules. When a neurotransmitter makes contact with a recep-
tor site matching its shape, it activates the receptor site and 
triggers a voltage change in the receiving neuron. A neu-
rotransmitter is like a key that fi ts a specifi c lock. It has an 
effect on the receiving neuron only when its shape matches 
that of the receptor site.

Thus, when an electrical signal reaches the synapse, 
it triggers a chemical process that causes a new electrical 
signal in the receiving neuron. The nature of this signal 
depends on both the type of transmitter that is released and 
the nature of the receptor sites in the receiving neuron. Two 
types of responses can occur at these receptor sites, excit-
atory and inhibitory. An excitatory response occurs when 
the inside of the neuron becomes more positive, a pro-
cess called depolarization. Figure 2.30a shows this effect. 

Figure 2.29 Synaptic transmission from one neuron to another. 

(a) A signal traveling down the axon of a neuron reaches the synapse 

at the end of the axon. (b) The nerve impulse causes the release of 

neurotransmitter molecules from the synaptic vesicles of the sending 

neuron. (c) The neurotransmitters fi t into receptor sites and cause a 

voltage change in the receiving neuron. © Cengage Learning
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Notice,  however, that this response is much smaller than the 
positive action potential. To generate an action potential, 
enough excitation must occur to increase depolarization to 
the level indicated by the dashed line. Once depolarization 
reaches that level, an action potential is triggered (Figure 

2.30b). Depolarization is an an excitatory response because 
it causes the charge to change in the direction that triggers 
an action potential.

An inhibitory response occurs when the inside of the 
neuron becomes more negative, a process called hyperpo-
larization. Figure 2.30c shows this effect. Hyperpolarization 
is an inhibitory response because it causes the charge inside 
the axon to move away from the level of depolarization, 
indicated by the dashed line, needed to generate an action 
potential.

We can summarize this description of the effects of 
excitation and inhibition as follows: Excitation increases 
the chances that a neuron will generate action potentials 
and is associated with increasing rates of nerve fi ring. Inhi-
bition decreases the chances that a neuron will generate 
action potentials and is associated with lowering rates of 
nerve fi ring. Since a typical neuron receives both excitation 
and inhibition, the response of the neuron is determined 
by the interplay of excitation and inhibition, as illustrated 
in  Figure 2.31. In Figure 2.31a, excitation (E) is much stron-
ger than inhibition (I), so the neuron’s fi ring rate is high. 
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Figure 2.30 (a) Excitatory transmitters cause depolarization, an increased positive charge inside the neuron. (b) When the level of depolarization 

reaches threshold, indicated by the dashed line, an action potential is triggered. (c) Inhibitory transmitters cause hyperpolarization, an increased 

negative charge inside the axon. © Cengage Learning

 However, as inhibition becomes stronger and excitation 
becomes weaker, the neuron’s fi ring decreases, until in Figure 

2.31e, inhibition has eliminated the neuron’s spontaneous 
activity and has decreased fi ring to zero.

Why does inhibition exist? If one of the functions of a 
neuron is to transmit its information to other neurons, what 
would be the point of decreasing or eliminating fi ring in the 
next neuron? The answer to this question is that the function 
of neurons is not only to transmit information but also to 
process it, and, as we will see in Chapter 3, both excitation and 
inhibition are involved in this processing. VL

Neural Convergence 
and Perception

Now, with some background about neurons and the electri-
cal signals in neurons, we are ready to look for more con-
nections between physiology and perception. Step 4 in the 
perceptual process, the transmission and processing of elec-
trical signals, is the topic of Chapters 3 and 4. But before 
we leave the receptors to consider events happening further 
along in the visual system, we will introduce the neural pro-
cessing that occurs in Step 4 by considering how perception 
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Signals can travel between receptors through the horizontal 
cells, and between bipolar cells and between ganglion cells 
through the amacrine cells. We will return to the horizontal 
and amacrine cells in Chapter 3. For now we will focus on the 
direct pathway from the receptors to the ganglion cells. We 
focus specifi cally on the property of neural convergence (or 
just convergence for short).

Convergence occurs when a number of neurons synapse 
onto a single neuron. A great deal of convergence occurs in 
the retina because each eye has 126 million receptors but 
only 1 million ganglion cells. Thus, on the average, each 
ganglion cell receives signals from 126 receptors. We can 
show how convergence can affect perception by returning 
to our comparison of rods and cones. An important differ-
ence between rods and cones is that the signals from the 
rods converge more than do the signals from the cones. We 
can appreciate this difference by noting that there are 120 
million rods in the retina, but only 6 million cones. Thus, 
on the average, about 120 rods send their signals to one gan-
glion cell, but only about 6 cones send signals to a single 
ganglion cell.

This difference between rod and cone convergence 
becomes even greater when we consider the cones in the fovea. 
(Remember that the fovea is the small area that contains only 
cones.) Many of these foveal cones have “private lines” to gan-
glion cells, so that each ganglion cell receives signals from 
only one cone, with no convergence. The greater convergence 
of the rods compared to the cones translates into two differ-
ences in perception: (1) the rods result in better sensitivity 
than the cones, and (2) the cones result in better detail vision 
than the rods.

Convergence Causes the Rods to 
Be More Sensitive Than the Cones
In the dark-adapted eye, rod vision is more sensitive than 
the cone vision (see “dark-adapted sensitivity” in the dark 
adaptation curve of Figure 2.16). This is why in dim light 
conditions we use our rods to detect faint stimuli. A dem-
onstration of this effect, which has long been known to 
astronomers and amateur stargazers, is that some very dim 
stars are diffi cult to detect when looked at directly (because 
the star’s image falls on the cones in the fovea), but these 
same stars can often be seen when they are located off to 
the side of where the person is looking (because then the 
star’s image falls on the rod-rich peripheral retina). One 
reason for this greater sensitivity of rods, compared to 
cones, is that it takes less light to generate a response from 
an individual rod receptor than from an individual cone 
receptor (Barlow & Mollon, 1982; Baylor, 1992). But there 
is another reason as well: The rods have greater  convergence 
than the cones. 

Keeping this basic principle in mind, we can see how the 
difference in rod and cone convergence translates into differ-
ences in the maximum sensitivities of the rods and the cones. 

is related to the way the rods and cones are “wired up” in 
the retina.

Figure 2.32a is a cross section of the retina that has been 
stained to reveal the retina’s layered structure. Figure 2.32b 
shows the fi ve types of neurons that make up these layers and 
that create neural circuits—interconnected groups of neurons—
within the retina. Signals generated in the receptors (R) travel 
to the bipolar cells (B) and then to the ganglion cells (G). 
The receptors and bipolar cells do not have long axons, but 
the ganglion cells have axons like the neurons in Figure 2.22. 
These axons transmit signals out of the retina in the optic 
nerve (see Figure 2.12). VL

In addition to the receptors, bipolar cells, and ganglion 
cells, there are two other types of neurons that connect neu-
rons across the retina: horizontal cells and amacrine cells. 

(a)

(b)

(c)

(d)

(e)
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Excitation stronger

Inhibition stronger
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Figure 2.31 Effect of excitatory (E) and inhibitory (I) input on the 

fi ring rate of a neuron. The amount of excitatory and inhibitory input 

to the neuron is indicated by the size of the arrows at the synapse. 

The responses recorded by the electrode are indicated by the records 

on the right. The fi ring that occurs before the stimulus is presented 

is spontaneous activity. In (a), the neuron receives only excitatory 

transmitter, which causes the neuron to fi re. In (b) to (e), the amount 

of excitatory transmitter decreases while the amount of inhibitory 

transmitter increases. As inhibition becomes stronger relative to 

excitation, fi ring rate decreases, until eventually the fi ring rate 

becomes zero. © Cengage Learning
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Figure 2.32 (a) Cross section of a monkey retina, 

which has been stained to show the various layers. 

Light is coming from the bottom. The red circles 

are cell bodies of the receptors, bipolar cells, and 

ganglion cells. (b) Cross section of the primate 

retina showing the fi ve major cell types and their 

interconnections: receptors (R), bipolar cells (B), 

ganglion cells (G), horizontal cells (H), and amacrine 

cells (A). Signals from the three highlighted rods on 

the right reach the highlighted ganglion cell. This is 

an example of convergence. Based on “Organization of the Private 

Retina,” by J. E. Dowling and B. B. Boycott, Proceedings of the Royal Society of 

London, B, 1966, 166, pp. 80–111. Used by Permission of the Royal Society of London 

and John Dowling.

In the two circuits in Figure 2.33, fi ve rod receptors converge 
onto one ganglion cell and fi ve cone receptors each send sig-
nals onto their own ganglion cells. We have left out the bipolar, 
horizontal, and amacrine cells in these circuits for simplicity, 
but our conclusions will not be affected by these omissions.

For the purposes of our discussion, we will assume that we 
can present small spots of light to individual rods and cones. 
We will also make the following additional assumptions:

 1. One unit of light intensity causes the release of one unit of 
excitatory transmitter, which causes one unit of excitation in 
the ganglion cell.

 2. The ganglion cell fi res when it receives 10 units of 
 excitation.

 3. When the ganglion cell fi res, the light is perceived.

When we present spots of light with an intensity of 1 to 
each receptor, the rod ganglion cell receives 5 units of exci-
tation, 1 from each of the 5 rod receptors. In contrast, each 
cone ganglion cell receives 1 unit of excitation, 1 from each 
cone receptor. Thus, when intensity = 1, the rod ganglion cell 
receives more excitation than the cone ganglion cells because 
of convergence, but not enough to cause it to fi re. If, however, 
we increase the intensity to 2, as shown in the fi gure, the rod 
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your visual acuity is highest in the fovea; objects that are 
imaged on the peripheral retina are not seen as clearly.

DEMONSTRATION

Foveal Versus Peripheral Acuity
D I H C N R L A Z I F W N S M Q P Z K D X
You can demonstrate that foveal vision is superior to peripheral 

 vision for seeing details by looking at the X on the right and, with-

out moving your eyes, seeing how many letters you can identify 

to the left. If you do this without cheating (resist the urge to look 

to the left!), you will fi nd that although you can read the letters 

right next to the X, which are imaged on or near the fovea, you 

can read only a few of the letters that are off to the side, which are 

 imaged on the peripheral retina.

In the demonstration above, we showed that acuity is 
better in the fovea than in the periphery. Because you were 
light adapted, the comparison in this demonstration was 
between the foveal cones, which are tightly packed, and the 
peripheral cones, which are more widely spaced. Comparing 
the foveal cones to the rods results in even greater differences 
in acuity. We can make this comparison by noting how acuity 
changes during dark adaptation.

The picture of the bookcase in Figure 2.34 simulates the 
change in acuity that occurs during dark adaptation. The 

ganglion cell receives 2 units of excitation from each of its 5 
receptors, for a total of 10 units of excitation. This causes the 
ganglion cell to fi re, and the light is perceived. Meanwhile, at 
the same intensity, the cones’ ganglion cells are each receiving 
only 2 units of excitation. For the cones’ ganglion cells to fi re, 
we must increase the intensity to 10. VL

The operation of these circuits demonstrates how the 
rods’ high sensitivity compared to the cones’ is caused by the 
rods’ greater convergence. Many rods sum their responses by 
feeding into the same ganglion cell, but only one or a few 
cones send their responses to any one ganglion cell. The fact 
that rod and cone sensitivity is determined not by individual 
receptors but by groups of receptors converging onto other 
neurons means that when we describe “rod vision” and “cone 
vision” we are actually referring to the way groups of rods and 
cones participate in determining our perceptions.

Lack of Convergence Causes the 
Cones to Have Better Acuity Than 
the Rods 
While rod vision is more sensitive than cone vision because 
the rods have more convergence, the cones have better visual 
acuity because they have less convergence. Acuity refers to the 
ability to see details; thus, being able to see very small let-
ters on an eye chart in the optometrist or ophthalmologist’s 
offi ce translates into high acuity.

One way to appreciate the high acuity of the cones is to 
think about the last time you were looking for one thing that 
was hidden among many other things. This could be search-
ing for your cell phone on the clutter of your desk or locat-
ing a friend’s face in a crowd. To fi nd what you are looking 
for, you usually need to move your eyes from one place to 
another. When you move your eyes to look at different things 
in this way, what you are doing is scanning with your cone-
rich fovea (remember that when you look directly at some-
thing, its image falls on the fovea). This is necessary because 

2 22

2
2

2

+10

Response No response

2 2 2 2

Figure 2.33 The wiring of the rods (left) and the cones (right). 

The dot and arrow above each receptor represents a “spot’’ of light 

that stimulates the receptor. The numbers represent the number of 

response units generated by the rods and the cones in response to a 

spot intensity of 2. © Cengage Learning

Figure 2.34 Simulation of the change from colorful sharp perception 

to colorless fuzzy perception that occurs during the shift from cone 

vision to rod vision during dark adaptation.
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44 CHAPTER 2 The Beginnings of Perception

books on the top shelf represent the details we see when 
viewing the books in the light, when our cones are control-
ling vision. The books on the middle shelf represent how we 
might perceive the details midway through the process of 
dark adaptation, when the rods are beginning to determine 
our vision, and the books on the bottom shelf represent the 
poor detail vision of the rods. The poor detail vision of the 
rods is why it is diffi cult to read in dim illumination. (Also 
note that color has disappeared. We will describe why this 
occurs in Chapter 9.) VL

We can understand how differences in rod and cone 
wiring explain the cones’ greater acuity by returning to our 
rod and cone neural circuits. First consider the rod circuit in 
Figure 2.35a. When we present two spots of light next to each 
other, as on the left, the rod’s signals cause the ganglion cell 
to fi re. When we separate the two spots, as on the right, the 
two separated rods feed into the same ganglion cell and cause 
it to fi re. In both cases, the ganglion cell fi res. Thus, fi ring 
of the ganglion cell provides no information about whether 
there are two spots close together or two separated spots.

We now consider the cones in Figure 2.35b, each of 
which synapses on its own ganglion cell. When we present a 
light that stimulates two neighboring cones, as on the left, 
two adjacent ganglion cells fi re. But when we separate the 
spots, as on the right, two separate ganglion cells fi re. This 
separation between two fi ring cells provides information 
that there are two separate spots of light. Thus, the cones’ 
lack of convergence causes cone vision to have higher acuity 
than rod vision.

Convergence is therefore a double-edged sword. High 
convergence results in high sensitivity but poor acuity (the 
rods). Low convergence results in low sensitivity but high 
acuity (cones). The way the rods and cones are wired up in 
the retina, therefore, infl uences what we perceive. In Chapter 
3 we will provide more examples of how neural wiring can 
infl uence perception, and we will show how the addition of 
inhibition adds another dimension to neural processing.

SOMETHING TO CONSIDER:

Early Events Are Powerful

In 1990, a rocket blasted off from Cape Canaveral to place 
the Hubble space telescope into earth orbit. The tele-
scope’s mission was to provide high-resolution images 
from its vantage point above the interference of the earth’s 
atmosphere. But it took only a few days of data collec-
tion to realize that something was wrong. Images of stars 
and galaxies that should have been extremely sharp were 
blurred (Figure 2.36a). The cause of the problem, it turned 
out, was that the telescope’s lens was ground to the wrong 
curvature. Although a few of the planned observations 
were possible, the telescope’s mission was severely com-
promised. Three years later, the problem was solved when 
a corrective lens was fitted over the original one. The new 
Hubble, with its “eyeglasses,” could now see stars as sharp 
points (Figure 2.36b).

This diversion to outer space emphasizes that what hap-
pens early in a system can have a large, often crucial, effect 
on the outcome. No matter how sophisticated Hubble’s 
electronic computer and processing programs were, the dis-
torted image caused by the faulty lens had fatal effects on 
the quality of the telescope’s image. Similarly, if problems 
in the eye’s focusing system deliver degraded images to the 
retina, no amount of processing by the brain can create sharp 
perception.

What we see is also determined by the energy that can 
enter the eye and can activate the receptors. Although there 
is a huge range of electromagnetic energy in the environ-
ment, the visual pigments in the receptors limit our sensi-
tivity by absorbing only a narrow range of wavelengths. One 
way to think about the effect of pigments is that they act like 
fi lters, only making available for vision the wavelengths they 
absorb. Thus, at night, when we are perceiving with our rods, 
we see only wavelengths between about 420 and 580 nm, with 
the best sensitivity at 500 nm. However, in daylight, when we 

(a)

(b)

Figure 2.35 How the wiring of the rods and cones determines detail 

vision. (a) Rod neural circuits. On the left, stimulating two neighboring 

rods causes the ganglion cell to fi re. On the right, stimulating two 

separated rods causes the same effect. (b) Cone neural circuits. On 

the left, stimulating two neighboring cones causes two neighboring 

ganglion cells to fi re. On the right, stimulating two separated cones 

causes two separated ganglion cells to fi re. This fi ring of two neurons, 

with a space between them, indicates that two spots of light have 

been presented to the cones. © Cengage Learning
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are perceiving with our cones, we become more sensitive to 
longer wavelengths, as the best sensitivity shifts to 560 nm.

This idea of visual pigments as limiting our range of see-
ing is dramatically illustrated by the honeybee, which, as we 
will see in the chapter on color vision, has a visual pigment 
that absorbs light all the way down to 300 nm (see Figure 9.43). 

This very-short-wavelength pigment enables the honeybee to 
perceive ultraviolet wavelengths that are invisible to us, so the 
honeybee can see markings on fl owers that refl ect ultraviolet 
light (Figure 2.37). Thus, as we noted earlier in this chapter, 
although perception does not occur in the eye, what we see is 
affected by what happens there.
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Wide field planetary camera 1

(a) Before (b)

Wide field planetary camera 2

After correction

Figure 2.36 (a) Image of a galaxy 

taken by the Hubble telescope before 

the lens was corrected. (b) The same 

galaxy after the lens was corrected.
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Figure 2.37 (a) A black-and-white photograph of a fl ower as seen by a human. (b) The same fl ower, showing markings that 

become visible to sensors that can detect ultraviolet light. Although we don’t know exactly what honeybees see, their short-

wavelength cone pigment makes it possible for them to sense these markings. © 2014 Cengage Learning
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Some chapters in this book will include “Developmental Dimensions,” 
which describe the perceptual capacities of infants and young children 
that are related to material in the chapter. In this Developmental Di-
mension, we will see that infants have lower visual acuity than adults 
and that this lower acuity is related to the structure of the infant’s cones.

One of the challenges of determining infant capacities 
is that infants can’t respond by saying “yes, I perceive it” or 

“no, I don’t perceive it” in reaction to a stimulus. But this 
diffi culty has not stopped developmental psychologists from 
devising clever ways to determine what infants or young 
children are perceiving. One method that has been used to 
measure infant visual acuity is the preferential looking (PL) 
technique.

DEVELOPMENTAL DIMENSION: Infant Visual Acuity
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46 CHAPTER 2 The Beginnings of Perception

METHOD

Preferential Looking VL

The key to measuring infant perception is to pose the correct 

question. To understand what we mean by this, let’s consider 

how we might determine infants’ visual acuity, their ability to 

see details. To test adults, we can ask them to read the letters 

or symbols on an eye chart. But to test infant acuity, we have to 

ask another question and use another procedure. A question that 

works for infants is “Can you tell the difference between the stim-

ulus on the left and the one on the right?” The way infants answer 

this question is by looking more at one of the stimuli. In the pref-

erential looking (PL) technique, two stimuli like the ones the infant 

is observing in Figure 2.38 are presented, and the experimenter 

watches the infant’s eyes to determine where the infant is looking. 

In order to guard against bias, the experimenter does not know 

which stimulus is being presented on the left or right. If the infant 

looks at one stimulus more than the other, the experimenter con-

cludes that he or she can tell the difference between them.

The reason preferential looking works is that infants have spon-

taneous looking preferences; that is, they prefer to look at certain 

types of stimuli. For example, infants choose to look at objects 

with contours over ones that are homogeneous (Fantz et al., 1962). 

Thus, when we present a grating stimulus (alternating white and 

black bars like the one shown in Figure 2.38) with large bars on 

one side, and a gray field that reflects the same total amount of 

light that the grating would reflect on the other side (again, like the 

one shown in Figure 2.38), the infant can easily see the bars and 

therefore looks at the side with the bars more than the side with 

the gray field. If the infant looks preferentially at the side with the 

bars when the bars are switched randomly from side to side on dif-

ferent trials, he or she is telling the experimenter “I see the  grating.”

But decreasing the size of the bars makes it more diffi cult for 

the infant to tell the difference between the grating and gray stim-

ulus. Eventually, the infant begins to look equally at each display, 

which tells the experimenter that very fi ne lines and the gray fi eld 

are indiscriminable. Therefore, we can measure the infant’s acuity 

by determining the narrowest stripe width that results in looking 

more at the grating stimulus.

How well can infants see details? The red curve in 
 Figure 2.39 shows acuity over the fi rst year of life measured with 
the preferential looking technique, in which infants are tested 
with gratings, as in Figure 2.38. The blue curve indicates acuity 
determined by measuring an electrical signal called the visual 
evoked potential (VEP), which is recorded by disc electrodes 
placed on the infant’s head over the visual  cortex. For this 
technique, researchers alternate a gray fi eld with a grating or 
checkerboard pattern. If the stripes or checks are large enough 
to be detected by the visual system, the visual cortex generates 
an electrical response called the visual evoked potential. If, how-
ever, the stripes are too fi ne to be detected by the visual system, 
no response is generated. Thus, the VEP provides an objective 
measure of the visual system’s ability to detect details.

The VEP usually indicates better acuity than does pref-
erential looking, but both techniques indicate that visual 

Figure 2.38 An infant being tested using the preferential looking 

technique. The mother holds the infant in front of the display, which 

consists of a grating on the right and a homogeneous gray field on 

the left. The grating and the gray field have the same average light 

intensity. An experimenter, who does not know which side the grating 

is on in any given trial, looks through the peephole between the 

grating and the gray field and judges whether the infant is looking to 

the left or to the right. © Cengage Learning

Figure 2.39 Acuity over the first year of life, measured by the visual 

evoked potential technique (top curve) and the preferential looking 

technique (bottom curve). The vertical axis indicates the fineness, in 

cycles per degree, of a grating stimulus that the infant can detect. 

One cycle per degree corresponds to one pair of black and white 

lines on a circle the size of a penny viewed from a distance of about 

a meter. Higher numbers indicate the ability to detect fi ner lines on 

the penny-sized circle. The dashed line is adult acuity (20/20 vision). 

(VEP curve adapted from Norcia & Tyler, 1985; PL curve adapted from 

Gwiazda et al., 1980, and Mayer et al., 1995.) © Cengage Learning
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acuity is poorly developed at birth (about 20/400 to 20/600 
at 1 month). (The expression 20/400 means that the infant 
must view a stimulus from 20 feet to see the same thing that 
an adult with normal vision can see from 400 feet.) Acu-
ity increases rapidly over the first 6 to 9 months (Banks & 
Salapatek, 1978; Dobson & Teller, 1978; Harris et al., 1976; 
Salapatek et al., 1976). This rapid improvement of acuity is 
followed by a leveling-off period, and full adult acuity is not 
reached until sometime after 1 year of age.

From our discussion of how adult rod and cone visual acu-
ity depends on the wiring of the rods and cones, it would make 
sense to consider the possibility that infants’ low acuity might 
be traced to the development of their receptors. If we look at 
the newborn’s retina, we find that this is the case. Although 
the rod-dominated peripheral retina appears adultlike in the 
newborn, the all-cone fovea contains widely spaced and very 
poorly developed cone receptors (Abramov et al., 1982).

Figure 2.40a compares the shapes of newborn and adult 
foveal cones. Remember from our discussion of transduction 
that the visual pigments are contained in the receptor’s outer 
segments. These outer segments sit on top of the other part 
of the receptor, the inner segment. The newborn’s cones have 
fat inner segments and very small outer segments, whereas 
the adult’s inner and outer segments are larger and are about 
the same diameter (Banks & Bennett, 1988; Yuodelis & Hen-
drickson, 1986). These differences in shape and size have a 
number of consequences. The small size of the outer segment 
means that the newborn’s cones contain less visual pigment 
and therefore do not absorb light as effectively as adult cones. 
In addition, the fat inner segment creates the coarse recep-
tor lattice shown in Figure 2.40b, with large spaces between 
the outer segments. In contrast, when the adult cones have 

become thin, they can become packed closely together to cre-
ate a fine lattice that is well suited to detecting small details. 
Martin Banks and Patrick Bennett (1988) calculated that the 
cone receptors’ outer segments effectively cover 68 percent of 
the adult fovea but only 2 percent of the newborn fovea. This 
means that most of the light entering the newborn’s fovea is 
lost in the spaces between the cones and is therefore not use-
ful for vision.

Thus, adults have good acuity because the cones have 
low convergence compared to the rods and the receptors in 
the fovea are packed closely together. In contrast, the infant’s 
poor acuity can be traced to the fact that the infant’s cones 
are spaced far apart. Another reason for the infant’s poor 
acuity is that the visual area of the brain is poorly developed 
at birth, with fewer neurons and synapses than in the adult 
cortex. The rapid increase in acuity that occurs over the fi rst 
6 to 9 months of life can thus be traced to the fact that dur-
ing that time, more neurons and synapses are being added 
to the cortex, and the infant’s cones are becoming more 
densely packed.
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Figure 2.40 (a) Idealized shapes of newborn and adult foveal cones. (Real cones are not so perfectly straight and cylindrical.) Foveal cones are 

much narrower and longer than the cones elsewhere in the retina, so these look different from the one shown in Figure 2.7. (b) Receptor lattices 

for newborn and adult foveal cones. The newborn cone outer segments, indicated by the red circles, are widely spaced because of the fat inner 

segments. In contrast, the adult cones, with their slender inner segments, are packed closely together. Adapted from Banks, M. S., & Bennett, P. J. (1988). Optical and 

photoreceptor immaturities limit the spatial and chromatic vision of human neonates. Journal of the Optical Society of America, A5, 2059–2079.
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TEST YOURSELF 2.2

1. Describe the basic structure of a neuron.

2. Describe how to record electrical signals from a neuron.

3. What are some of the basic properties of action potentials?

4. Describe what happens when an action potential travels along 

an axon. In your description, indicate how the charge inside the 

fi ber changes, and how that is related to the fl ow of chemicals 

across the cell membrane.
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5. How are electrical signals transmitted from one neuron to 

another? Be sure you understand the difference between excit-

atory and inhibitory responses.

6. What is convergence, and how can the differences in the con-

vergence of rods and cones explain (a) the rods’ greater sensi-

tivity in the dark and (b) the cones’ better detail vision?

7. What does it mean to say that early events are powerful 

shapers of perception? Give examples.

8. What is the young infant’s visual acuity, and how does it 

change over the fi rst year of life? What is the reason for (a) low 

acuity at birth and (b) the increase in acuity over the fi rst 6 to 9 

months?

Roger

Light

Ellen

Figure 2.41 Ellen sees the tree because light is 

refl ected from the tree into her eyes. Roger doesn’t 

see the tree because he is not looking at it, but he 

is looking directly across the space where light from 

the tree is refl ected into Ellen’s eyes. Why isn’t he 

aware of the information contained in this light? 
© Cengage Learning 2014

THINK ABOUT IT

 1. Ellen is looking at a tree. She sees the tree because light 
is refl ected from the tree into her eyes, as shown in 
 Figure 2.41. One way to describe this is to say that infor-
mation about the tree is contained in the light. Mean-
while, Roger is off to the side, looking straight ahead. He 
doesn’t see the tree because he is looking away from it. 
He is however, looking right at the space through which 
the light that is carrying information from the tree to 
Ellen is passing. But Roger doesn’t see any of this infor-
mation. Why does this occur? (Hint #1: Consider the idea 
that “objects make light visible.” Hint #2: Outer space 
contains a great deal of light, but it looks dark, except 
where there are objects.)

 2. In the demonstration “Becoming Aware of What Is in 
Focus” on page 24, you saw that we see things clearly only 
when we are looking directly at them so that their image 
falls on the cone-rich fovea. But consider the common 

observation that the things we aren’t looking at do not 
appear “fuzzy,” that the entire scene appears “sharp” or 
“in focus.” How can this be, in light of the results of the 
demonstration?

 3. Here’s an exercise you can do to get more in touch with 
the process of dark adaptation: Find a dark place where 
you will make some observations as you adapt to the 
dark. A closet is a good place to do this because it is pos-
sible to regulate the intensity of light inside the closet by 
opening or closing the door. The idea is to create an envi-
ronment in which there is dim light (no light at all, as in 
a darkroom with the safelight out, is too dark). Take this 
book into the closet, opened to this page. Close the closet 
door all the way so it is very dark, and then open the door 
slowly until you can just barely make out the white circle 
on the far left in Figure 2.42 but can’t see the others or can 
see them only as being very dim. As you sit in the dark, 

Figure 2.42 Dark adaptation test circles. © Cengage Learning
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KEY TERMS

Absorption spectrum (p. 34)
Accommodation (p. 24)
Action potential (p. 37)
Amacrine cells (p. 41)
Axial myopia (p. 25)
Axon (p. 35)
Bipolar cells (p. 41)
Blind spot (p. 29)
Cell body (p. 35)
Cone (p. 23)
Cone spectral sensitivity curve (p. 33)
Convergence (p. 41)
Cornea (p. 23)
Dark adaptation (p. 27)
Dark adaptation curve (p. 29)
Dark-adapted sensitivity (p. 31)
Dendrites (p. 35)
Depolarization (p. 39)
Detached retina (p. 32)
Electromagnetic spectrum (p. 22)
Excitatory response (p. 39)
Eye (p. 22)
Falling phase of the action potential 

(p. 39)
Far point (p. 25)
Farsightedness (p. 26)
Fovea (p. 28)
Ganglion cells (p. 41)

Horizontal cells (p. 41)
Hyperopia (p. 26)
Hyperpolarization (p. 40)
Inhibitory response (p. 40)
Ions (p. 38)
Isomerization (p. 27)
Laser-assisted in situ keratomileusis 

(LASIK) (p. 26)
Lens (p. 23)
Light-adapted sensitivity (p. 30)
Macular degeneration (p. 28)
Monochromatic light (p. 33)
Myopia (p. 25)
Near point (p. 24)
Nearsightedness (p. 25)
Nerve fi ber (p. 35)
Neural circuits (p. 41)
Neural convergence (p. 41)
Neuron (p. 35)
Neurotransmitter (p. 39)
Optic nerve (p. 23)
Outer segment (p. 26)
Peripheral retina (p. 28)
Permeability (p. 39)
Preferential looking technique (p. 45)
Presbyopia (p. 24)
Propagated response (p. 37)
Pupil (p. 23)

Purkinje shift (p. 33)
Receptor sites (p. 39)
Refractive myopia (p. 25)
Refractory period (p. 37)
Resting potential (p. 36)
Retina (p. 23)
Retinitis pigmentosa (p. 29)
Rising phase of the action potential 

(p. 39)
Rod (p. 23)
Rod monochromat (p. 31)
Rod spectral sensitivity curve (p. 33)
Rod–cone break (p. 31)
Sensory receptor (p. 35)
Spectral sensitivity (p. 32)
Spectral sensitivity curve (p. 32)
Spontaneous activity (p. 38)
Synapse (p. 39)
Transduction (p. 26)
Visible light (p. 22)
Visual acuity (p. 43)
Visual evoked potential (p. 46)
Visual pigment (p. 23)
Visual pigment bleaching (p. 31)
Visual pigment regeneration (p. 32)
Wavelength (p. 22)

 become aware that your sensitivity is increasing by noting 
how the circles to the right in the fi gure slowly become 
visible over a period of about 20 minutes. Also note that 
once a circle becomes visible, it gets easier to see as time 
passes. If you stare directly at the circles, they may fade, 
so move your eyes around every so often. Also, the circles 
will be easier to see if you look slightly above them.

 4. Because the long axons of neurons look like electrical 
wires, and both neurons and electrical wires conduct 
electricity, it is tempting to equate the two. Compare the 
functioning of axons and electrical wires in terms of their 
structure and the nature of the electrical signals they 
conduct.

MEDIA RESOURCES

CourseMate 

Go to CengageBrain.com to access Psychology CourseMate, 
where you will fi nd the Virtual Labs plus an interactive  eBook, 
fl ashcards, quizzes, videos, and more.

Virtual Labs VL

The Virtual Labs are designed to help you get the most out 
of this course. The Virtual Lab icons direct you to specifi c 
media demonstrations and experiments designed to help 
you visualize what you are reading about. The numbers 
below indicate the number of the Virtual Lab you can access 
through Psychology CourseMate.

2.1 The Human Eye (p. 23)
A drag-and-drop exercise to test your knowledge of parts of 
the eye.

2.2 Vision: Light and Neural Activity (p. 26)
A video describing the structure of the retina and how the 
receptors transform light energy into electrical energy that 
is then transmitted from the eye to the brain. (Courtesy of 
Teresa Pinto)

2.3 Resting Potential (p. 36)
Illustrates how ions inside and outside the neuron are 
related to the resting potential. 
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2.8 Receptor Wiring and Acuity (p. 44)
A neural circuit that explains why cone receptors result in 
better detail vision than do rod receptors. 

2.9 Curveball Illusion (p. 44)
A demonstration that shows how perception of the direc-
tion in which a ball is moving depends on whether it is seen 
in foveal or peripheral vision. (Courtesy of Arthur Shapiro)

2.10 Preferential Looking (p. 46)
A fi lm showing how a child moves his eyes between two 
stimuli in a preferential looking experiment. (Courtesy of 
George Hollich)

2.11 Testing Perception in Infants (p. 46)
A fi lm showing a child being tested in a preferential look-
ing experiment in which the child can choose between two 
fi lms: one of a talking face with no sound and the other of a 
talking face with sound. (Courtesy of George Hollich)

2.4 Optogenetics (p. 40)
Describes a new method called optogenetics that uses 
genetic cloning techniques to implant light-sensitive 
 molecules onto neurons. These implanted neurons 
can then be activated by light. (Courtesy of McGovern 
 Institute, MIT)

2.5 Cross-Section of the Retina (p. 41)
A drag-and-drop exercise to test your knowledge of the 
neurons in the retina.

2.6 Visual Path Within the Eyeball (p. 41)
How electrical signals that start in the rods and cones are 
transmitted through the retina and out the back of the eye 
in the optic nerve.

2.7 Receptor Wiring and Sensitivity (p. 43)
A neural circuit that explains why rod ganglion cells fi re to 
lower light intensities than cone ganglion cells.
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E. M. Pasieka/Science Photo Library/Corbis
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Some Questions We Will Consider:

■  How do both excitation and inhibition determine how a neuron 

fi res to different types of stimuli? (p. 62)

■  How do the responses of neurons change as we move higher in 

the visual system? (p. 64)

■  How are objects in the environment represented by the fi ring of 

neurons in the cortex? (p. 70)

■  Is it possible to explain how sodium and potassium ions moving 

into and out of neurons can result in our perception of the color 

“red” or a friend’s face? (p. 72)

T
wo cars start at the same place and drive to the same 
destination. Car A takes the turnpike, stopping only 
briefl y for gas and to pay a toll. Car B takes the “scenic” 

route—back roads that go through the countryside and small 
towns, stopping a number of times along the way to see some 
sights and meet some people. Each of Car B’s stops can 
 infl uence its route, depending on the information its driver 
receives. Stopping at a small-town General Store, the driver 
of Car B hears about a detour up the road, so he changes his 
route accordingly. Meanwhile, Car A is speeding directly to 
its destination.

The way electrical signals travel through the nervous sys-
tem is more like Car B’s journey. The pathway from recep-
tors to brain is not a nonstop turnpike. Every signal leaving 
a receptor travels through a complex network of intercon-
nected neurons, often meeting, and being affected by, other 
signals along the way.

What is gained by taking a complex, indirect route? If 
the goal were just to send a signal to the brain that a particu-
lar receptor had been stimulated, then the straight-through 
method would work. But the purpose of electrical signals 
in the nervous system goes beyond signaling that a recep-
tor was stimulated. The information that reaches the brain 
and that then continues its journey within the brain is much 
richer than this. There are neurons in the brain that respond 
to slanted lines, faces, bodies, and movement in a specifi c 
direction. These neurons didn’t achieve these properties by 

CHAPTER CONTENTS

Lateral Inhibition and Perception
Lateral Inhibition in the Limulus
Lateral Inhibition and Lightness Perception
A Display That Can’t Be Explained by Lateral Inhibition

Processing From Retina to Visual Cortex 
and Beyond

Responding of Single Fibers in the Optic Nerve
Hubel and Wiesel’s Rationale for Studying Receptive Fields
Receptive Fields of Neurons in the Visual Cortex

Do Feature Detectors Play a Role in Perception?
Selective Adaptation
Selective Rearing
Higher-Level Neurons

The Sensory Code
Specifi city Coding: Representation by the Firing of a 

Specialized Neuron
Distributed Coding: Representation by the Firing of Large 

Groups of Neurons
Sparse Coding: Representation by the Firing of a Small 

Number of Neurons

SOMETHING TO CONSIDER: The Mind–Body 
Problem

Think About It

The Virtual Lab icons direct you to specific anima-

tions and videos designed to help you visualize what 

you are reading about. Virtual Labs are listed at the end 

of the chapter, keyed to the page on which they appear, 

and can be accessed through Psychology CourseMate.

C H A P T E R  3

Neural Processing 

and Perception

▲  This picture of the brain as seen from the bottom has been 

artistically embellished with colors and patterns that don’t exist 

in real brains. The beauty of this fanciful image is in the way it 

symbolizes the mysteries of the brain’s operation. As we will see 

in this chapter, researchers have begun to unlock these myster-

ies by recording from single neurons and by considering how 

groups of neurons work together to create our perceptions.

VL
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54 CHAPTER 3 Neural Processing and Perception

receiving signals through a straight-line transmission sys-
tem from receptors to brain. They achieve these properties 
by neural processing—the interaction of the signals in many 
neurons.

This chapter and the next describe the relationship 
between neural processing and perception. We begin by 
going back to the retina, where, at the end of Chapter 2, we 
introduced neural processing by showing how differences in 
neural convergence of the rods and cones affect sensitivity 
(rods: high convergence = high sensitivity) and detail vision 
(cones: low convergence = high visual acuity). We now move 
from the receptors into the wiring of the retina to show how 
 inhibition in the retina can affect the perception of border 
sharpness and how light or dark an area appears (Figure 3.1, 
left). We then move to the optic nerve, to the lateral genicu-
late nucleus, and then to the cortex. At each of these places, 
we will show how the responses of single neurons provide 
information for the perception of object features and for 
recognizing objects. Finally, we will describe the connection 
between the responding of groups of neurons and recogniz-
ing objects (Figure 3.1, right).

Lateral Inhibition 
and Perception

What happens when both convergence and inhibition are 
present? We begin answering that question by considering 
lateral inhibition—inhibition that is transmitted across the 
retina—and will show how inhibition can cause perceptual 
effects. The pioneering work on lateral inhibition was carried 
out on a primitive animal called the Limulus, more familiarly 
known as the horseshoe crab (Figure 3.2).

Lateral Inhibition in the Limulus
In an experiment that is now considered a classic, Keffer 
Hartline, Henry Wagner, and Floyd Ratliff (1956) used the 
Limulus to demonstrate how lateral inhibition can affect 
the response of neurons in a circuit. They chose the Limulus 
because the structure of its eye makes it possible to stimulate 
individual receptors. The Limulus eye is made up of hundreds 
of tiny structures called ommatidia, and each ommatidium 
has a small lens on the eye’s surface that is located directly 
over a single receptor. Each lens and receptor is roughly the 
diameter of a pencil point (very large compared to human 
receptors), so it is possible to illuminate and record from a sin-
gle receptor without illuminating its neighboring receptors.

When Hartline and coworkers recorded from the nerve 
fi ber of receptor A, as shown in Figure 3.3, they found that illu-
mination of that receptor caused a large response (Figure 3.3a). 
But when they added illumination to the three nearby recep-
tors at B, the response of receptor A decreased (Figure 3.3b). 
They also found that further increasing the illumination of B 
decreased A’s response even more (Figure 3.3c). Thus, illumi-
nation of the neighboring receptors at B inhibited the fi ring 
caused by stimulation of receptor A. This decrease in the fi ring 
of receptor A is caused by lateral inhibition that is transmitted 
from B to A across the Limulus’s eye by the fi bers of the lateral 
plexus, shown in Figure 3.3.

Just as the lateral plexus transmits signals laterally in the 
Limulus, the horizontal and amacrine cells transmit signals across 
the human retina. We will now see how lateral inhibition trans-
mitted by the horizontal and amacrine cells (see Figure 2.32b) 
may infl uence how humans perceive light and dark.

Lateral Inhibition and Lightness 
Perception
We will now describe some perceptual phenomena that have 
been explained by lateral inhibition. Each of these phenomena 

Perceiving and
recognizing
objects

Perceiving
features of
objects

Sharpness of borders

Perceiving light
and dark

Inhibition in
the retina

Optic nerve
fiber firing

Cortex: Single
neuron firing

Cortex: Firing
of groups of
neurons

Figure 3.1 Chapter preview. Physical processes are indicated in 

black. Perceptual outcomes are indicated in blue. © Cengage Learning 2014

Figure 3.2 A Limulus, or horseshoe crab. Its large eyes are made 

up of hundreds of ommatidia, each containing a single receptor.

Lateral eye
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involves the perception of lightness—the perception of shades 
ranging from white to gray to black.

The Hermann Grid: Seeing Spots at Intersections Notice 
the ghostlike gray images at the intersections of the white 
“corridors” in the Hermann grid in Figure 3.4. You can prove 
that this grayness is not physically present by noticing that it 
is reduced or vanishes when you look directly at an intersec-
tion or, better yet, when you cover two rows of black squares 
with white paper.

Figures 3.5 through 3.8 show how the dark spots at the 
intersections can be explained by lateral inhibition.  Figure 3.5a 
shows four squares of the grid, imaged on the surface of the 
retina. The green circles are receptors. Figure 3.5b is a perspec-
tive view of the grid, showing the receptors (in green) and the 
bipolar cells (in blue) that receive signals from the receptors. 
Because the receptors are all illuminated by the white of the 
“corridors,” each receives the same illumination and gen-
erates the same response. For this example, we assume the 
response of each receptor is 100. VL

Our goal is to determine the response associated with the 
receptor at the intersection of the crossroads, where the dark 
spot appears and where receptor A is located. Perception is 
determined, however, not by the response of the receptors, 
but by the response of neurons farther down the system, in 
the retina or the brain. For the purposes of this example, let’s 
assume that perception of lightness is determined by the out-
put of the bipolar cells, which receive signals from the recep-
tors. We focus our attention on the bipolar cells in Figure 3.6 
and assume that the initial response of each bipolar is the same 
as the response of the receptor associated with it. Thus, bipo-
lars A, B, C, D, and E would initially each have a response 
of 100.

The fi nal response of bipolar A is determined by starting 
with its initial response and subtracting any decrease caused 

Figure 3.3 A demonstration of lateral inhibition in the Limulus. The 

records show the response recorded by the electrode in the nerve 

fi ber of receptor A: (a) when only receptor A is stimulated; (b) when 

receptor A and the receptors at B are stimulated together; (c) when 

A and B are stimulated, with B at an increased intensity. Adapted from Mach 

Bands: Quantitative Studies on Neural Networks in the Retina, by F. Ratliff, 1965, fi gure 3.25, p. 107. Copyright © 

1965 Holden-Day, Inc. Reprinted with permission.

(a)

A only

(b)

A + B

(c)

A + B
(increased
intensity
at B)

Electrode
recording
from A

Lateral
plexus

B
A

Light Light

Figure 3.4 The Hermann grid. Notice the gray “ghost images” at the 

intersections of the white areas, which decrease or vanish when you 

look directly at an intersection. © Cengage Learning

Figure 3.5 (a) Four squares of the Hermann grid, showing fi ve of the 

receptors under the pattern. Receptor A is located at the intersection, 

and B, C, D, and E have a black square on either side. (b) Perspective 

view of the grid and fi ve receptors, showing how the receptors (green) 

connect to bipolar cells (blue). The response of all fi ve receptors is 

100. The initial response of the bipolars matches the response of 

the receptors. Lateral inhibition travels to bipolar cell A along the red 

pathways. © Cengage Learning
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by lateral inhibition, which is indicated by the red arrows. We 
will assume for this example that the amount of lateral inhi-
bition sent by neurons B, C, D, and E to bipolar A is one-tenth 
the neuron’s initial response. Thus, each bipolar cell sends 
100 × 0.1 = 10 units of inhibition to bipolar A (red arrows), 
and the total lateral inhibition sent to A is 10 + 10 + 10 + 10 
= 40. This means that the fi nal response of bipolar A is Initial 
Response (100) − Inhibition (40) = 60.

We now look at Figure 3.7 and focus our attention on 
receptor D, which is not located at the intersection of the cor-
ridors. In this example, receptors A, D, and G receive white 
light from the corridor, so they will have an initial response of 
100. But receptors F and H are illuminated by the black part 
of the grid, so their response is lower, let’s say 20.

Focusing on the bipolars in Figure 3.8, we make the same 
assumption as before that the initial response of the bipolars 
matches the response received from the receptors. The red 
arrows show how much inhibition each bipolar sends to D. 

A and G each send 100 × 0.1 = 10 units of inhibition. F and 
H each send 20 × 0.1 = 2 units of inhibition. Thus, the total 
inhibition sent to D is 10 + 10 + 2 + 2 = 24, and bipolar D’s 
fi nal response is, therefore, (100) − (24) = 76.

Comparing the fi nal responses of A and D enables us to 
make a prediction about perception: Because the response 
of 60 associated with receptor A (at the intersection) is 
smaller than the response of 76 associated with receptor 
D (in the corridor between the black squares), the intersec-
tion should appear darker than the corridor. This is exactly 
what  happens—we perceive gray images at the intersections. 
Although the initial responses of bipolars A and D are the 
same, their fi nal responses are different, because D receives less 
lateral inhibition than A. Lateral inhibition, therefore, explains 
the dark images at the intersection. (Although the fact that 
these images disappear when we look at the intersection 
directly must be explained by some other mechanism.)

Mach Bands: Seeing Borders More Sharply Another 
perceptual effect that can be explained by lateral inhibition is 
Mach bands, illusory light and dark bands near a light–dark 
border. Mach bands were named after the Austrian physicist 
and philosopher Ernst Mach, who also lent his name to the 
“Mach number” that indicates speed compared to the speed 
of sound (Mach 2 = twice the speed of sound). You can see the 
light Mach band in Figure 3.9a along the border just to the 
right of B and the dark band along the border just to the left of 
C. (There are also bands at the other two borders in this fi gure.)

DEMONSTRATION

Creating Mach Bands in Shadows
Mach bands can be demonstrated using gray stripes, as in 

Figure 3.9, or by casting a shadow, as shown in Figure 3.10. When 

you do this, you will see a dark Mach band near the border of the 

shadow and a light Mach band on the other side of the border. The 

light Mach band is often harder to see than the dark band.

Like the dark spots in the Hermann grid, Mach bands are 
not actually present in the pattern of light and so are an  illusion. 

Figure 3.6 The bipolar cells from the circuit in Figure 3.5. Each 

bipolar cell has an initial response of 100. Bipolar cells B, C, D, and E 

each send 10 units of inhibition to bipolar cell A, as indicated by the 

red arrows. Because the total inhibition is 40, the fi nal response of 

bipolar A is 60. © Cengage Learning 2014
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Figure 3.7 (a) Four squares of the Hermann grid, as in Figure 3.5, 

but now focusing on receptor D, which is fl anked by two black 

squares. Receptor D is surrounded by receptors A, F, G, and H. Notice 

that receptors F and H are located under the two black squares, so 

they receive less light than the other receptors. (b) Perspective view 

of the grid and fi ve receptors, showing how the receptors (green) 

connect to bipolar cells (blue). The response of receptors A and G is 

100, and the response of F and H is 20. Lateral inhibition travels to 

bipolar D along the red pathways. © Cengage Learning
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Figure 3.8 The bipolar cells from the circuit in Figure 3.7. Bipolars 

A and G have an initial response of 100, and F and G have an initial 

response of 20. Bipolars A and G each send 10 units of inhibition to 

bipolar cell D; Bipolars F and H each send 2 units of inhibition to D. 

The total inhibition is 24, so the fi nal response of bipolar D is 76. 

© Cengage Learning 2014
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This is illustrated in Figure 3.9b, which shows the light intensity 
measured as we move along the line from A to D. Notice that 
the light intensity remains the same across the entire distance 
between A and B, then at the border drops to a lower level and 
remains the same between C and D. Thus, the intensity distri-
bution gives no hint of Mach bands at the borders. If percep-
tion followed intensity, we would see a light rectangle on one 
side and a darker rectangle on the other side, with no Mach 
bands. But we do see these bands, so they must be an illusion 
created by our visual system.

Our perception of these illusory bands is represented 
graphically in Figure 3.9c, which indicates the lightness we 
perceive as we move along the line from A to D. The light-
ness is high as we begin moving to the right across the lighter 
stripe, but then, near the border at B, the lightness becomes 

even higher. The upward bump at B represents this slight 
increase in lightness we see just to the left of the border. Once 
across the border, we encounter the dark Mach band, indi-
cated by the downward bump at C that represents the slight 
decrease in lightness we see just to the right of the border. VL

By using the circuit in Figure 3.11 and doing a calculation 
like the one we did for the Hermann grid, we can show that 
Mach bands can be explained by lateral inhibition. Each of 
the six receptors in this circuit sends signals to bipolar cells, 
and each bipolar cell sends lateral inhibition to its neighbors 
on both sides. Receptors A and B correspond to A and B in 
Figure 3.9, which are on the light side of the border and so 
receive intense illumination; receptors C and D are on the 
darker side and receive dim illumination. Receptors X and Y 

Figure 3.9 Mach bands at a contour between light and dark. 

(a) Just to the left of the contour, near B, a faint light band can 

be perceived, and just to the right at C, a faint dark band can be 

perceived. (b) The physical intensity distribution of the light, as 

measured with a light meter. (c) A plot showing the perceptual effect 

described in (a). The bump in the curve at B indicates the light Mach 

band, and the dip in the curve at C indicates the dark Mach band. The 

bumps that represent our perception of the bands are not present in 

the physical intensity distribution. © Cengage Learning
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Figure 3.10 Shadow-casting technique for observing Mach bands. 

Illuminate a light-colored surface with your desk lamp and cast a 

shadow with a piece of paper.

Light band

Dark band

Figure 3.11 Circuit to explain the Mach band effect based on 

lateral inhibition. The circuit works like the one for the Hermann grid in 

Figure 3.5, with each bipolar cell sending inhibition to its neighbors. If 

we know the initial output of each receptor and the amount of lateral 

inhibition, we can calculate the fi nal output of each bipolar cell. 

© Cengage Learning
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have been added to this circuit for the purposes of this cal-
culation, so A and D will receive inhibition from both sides.

Let’s assume that receptors X, A, and B generate responses 
of 100, whereas C, D, and Y generate responses of 20, as shown 
in Figure 3.11. X, A, and B result in an initial response of 100 
in their bipolar cells, and C, D, and Y cause an initial response 
of 20 in their bipolar cells. If perception were determined only 
by these responses, we would see a bright bar on the left with 
equal intensity across its width (corresponding to response = 
100) and a dimmer bar on the right with equal intensity across 
its width (corresponding to response = 20). But, as we saw in 
the Hermann grid example, we need to take lateral inhibition 
into account to determine what we perceive. We do this with 
the following calculation (Figures 3.11 and 3.12):

 1. Start with the initial response of each bipolar cell: 100 
for X, A, and B; 20 for C, D, and Y.

 2. Determine the amount of inhibition that each bipolar 
cell sends to its neighbor on each side. As with the 
Hermann grid, we will assume that the amount of 
inhibition each cell sends to the cells on either side is 
equal to one-tenth of that cell’s initial response. Thus, 
cells X, A, and B send 100 × 0.1 = 10 units of inhibi-
tion to their neighbors on each side, and cells C, D, 
and Y send 20 × 0.1 = 2 units of inhibition to their 
neighbors on each side.

 3. Determine the output of each cell by starting with its 
initial response and subtracting the amount of inhibi-
tion received from the left and from the right.

Plotting the numbers in the fi nal output results in the 
graph in Figure 3.13, similar to the one in Figure 3.9c, which 
represents the increase in lightness on the light side of the 
border at C and a decrease in lightness on the dark side at D. 
The lateral inhibition in our circuit has therefore created a 
neural pattern that looks like the Mach bands we perceive. A 
circuit similar to this one, but of much greater complexity, is 
probably responsible for the Mach bands that we see.

Lateral Inhibition and Simultaneous Contrast Simulta-
neous contrast occurs when our perception of the brightness 
or color of one area is affected by the presence of an adjacent 
or surrounding area.

DEMONSTRATION

Simultaneous Contrast
When you look at the two small squares in Figure 3.14, the one 

on the left appears much darker than the one on the right. Now, 

in a card or a piece of paper, punch two holes that are separated 

by the distance between the centers of the small squares. Posi-

tion the two holes over the squares so you are viewing the centers 

of the two small squares with the background masked off. Now 

compare your perception of lightness as seen through the left and 

right holes. VL

You may have been surprised to see that the small 
squares look the same when viewed through the holes. 

Figure 3.12 Table for determining the fi nal output of the bipolar cells 

in Figure 3.11, by starting with the initial response and subtracting 

inhibition coming from the left and right. © Cengage Learning
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the same amount of light into your eyes but look different because of 

simultaneous contrast. © Cengage Learning
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This perception occurs because the two small squares are 
actually identical shades of gray. The illusion that they are 
different, which is created by the differences in the areas sur-
rounding each square, is the simultaneous contrast effect.

An explanation for simultaneous contrast that is based 
on lateral inhibition is diagrammed in Figure 3.15, which 
shows an array of receptors that are stimulated by a pat-
tern like the one in Figure 3.14. The receptors under the two 
small squares receive the same illumination. However, the 
light area surrounding the square on the left causes receptors 
under that area to respond rapidly and to send large amounts 
of inhibition to the neurons below the center square (large 
arrows). The dark area surrounding the square on the right 
causes the receptors under that area to fi re less rapidly, so 
they send less inhibition to the neurons under the right 
square (small arrows). Because the cells under the left square 
receive more inhibition than the cells under the right square, 
their response is decreased more. This smaller response com-
pared to the response of the neurons under the right square 
causes the left square to appear darker.

This explanation, based on lateral inhibition, makes 
sense and is still accepted by some researchers, but it is diffi -
cult for lateral inhibition to explain the following perception: 
If we start at the edge of one of the center squares and move 
toward the middle of the square, the lightness appears to be 
the same, all across the square. However, because lateral inhi-
bition would affect the square more strongly near the edge, 
we would expect that the square would look lighter near the 
border and darker in the center. The fact that this does not 
occur suggests that lateral inhibition cannot be the whole 
story behind simultaneous contrast. In fact, psychologists 
have created other displays that result in perceptions that 
can’t be explained by the spread of lateral inhibition.

A Display That Can’t Be Explained 
by Lateral Inhibition
Look at the two rectangles in Figure 3.16, which is called 
White’s illusion (White, 1981). Rectangle A, on the left, 

which appears to be resting on the white area under the black 
bars, looks much darker than rectangle B, on the right, which 
appears to be located on the black bars. However, rectangles A 
and B refl ect the same amount of light. This is hard to believe 
because the two rectangles look so different, but you can 
prove this to yourself by using white paper to mask off part 
of the display and comparing parts of rectangles A and B, as 
in Figure 3.17. VL

What causes the rectangles on the left and right to 
look so different, even though they are refl ecting the same 
amount of light? We can determine if lateral inhibition 
might explain this effect by determining the amount of lat-
eral inhibition received by rectangles A and B. Figure 3.18 
shows part of rectangle A, on the left, and part of rectangle 
B, on the right. The amount of lateral inhibition that affects 
each area is indicated by the arrows, with larger arrows indi-
cating more inhibition, just as in Figure 3.15. It is clear that 
area B receives more lateral inhibition, because more of 
its border is surrounded by white. Because area B receives 
more lateral inhibition than area A, an explanation based on 
lateral inhibition would predict that area B should appear 
darker, like the left square in the simultaneous contrast dis-
play in Figure 3.15. But the opposite happens—rectangle B 
appears lighter! Clearly, White’s illusion can’t be explained 
by lateral inhibition.

What’s happening here, according to Alan Gilchrist 
and coworkers (1999), is that our perception of lightness in 

Figure 3.15 How lateral inhibition has been used to explain the 

simultaneous contrast effect. The size of the arrows indicates the 

amount of lateral inhibition. Because the square on the left receives 

more inhibition, it appears darker. © Cengage Learning

Figure 3.16 White’s illusion. The rectangles at A and B appear 

different, even though they are printed from the same ink and refl ect 

the same amount of light. From White, M. (1981). The effect of the nature of the surround on the 

perceived lightness of grey bars within square-wave test gratings. Perception, 10, 215–230. 

A B

Figure 3.17 When you mask off part of the White’s illusion display, 

as shown here, you can see that rectangles A and B are actually the 

same. (Try it!) © Cengage Learning
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infl uenced by a principle called belongingness, which states 
that an area’s appearance is infl uenced by the part of the sur-
roundings to which the area appears to belong. According 
to this idea, our perception of rectangle A would be affected 
by the white background, because it appears to be resting on 
the white background that is behind the black bars. Simi-
larly, our perception of rectangle B would be affected by the 
dark bars, because it appears to be resting on them. Thus, 
the principle of belongingness proposes that the light area 
makes area A appear darker and the dark bars make area B 
appear lighter.

Regardless of whether the idea of belongingness turns 
out to be the correct explanation, there is no question that 
some mechanism other than lateral inhibition is involved in 
our perception of White’s illusion and many other displays 
(see Adelson, 1993; Benary, 1924; Knill & Kersten, 1991; Wil-
liams et al., 1998). It isn’t surprising that we can’t explain 
some perceptions based only on what is happening in the 
retina, because there is still much more processing to be 
done before perception occurs. This processing happens 
later in the visual system, in the visual receiving area of the 
cortex and beyond.

TEST YOURSELF 3.1

1. Describe the experiment that demonstrated the effect of lateral 

inhibition in the Limulus.

2. How can lateral inhibition explain the “spots” that are perceived 

at the intersections of the Hermann grid?

3. What are Mach bands, and how can lateral inhibition explain 

our perception of them? Be sure to understand the calculations 

used in conjunction with the circuit in Figure 3.11.

4. What is simultaneous contrast? How has it been explained 

by lateral inhibition? What are some problems with this 

explanation?

5. How does White’s illusion demonstrate that there are some 

perceptual “lightness” effects that lateral inhibition cannot 

 explain? What principle has been used to explain White’s 

 illusion? What does this mean about the location of the 

 mechanism that determines lightness perception?

Processing From Retina to 
Visual Cortex and Beyond

Neural processing caused by the interactions that occur 
between neurons can leave its footprint on perception. The 
processing we have already considered has involved con-
vergence and lateral inhibition located at or near the visual 
receptors. We are now ready to consider how processing 
affects the responses of single neurons at higher levels of the 
visual system.

Responding of Single Fibers 
in the Optic Nerve
Figure 3.19 shows the optic nerve leaving the back of the 
eye, with the cross section showing that the nerve is made 
up of many individual nerve fi bers traveling together. These 
fi bers are the axons of the retinal ganglion cells (also see 
Figure 2.12). Our story begins with H. Keffer Hartline, whose 
work on lateral inhibition in the Limulus we described at the 
beginning of this chapter.

Before beginning on his Limulus research, Hartline (1938, 
1940) used the preparation diagramed in Figure 3.20—the 
opened eye cup of a frog. He isolated a single fi ber in the optic 
nerve by teasing apart the optic nerve near where it leaves the 
eye. While recording from this teased-out fi ber, Hartline illu-
minated different areas of the retina and found that the fi ber 
he was recording from responded only when a small area of 
the retina was illuminated. He called the area that caused the 
neuron to fi re the nerve fi ber’s receptive fi eld (Figure 3.20a), 
which he defi ned as follows:

The region of the retina that must receive illumina-
tion in order to obtain a response in any given fi ber. 
(Hartline, 1938, p. 410)

Figure 3.18 The arrows indicate the amount of lateral inhibition 

received by parts of rectangles A and B. Because the part of rectangle 

B is surrounded by more white, it receives more lateral inhibition. 

This would predict that B should appear darker than A (as in the 

simultaneous contrast display in Figure 3.14), but the opposite 

happens. This means that lateral inhibition cannot explain our 

perception of White’s illusion. © Cengage Learning

A B

Figure 3.19 The optic nerve, which leaves the back of the eye, 

contains about one million optic nerve fi bers in the human. © Cengage Learning
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Hartline went on to emphasize that a fi ber’s receptive fi eld 
covers a much greater area than a single rod or cone receptor. 
The fact that a fi ber’s receptive fi eld covers hundreds or even 
thousands of receptors means that the fi ber is receiving con-
verging signals from all of these receptors. Finally, Hartline 
noted that the receptive fi elds of many different fi bers overlap 
(Figure 3.20b). This means that shining light on a particular 
point on the retina activates many ganglion cell fi bers.

One way to think about receptive fi elds is to imagine a 
football fi eld and a grandstand full of spectators, each with a 
pair of binoculars trained on one small area of the fi eld. Each 
spectator is monitoring what is happening in his or her own 
small area, and all of the spectators together are monitoring 
the entire fi eld. Since there are so many spectators, some of 
the areas they are observing will wholly or partially overlap.

To relate this “football analogy” to Hartline’s receptive 
fi elds, we can equate each spectator to an optic nerve fi ber, 
the football fi eld to the retina, and the small areas viewed 
by each spectator to receptive fi elds. Just as the spectators 
each monitor a small area but collectively take in informa-
tion about what is happening on the entire football fi eld, 
each optic nerve fi ber monitors a small area of retina, and 
all of them together take in information about what is hap-
pening over the entire retina. Of course, perception doesn’t 
occur based just on the responses of optic nerve fi bers, but 
the optic nerve fi bers do contain information about every-
thing that is happening on the retina. Researchers after 
 Hartline, who studied the responses of neurons in the cat 
and the monkey at different levels of the visual system, 
bring us closer to the neural responses that are associated 
with perception.

Researchers studying the responding of optic nerve 
fi bers in the cat discovered a property of receptive fi elds that 
Hartline had not observed in the frog. The cat receptive fi elds, 
it turns out, are arranged in a center-surround organiza-
tion, in which the area in the “center” of the receptive fi eld 
responds differently to light than the area in the “surround” 

of the receptive fi eld (Barlow et al., 1957; Hubel & Wiesel, 
1965; Kuffl er, 1953).

For the receptive fi eld in Figure 3.21a, presenting a spot of 
light to the center increases fi ring, so it is called the excitatory 
area of the receptive fi eld. In contrast, stimulation of the sur-
round causes a decrease in fi ring, so it is called the inhibi-
tory area of the receptive fi eld. This receptive fi eld is called an 
excitatory-center, inhibitory-surround receptive fi eld. The 
receptive fi eld in Figure 3.21b, which responds with inhibi-
tion when the center is stimulated and excitation when the 
surround is stimulated, is an inhibitory-center, excitatory-
surround receptive fi eld.

The discovery that receptive fi elds can have oppositely 
responding areas made it necessary to modify Hartline’s 
defi nition of receptive fi eld to the retinal region over which a cell 
in the visual system can be infl uenced (excited or inhibited) by light 
(Hubel & Wiesel, 1961). The word “infl uences” and reference 
to excitation and inhibition make it clear that any change 
in fi ring—either an increase or a decrease—needs to be taken 
into account in determining a neuron’s receptive fi eld.

The discovery of center-surround receptive fi elds was 
also important because it showed that neural processing 
could result in neurons that respond best to specifi c patterns 
of illumination. This is illustrated by an effect called c enter-
surround antagonism, illustrated in Figure 3.22. A small 
spot of light presented to the excitatory center of the recep-
tive fi eld causes a small increase in the rate of nerve fi ring (a), 
and increasing the light’s size so that it covers the entire 
center of the receptive fi eld increases the cell’s response, as 
shown in (b).

Center-surround antagonism comes into play when the 
spot of light becomes large enough that it begins to cover the 
inhibitory area, as in (c) and (d). Stimulation of the inhibi-
tory surround counteracts the center’s excitatory response, 
causing a decrease in the neuron’s fi ring rate. Thus, because 
of center-surround antagonism, this neuron responds best to 
a spot of light that is the size of the excitatory center of the 
receptive fi eld.

We can explain center-surround receptive fi elds and  center-
surround antagonism in terms of neural processing by 
describing the operation of a neural circuit, which, as you will 
recall from Chapter 2, is a group of interconnected neurons. 
Figure 3.23 shows a neural circuit consisting of seven r eceptors. 

Figure 3.20 (a) Hartline’s experiment in which he determined which 

area of a frog’s retina caused fi ring in a single optic nerve fi ber. This 

area is called the receptive fi eld of that optic nerve fi ber. (b) Receptive 

fi elds of three optic nerve fi bers. These receptive fi elds overlap, so 

stimulating at a particular point on the retina will generally activate a 

number of fi bers in the optic nerve. © Cengage Learning 2014
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Figure 3.21 Center-surround receptive fi elds. (a) Excitatory center, 

inhibitory surround; (b) inhibitory center, excitatory surround. © Cengage 
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These neurons, working together, help create the excitatory-
center, inhibitory-surround receptive fi eld of neuron B.

Receptors 1 and 2 synapse on neuron A; receptors 3, 4, 
and 5 synapse on neuron B; and receptors 6 and 7 synapse on 
neuron C. All of these synapses are excitatory, as indicated by 
the Y’s and + signs. Additionally, neurons A and C synapse 
on neuron B, with both of these synapses being inhibitory, as 
indicated by the vertical lines and – signs. Let’s now consider 
how stimulating these receptors will affect the fi ring of B. 
Stimulating receptors 3, 4, and 5 causes B’s fi ring to increase 
because their synapses with B are excitatory. This is what we 
would expect, because receptors 3, 4, and 5 are located in the 
excitatory center of the receptive fi eld.

Now consider what happens when we stimulate receptors 1 
and 2. Both of these receptors connect to A with excitatory syn-
apses, so illuminating these receptors causes A’s fi ring to increase. 
A’s signal then travels to neuron B, but because its synapse onto 
B is inhibitory, this signal causes B’s fi ring to decrease. This is 
what we would expect, because receptors 1 and 2 are located in 
the inhibitory surround of the receptive fi eld. The same thing 
happens when we illuminate receptors 6 and 7, which are also 
located in the inhibitory surround. Thus, stimulating anywhere 
in the center (green area) causes B’s fi ring to increase. Stimulating 
anywhere in the surround (red area) causes B’s fi ring to decrease.

It is easy to see that neuron B would respond poorly 
when all of the receptors are illuminated simultaneously, 

because the excitation from 1, 2, and 3 and the inhibition 
from A and C would counteract each other, causing center-
surround antagonism. Although an actual ganglion cell neu-
ron receives signals from many more than seven receptors, 
and the wiring diagram is much more complex than shown 
in our example, the basic principle described here operates. 
Center-surround receptive fi elds are created by the interplay 
between excitation and inhibition.

Research on receptive fi elds ushered in a new era of 
research on neural processing because researchers realized 
that they could follow the effects of processing through dif-
ferent levels of the visual system by determining which pat-
terns of light are most effective in generating a response in 
neurons at each level. This was the strategy adopted by David 
Hubel and Thorsten Wiesel, who extended the study of 
 receptive fi elds into the cortex.

Hubel and Wiesel’s Rationale for 
Studying Receptive Fields
Hubel and Wiesel (1965) state their tactic for understanding 
vision as follows:

One approach . . . is to stimulate the retina with 
 patterns of light while recording from single 
cells or fi bers at various points along the visual 
 pathway. For each cell, the optimum stimulus can 
be  determined, and one can note the characteristics 
 common to cells at each level in the visual pathway, 
and compare a given level with the next. (Hubel & 
Wiesel, 1965, p. 229)

Hubel and Wiesel’s research, which earned them the Nobel 
Prize in Physiology and Medicine in 1981, showed how neu-
rons at higher levels of the visual system become tuned to 
respond best to more and more specifi c kinds of stimuli. To 
do this, Hubel and Wiesel modifi ed Hartline’s procedure for 
presenting light to the retina. Instead of shining light directly 
into the animal’s eye, Hubel and Wiesel had animals look at 
a screen on which they projected stimuli.

Figure 3.22 Response of an excitatory-

center, inhibitory-surround receptive fi eld 

as stimulus size is increased. Shading 

indicates the area stimulated with 

light. The response to the stimulus is 

indicated below each receptive fi eld. The 

largest response occurs when the entire 

excitatory area is illuminated, as in (b). 

Increasing stimulus size further causes a 

decrease in fi ring due to center-surround 

antagonism. © Cengage Learning
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Figure 3.23 A seven-receptor neural circuit underlying a center-

surround receptive fi eld. Receptors 3, 4, and 5 are in the excitatory 
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METHOD

Presenting Stimuli to Determine Receptive Fields
A neuron’s receptive fi eld is determined by presenting a stimulus, 

such as a spot of light, to different places on the retina to deter-

mine which areas result in no response, an excitatory response, 

or an inhibitory response. Hubel and Wiesel projected stimuli 

onto a screen (Figure 3.24). The animal, usually a cat or monkey, 

was anesthetized and looked at the screen, its eyes focused with 

glasses so that whatever was presented on the screen would be 

in focus on the back of the eye.

Because the cat’s eye remains stationary, each point on the 

screen corresponds to a point on the cat’s retina. Thus, a stimulus 

at point A on the screen creates an image on point A on the retina, 

B creates an image on B, and C on C. There are many advantages 

to projecting an image on a screen. Stimuli are easier to control 

compared to projecting light directly into the eye (especially for 

moving stimuli); they are sharper; and it is easier to present 

complex stimuli such as faces or scenes.

An important thing to remember about receptive fi elds, which 

is always true no matter what method is used, is that the receptive 

fi eld is always on the retina. It doesn’t matter where the neuron 

is—the neuron can be in the retina, the visual cortex, or elsewhere 

in the brain, but the receptive fi eld is always on the retina, 

because that is where the stimuli are received.

Figure 3.25a repeats the overall view of the visual system 
from Chapter 2, which shows how signals leaving the eye 

Figure 3.24 Recording electrical signals from a fi ber in the optic 

nerve of an anesthetized cat. Each point on the screen corresponds to 

a point on the cat’s retina. © Cengage Learning
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Figure 3.25 (a) Side view of the visual system, 

showing the major sites along the primary visual 

pathway where processing takes place: the eye, 

the optic nerve, the lateral geniculate nucleus, and 

the visual receiving area of the cortex. (b) Visual 

system seen from underneath the brain, showing 

the superior colliculus, which receives some of the 

signals from the eye. © Cengage Learning
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in the optic nerve travel to the lateral geniculate nucleus 
(LGN), and then from the LGN to the occipital lobe of the 
cerebral cortex, the 2–4 mm thick covering of the brain that 
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plays a central role in determining perception and cogni-
tion (Fischl & Anders, 2000). The occipital lobe is the visual 
receiving area—the place where signals from the retina and 
LGN fi rst reach the cortex (Figure 1.5). Viewing the under-
side of the brain in Figure 3.25b shows the pathway from eye 
to cortex, plus the superior colliculus, which receives some 
signals from the eye. This structure plays an important role 
in controlling movements of the eyes. VL

The visual receiving area is also called the striate cortex, 
because it has a striped appearance when viewed in cross sec-
tion, or area V1 to indicate that it is the fi rst visual area in the 
cortex. As indicated by the blue arrows in Figure 3.25a, signals 
also travel to other places in the cortex, but for now we focus 
on the pathway from the eye to the LGN to the visual cortex 
because this pathway was the staging ground for Hubel and 
Wiesel’s pioneering experiments.

Hubel and Wiesel’s strategy of recording from differ-
ent locations along the visual pathway included mapping 
center-surround receptive fi elds from the cat’s optic nerve 
and recording from the LGN, where they also found center-
surround receptive fi elds. The fact that little change occurred 
in receptive fi elds when moving from the optic nerve fi bers 
to neurons in the LGN made researchers wonder about the 
function of the LGN. Something must be going on there, 
because the LGN receives 90 percent of the optic nerve fi bers 
that leave the eye (the other 10 percent travel to the superior 
colliculus) and it is a complex structure containing millions 
of neurons.

One proposal of LGN function is based on the observa-
tion that the signal sent from the LGN to the cortex is smaller 
than the input the LGN receives from the retina (Figure 3.26). 
This decrease in the signal has led to the suggestion that one 
of the purposes of the LGN is to regulate neural informa-
tion as it fl ows from the retina to the cortex (Casagrande & 
Norton, 1991; Humphrey & Saul, 1994). Another important 
characteristic of the LGN is that it receives more signals from 
the cortex than from the retina (Sherman & Koch, 1986; 
Wilson et al., 1984). This “backwards” fl ow of information, 
called feedback, could also be involved in regulation of infor-
mation fl ow, the idea being that the information the LGN 

receives back from the brain may play a role in determining 
which information is sent up to the brain. As we will see later 
in the book, there is good evidence for the role of feedback in 
perception. For now, we will continue our journey up the visual 
pathway, traveling from the LGN to the visual receiving area.

Receptive Fields of Neurons 
in the Visual Cortex
Hubel and Wiesel’s initial research on cortical neurons 
focused on the striate cortex (area V1) because this is where 
signals fi rst arrive in the cortex. By fl ashing spots of light on 
different places in the retina, Hubel and Wiesel found cells 
in the striate cortex with receptive fi elds that, like center-
surround receptive fi elds of neurons in the retina and LGN, 
have excitatory and inhibitory areas. However, these areas are 
arranged side by side rather than in the center-surround con-
fi guration (Figure 3.27a). Cells with these side-by-side recep-
tive fi elds are called simple cortical cells.

We can tell from the layout of the excitatory and inhibi-
tory areas of the simple cell shown in Figure 3.27a that a 
cell with this receptive fi eld would respond best to vertical 
bars. As shown in Figure 3.27b, a vertical bar that illuminates 
only the excitatory area causes high fi ring, but as the bar is 
tilted so the inhibitory area is illuminated, fi ring decreases 
(Figure 3.27c).

The relationship between orientation and fi ring is indi-
cated by a neuron’s orientation tuning curve, which is 
determined by measuring the responses of a simple corti-
cal cell to bars with different orientations. The tuning curve 
in  Figure  3.27d shows that the cell responds with 25 nerve 
impulses per second to a vertically oriented bar and that the 
cell’s response decreases as the bar is tilted away from the ver-
tical and begins stimulating inhibitory areas of the neuron’s 
receptive fi eld. Notice that a bar tilted 20 degrees from the ver-
tical elicits only a small response. This particular simple cell 
responds best to a bar with a vertical orientation, but there are 
other simple cells that respond to other orientations, so there 
are neurons that respond to all of the orientations that exist 
in the environment.

Although Hubel and Wiesel were able to use small spots 
of light to map the receptive fi elds of simple cortical cells like 
the one in Figure 3.27, they found that many of the cells they 
encountered in the striate cortex and nearby visual areas 
did not respond to small spots of light. In his Nobel lecture, 
Hubel describes how he and Wiesel were becoming increas-
ingly frustrated in their attempts to get these cortical neurons 
to fi re, when something startling happened: As they inserted 
a glass slide containing a spot stimulus into their slide projec-
tor, a cortical neuron “went off like a machine gun” (Hubel, 
1982). The neuron, as it turned out, was responding not to 
the spot at the center of the slide that Hubel and Wiesel had 
planned to use as a stimulus, but to the image of the slide’s 
edge moving downward on the screen as the slide dropped 
into the projector (Figure 3.28). Upon realizing this, Hubel 
and Wiesel changed their stimuli from small spots to moving 

Figure 3.26 Information fl ow into and out of the LGN. The sizes of 

the arrows indicate the sizes of the signals. © Cengage Learning
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lines and were then able to fi nd cells that responded to ori-
ented moving bars. As with simple cells, a particular neuron 
had a preferred orientation.

Hubel and Wiesel (1965) discovered that many cortical 
neurons respond best to moving barlike stimuli with specifi c 
orientations. Complex cells, like simple cells, respond best 
to bars of a particular orientation. However, unlike simple 
cells, which respond to small spots of light or to stationary 
stimuli, most complex cells respond only when a correctly 
oriented bar of light moves across the entire receptive fi eld. 

Further, many complex cells respond best to a particular 
direction of movement (Figure 3.29a). Because these neurons 
don’t respond to stationary fl ashes of light, their receptive 
fi elds are indicated not by pluses and minuses but by outlin-
ing the area that, when stimulated, elicits a response in the 
neuron.

Another type of cell, called end-stopped cells, fi re to mov-
ing lines of a specifi c length or to moving corners or angles. 
Figure 3.29b shows a light corner stimulus that is being moved 
up and down across the retina. The records to the right indi-
cate that the neuron responds best to a medium-sized corner 
that is moving upward.

Hubel and Wiesel’s fi nding that some neurons in the cor-
tex respond only to oriented lines and others respond best 
to corners was an extremely important discovery because it 
extended the idea fi rst proposed in connection with center-
surround receptive fi elds that neurons respond to some pat-
terns of light and not to others. This makes sense because 
the purpose of the visual system is to enable us to perceive 
objects in the environment, and many objects can be at least 
crudely represented by simple shapes and lines of various ori-
entations. Thus, Hubel and Wiesel’s discovery that neurons 
respond selectively to oriented lines and stimuli with spe-
cifi c lengths was an important step toward determining how 
 neurons respond to more complex objects.

Because simple, complex, and end-stopped cells fi re in 
response to specifi c features of the stimulus, such as orien-
tation or direction of movement, they are sometimes called 

Figure 3.27 (a) The receptive fi eld of a simple cortical cell. (b) This cell responds best to a vertical 

bar of light that covers the excitatory area of the receptive fi eld. (c) The response decreases as the 

bar is tilted so that it also covers the inhibitory area. (d) Orientation tuning curve of a simple cortical 

cell for a neuron that responds best to a vertical bar (orientation = 0). © Cengage Learning 2014
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Figure 3.28 When Hubel and Wiesel dropped a slide into their 

slide projector, the image of the edge of the slide moving down 

unexpectedly triggered activity in a cortical neuron. © Cengage Learning
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feature detectors. Table 3.1, which summarizes the proper-
ties of the neurons we have described so far, illustrates an 
important fact about neurons in the visual system: As we 
travel farther from the retina, neurons fi re to more complex 
stimuli. Retinal ganglion cells respond best to spots of light, 
whereas cortical end-stopped cells respond best to bars of a 
certain length that are moving in a particular direction.

Do Feature Detectors Play 
a Role in Perception?

Neural processing endows neurons with properties that make 
them feature detectors that respond best to a specifi c type 
of stimulus. When researchers show that neurons respond 
to oriented lines, they are measuring the stimulus–physiology 
relationship (Figure 3.30). But just measuring this relation-
ship does not prove that these neurons have anything to do 
with the perception of oriented lines. To demonstrate a link 
between physiology and perception, it is necessary to mea-
sure the physiology–perception relationship. One way this has 
been accomplished is by using a psychophysical procedure 
called selective adaptation.

Selective Adaptation
When we view a stimulus with a specifi c property, neurons 
tuned to that property fi re. The idea behind selective adapta-
tion is that this fi ring causes neurons to eventually become 
fatigued, or adapt. This adaptation causes two physiological 
effects: (1) the neuron’s fi ring rate decreases, and (2) the neu-
ron fi res less when that stimulus is immediately presented 
again. According to this idea, presenting a vertical line causes 
neurons that respond to vertical lines to respond, but as these 
presentations continue, these neurons eventually begin to fi re 
less to vertical lines. Adaptation is selective because only the 

Figure 3.29 (a) Response of a 

complex cell recorded from the visual 

cortex of the cat. The stimulus bar 

is moved back and forth across the 

receptive fi eld. The cell fi res best 

when the bar is positioned with a 

specifi c orientation and is moved in a 

specifi c direction. (b) Response of an 

end-stopped cell recorded from the 

visual cortex of the cat. The stimulus is 

indicated by the light area on the left. 

This cell responds best to a medium-

sized corner that is moving up. © Cengage 

Learning 2014(a)

(No response to
downward movement)

(b)
(No response

to     movement)

TABLE 3.1  Properties of Neurons in the Optic Nerve, 

LGN, and Cortex

TYPE OF CELL CHARACTERISTICS OF RECEPTIVE FIELD

Optic nerve fi ber 

(ganglion cell)

Center-surround receptive fi eld. 

Responds best to small spots, but will 

also respond to other stimuli.

Lateral geniculate Center-surround receptive fi elds very 

similar to the receptive fi eld of a 

ganglion cell.

Simple cortical Excitatory and inhibitory areas 

arranged side by side. Responds best 

to bars of a particular orientation.

Complex cortical Responds best to movement of a cor-

rectly oriented bar across the recep-

tive fi eld. Many cells respond best to 

a particular direction of movement.

End-stopped cortical Responds to corners, angles, or bars 

of a particular length moving in a 

particular direction.

© Cengage Learning
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neurons that were responding to verticals or near- verticals 
adapt, and neurons that were not fi ring do not adapt.

METHOD

Psychophysical Measurement of the Effect of 
Selective Adaptation to Orientation
Measuring the effect of selective adaptation to orientation involves 

the following three steps:

1. Measure a person’s contrast threshold to gratings with a 

 number of different orientations (Figure 3.31a). A grating’s 

contrast threshold is the minimum intensity difference between 

two adjacent bars that can just be detected. The contrast 

threshold for seeing a grating is measured by changing the 

intensity difference between the light and dark bars until 

the bars can just barely be seen. For example, it is easy to 

see the four gratings on the left of Figure 3.32, because the 

 difference in intensity between the bars is above threshold. 

However, there is only a small intensity difference between the 

bars of the grating on the far right, so it is close to the contrast 

threshold. The intensity difference at which the bars can just 

barely be seen is the contrast threshold.

2. Adapt the person to one orientation by having the person 

view a high-contrast adapting stimulus for a minute or two. 

In this example, the adapting stimulus is a vertical grating 

(Figure 3.31b).

3. Remeasure the contrast threshold of all the test stimuli 

presented in step 1 (Figure 3.31c).

The rationale behind the above procedure is that if the 
adaptation to the high-contrast grating in step 2 decreases 
the functioning of neurons that normally respond to ver-
ticals, this will cause an increase in contrast threshold so 
it is more diffi cult to see low-contrast vertical gratings. In 
other words, when vertical feature detectors are adapted, it 
is necessary to increase the difference between the black and 
white vertical bars in order to see them. Figure 3.33a shows 
that this is exactly what happens. The peak of the contrast 
threshold curve, which indicates that a large increase in the 
difference between the bars was needed to see the bars, occurs 
at the vertical adapting orientation. The important result of 
this experiment is that our psychophysical curve shows that 
adaptation selectively affects only some orientations, just 
as neurons selectively respond to only some orientations. In 
fact, comparing the psychophysically determined selective 
adaptation curve (Figure 3.33a) to the orientation tuning 

Figure 3.30 Three-part version of the 

perceptual process, showing the three basic 

relationships: stimulus–perception (green 

arrow); stimulus–physiology (orange), and 

physiology–perception (red). The descriptions 

refer to experiments described in the chapter 

that are relevant to the role of neural feature 

detectors in perception. © Cengage Learning 2014

Person can judge orientation
of bars.

Selective adaptation to an
orientation decreases
detection of that orientation.

Elimination of orientation
detectors by selective
rearing decreases ability to
see those orientations.

Oriented bar excites
complex cell in cortex.

Perception

StimuliPhysiology

Figure 3.31 Procedure for carrying out a selective adaptation 

experiment. See text for details. © Cengage Learning

(a) Measure contrast threshold at a number of orientations.

(c) Remeasure contrast thresholds for same orientations as above.

(b) Adapt to a high-contrast grating.

Figure 3.32 The contrast threshold for a grating is the minimum 

difference in intensity at which the observer can just make out the bars. 

The grating on the left is far above the contrast threshold. The ones in 

the middle have less contrast, but are still above threshold. The grating 

on the far right is near the contrast threshold. © Cengage Learning
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curve for a simple cortical neuron (Figure 3.33b) reveals that 
they are very similar. (The psychophysical curve is slightly 
wider because the adapting stimulus affects some neurons 
that respond to orientations near the adapting orientation.)

The near match between the orientation selectivity of 
neurons and the perceptual effect of selective adaptation sup-
ports the idea that orientation detectors play a role in percep-
tion. The selective adaptation experiment is measuring how 
a physiological effect (adapting the feature detectors that 
respond to a specifi c orientation) causes a perceptual result 
(decrease in sensitivity to that orientation). This evidence 
that feature detectors have something to do with perception 
means that when you look at a complex scene, such as a city 
street or a crowded shopping mall, feature detectors that are 
fi ring to the orientations in the scene are helping to construct 
your perception of the scene.

Selective Rearing
Further evidence that feature detectors are involved in per-
ception is provided by selective rearing experiments. The 
idea behind selective rearing is that if an animal is reared 
in an environment that contains only certain types of stim-
uli, then neurons that respond to these stimuli will become 
more  prevalent. This follows from a phenomenon called 
neural plasticity or experience-dependent plasticity—the 
idea that the response properties of neurons can be shaped 
by perceptual experience. According to this idea, rearing an 
animal in an environment that contains only vertical lines 
should result in the animal’s visual system having neurons 
that respond predominantly to verticals. 

This result may seem to contradict the results of the 
selective adaptation experiment just described, in which 
exposure to verticals decreases the response to verticals. How-
ever, adaptation is a short-term effect. Presenting the adapt-
ing orientation for a few minutes decreases responding to 
that orientation. In contrast, selective rearing is a longer-
term effect. Presenting the rearing orientation over a period 

of days or even weeks keeps the neurons that respond to that 
orientation active. Meanwhile, neurons that respond to ori-
entations that aren’t present are not active, so they lose their 
ability to respond to those orientations.

One way to describe the results of selective rearing exper-
iments is “Use it or lose it.” This effect was demonstrated in a 
classic experiment by Colin Blakemore and Grahame Cooper 
(1970) in which they placed kittens in striped tubes like the 
one in Figure 3.34a, so that each kitten was exposed to only 
one orientation, either vertical or horizontal. The kittens 
were kept in the dark from birth to 2 weeks of age, at which 
time they were placed in the tube for 5 hours a day; the rest of 
the time they remained in the dark. Because the kittens sat on 
a Plexiglas platform, and the tube extended both above and 
below them, there were no visible corners or edges in their 
environment other than the stripes on the sides of the tube. 
The kittens wore cones around their head to prevent them 
from seeing vertical stripes as oblique or horizontal stripes 
by tilting their heads; however, according to Blakemore and 
Cooper, “The kittens did not seem upset by the monotony of 
their surroundings and they sat for long periods inspecting 
the walls of the tube” (p. 477).

When the kittens’ behavior was tested after 5 months of 
selective rearing, they seemed blind to the orientations that 
they hadn’t seen in the tube. For example, a kitten that was 
reared in an environment of vertical stripes would pay atten-
tion to a vertical rod but ignore a horizontal rod. Following 
behavioral testing, Blakemore and Cooper recorded from 
cells in the visual cortex and determined the stimulus orien-
tation that caused the largest response from each cell.

Figure 3.34b shows the results of this experiment. Each 
line indicates the orientation preferred by a single neuron 
in the cat’s cortex. This cat, which was reared in a vertical 
environment, has many neurons that respond best to verti-
cal or near-vertical stimuli, but none that respond to hori-
zontal stimuli. The horizontally responding neurons were 
apparently lost because they hadn’t been used. The opposite 
result occurred for the horizontally reared cats. The paral-
lel between the orientation selectivity of neurons in the cat’s 

Figure 3.33 (a) Results of 

a psychophysical selective 

adaptation experiment. 

This graph shows that the 

person’s adaptation to the 

vertical grating causes a 

large decrease in her ability 

to detect the vertical grating 

when it is presented again, but 

has less effect on gratings that 

are tilted to either side of the 

vertical. (b) Orientation tuning 

curve of the simple cortical 

neuron from Figure 3.27. 

© Cengage Learning 2014
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cortex and the cat’s behavioral response to the same ori-
entation provides more evidence that feature detectors are 
involved in the perception of orientation. This connection 
between feature detectors and perception was one of the 
major discoveries of vision research in the 1960s and 1970s.

Higher-Level Neurons
The idea that perception can be explained in terms of feature 
detectors that respond to straight lines or corners was popu-
lar in the 1970s because, as anyone who has played with build-
ing blocks or Legos knows, many objects can be created from 
rectangular shapes. Objects could, according to this idea, be 
represented by the fi ring of feature detectors that responded 
to these rectangular shapes that make up the objects.

But the idea that perception was based solely on what 
might be called “stick-fi gure physiology” was not to last. 
Although researchers continued to study feature detectors in 
the striate cortex and nearby areas, vision researchers were 
beginning to pay attention to brain areas far outside of the 
striate cortex. One of these researchers was psychologist 
Charles Gross, who decided that the inferotemporal (IT) 
cortex in the temporal lobe was ripe for study (Figure 3.35a). 
He based this decision on research that showed that remov-
ing parts of the IT cortex in monkeys affected the monkeys’ 
ability to recognize objects, as well as on research on a human 
condition called prosopagnosia, in which people with tem-
poral lobe damage were unable to recognize faces.

Gross’s experiments, in which he recorded from single 
neurons in the monkey’s IT, required a great deal of endur-
ance by the experimenters, because the experiments typically 
lasted 3 or 4 days. In these experiments, Gross’s research team 
presented a variety of different stimuli to anesthetized mon-
keys. Using the projection screen procedure, they presented 
lines, squares, and circles. Some stimuli were light, and some 
dark. The dark stimuli were created by placing cardboard cut-
outs against the transparent projection screen.

Figure 3.34 (a) Striped tube used in Blakemore and Cooper’s (1970) selective rearing experiments. 

(b) Distribution of optimal orientations for 72 cells from a cat reared in an environment of vertical stripes, 

on the left, and for 52 cells from a cat reared in an environment of horizontal stripes, on the right. 

Reprinted by permission from Macmillan Publishers Ltd: Nature, from Blakemore, C., & Cooper, G. G., Development of the brain depends on the visual environment, 

228, 477–478. Copyright 1970.
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Figure 3.35 (a) Location of the inferotemporal (IT) cortex in the 

monkey. (b) Location of the fusiform face area (FFA) in the human, just 

under the temporal lobe. Both of these areas are rich in neurons that 

respond to faces. © Cengage Learning
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The discovery that neurons in the IT cortex respond to 
complex stimuli came a few days into one of their experiments, 
when they found a neuron that refused to respond to any of 
the standard stimuli like oriented lines or circles or squares. 
Nothing worked, until one of the experimenters pointed at 
something in the room, casting a shadow of his hand on the 
screen. When this hand shadow caused a burst of fi ring, the 
experimenters knew they were on to something and  began test-
ing the neuron with a variety of stimuli, including cutouts of a 
monkey’s hand. After a great deal of testing, they determined 
that this neuron responded to a handlike shape with fi ngers 
pointing up (Figure 3.36) (Rocha-Miranda, 2011; also see Gross, 
2002). After expanding the types of stimuli presented, they also 
found some neurons that responded best to faces.

Finding neurons that responded to real-life objects 
like hands and faces was a revolutionary result. Apparently, 
neural processing that occurred beyond the initial receiving 
areas studied by Hubel and Wiesel had created these neurons. 
But sometimes revolutionary results aren’t accepted imme-
diately, and Gross’s results were largely ignored when they 
were published in 1969 and 1972 (Gross et al., 1969, 1972). 
Finally, in the 1980s, other experimenters began recording 
from neurons in the IT cortex of the monkey that responded 
to faces and other complex objects (Rolls, 1981; Perrett et 
al., 1982), and in the 1990s, researchers discovered an area 
on the underside of the temporal lobe of the human cortex 
that was named the fusiform face area because it responded 
strongly to faces (Kanwisher et al., 1997; McCarthy et al., 
1997) (Figure 3.35b). We will see in the chapters that follow 
that neurons that respond to complex real-world stimuli are 
now considered the norm in vision research.

The Sensory Code

One of the goals of our discussion so far has been to explore the 
electrical signals that are the link between the environment and 
perception. The idea that nerve impulses can represent things 
in the environment is what is behind the following statement, 
written by Bernita Rabinowitz, a student in my class.

A human perceives a stimulus (a sound, a taste, etc.). 
This is explained by the electrical impulses sent to 
the brain. This is so incomprehensible, so amaz-
ing. How can one electrical impulse be perceived 
as the taste of a sour lemon, another impulse as a 
jumble of brilliant blues and greens and reds, and 
still another as bitter, cold wind? Can our whole 
complex range of sensations be explained by just 

the electrical impulses stimulating the brain? How 
can all of these varied and very concrete sensations—
the ranges of perceptions of heat and cold, colors, 
sounds, fragrances and tastes—be merely and so 
abstractly explained by differing electrical impulses?

Bernita’s question is refering to sensory coding: how the 
fi ring of neurons represents various characteristics of the environ-
ment. So far, we have described feature detectors and higher-
order neurons. The idea that the fi ring of single neurons is 
the key to understanding sensory coding is called specifi city 
coding. But another idea—that objects are represented by the 
fi ring of groups of neurons—seems more likely. We will con-
sider these ideas about coding by describing specifi city theory 
fi rst and then distributed coding and sparse coding, both of which 
involve groups of neurons.

Specifi city Coding: Representation 
by the Firing of a Specialized Neuron
Specifi city coding proposes that a particular object is rep-
resented by the fi ring of a neuron that responds only to that 
object and to no other objects. This is illustrated in Figure 3.37, 
which shows that only neuron #4 responds to Bill’s face, only 

Figure 3.36 Some of the shapes used by Gross et al. 

(1972) to study the responses of neurons in the monkey’s 

inferotemporal cortex. The shapes are arranged in order 

of their ability to cause the neuron to fi re, from none (1) to 

little (2 and 3) to maximum (6). From Gross, C. G., Rocha-Miranda, C. E., & 

Bender, D. B. (1972). Visual properties of neurons in inferotemporal cortex of the macaque. Journal 

of Neurophysiology, 5, 96–111. © The American Physiological Society (APS). All rights reserved.1 1 1 2 33 44 5 6

Figure 3.37 Specifi city coding, in which each face causes a 

different neuron to fi re. © Cengage Learning 2014
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#9 responds to Mary’s face, and only #6 responds to Raphael’s 
face. Also note that the neuron specialized to respond only 
to Bill, which we can call a “Bill neuron,” does not respond 
to Mary or Raphael. No other faces or types of objects would 
affect this neuron; it fi res only to Bill’s face.

One of the requirements of specifi city coding is that there 
are neurons that are specifi cally tuned to each object in the 
environment. The idea that there are single neurons that each 
respond only to a specifi c stimulus was proposed in the 1960s 
by Jerzy Konorski (1967) and Jerry Lettvin (see Barlow, 1995; 
Gross, 2002; Rose, 1996). Lettvin coined the term grandmother 
cell to describe this highly specifi c type of cell. A grandmother 
cell, according to Lettvin, is a neuron that responds only to 
a specifi c stimulus. This stimulus could be a specifi c image, 
such as a picture of your grandmother, or a concept, such as 
the idea of grandmothers in general (Gross, 2002). The neu-
rons in Figure 3.37 would qualify as grandmother cells.

Although the simplicity of the idea of grandmother cells 
has its appeal, it should be pointed out that when Jerry Lettvin 
proposed the term grandmother cell, he did it “tongue in cheek” 
(Gross, 2002), which presumably means that he was stating 
it as a possibility, but he didn’t really believe such neurons 
existed. Certainly, when he proposed the idea, no such neu-
rons were known. We have seen that neurons have been dis-
covered that respond to faces, but even these neurons respond 
to many different faces. Most researchers feel that specifi city 
coding is an unlikely possibility. There are just too many dif-
ferent objects (and colors and tastes and smells and sounds) in 
the world to have a separate neuron dedicated to each object. 
An alternative to the idea of specifi city coding is that a num-
ber of neurons are involved in representing an object.

Distributed Coding: Representation 
by the Firing of Large Groups of 
Neurons
Distributed coding is the representation of a particular object 
by the pattern of fi ring of a large number of neurons. Accord-
ing to this idea, Bill’s face might be represented by the pattern 
of fi ring shown in Figure 3.38a, Mary’s face would be repre-
sented by a different pattern (Figure 3.38b), and Raphael’s face 
by another pattern (Figure 3.38c). An advantage of distributed 
coding is that a large number of stimuli can be represented, 
because groups of neurons can create a huge number of dif-
ferent patterns. We will see that there is good evidence for dis-
tributed coding in all of the senses. But for some functions, a 
large number of neurons isn’t necessary. Sparse coding occurs 
when small groups of neurons are involved.

Sparse Coding: Representation by the 
Firing of a Small Number of Neurons
Sparse coding occurs when a particular object is represented 
by a pattern of fi ring of only a small group of neurons, with the 

majority of neurons remaining silent. As shown in Figure 3.39, 
sparse coding would represent Bill’s face by the pattern of 
fi ring of a few neurons. Mary’s face would be signaled by 
the pattern of fi ring of a few different neurons, but possibly 
with some overlap with the neuron’s representing Bill, and 
Raphael’s face would have yet another pattern. Notice that a 

Figure 3.38 Distributed coding, in which the face’s identity is indicated 

by the pattern of fi ring of a large number of neurons. © Cengage Learning 2014
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Figure 3.39 Sparse coding, in which the face’s identity is indicated 

by the pattern of fi ring of a small group of neurons. © Cengage Learning 2014
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particular neuron can respond to more than one stimulus. 
For example, neuron #4 responds to all three faces, although 
most strongly to Mary’s.

Recently, neurons were discovered when recording from 
the temporal lobe of patients undergoing brain surgery for epi-
lepsy. (Stimulating and recording from neurons is a common 
procedure before and during brain surgery, because it makes 
it possible to determine the exact layout of a particular per-
son’s brain.) These neurons responded to very specifi c stimuli. 
Figure 3.40 shows the records for a neuron that responded to 
pictures of the actor Steve Carell and not to other people’s 
faces (Quiroga et al., 2008). However, the researchers who dis-
covered this neuron (as well as other neurons that responded 
to other people) point out that they had only 30 minutes to 
record from these neurons, and that if more time were avail-
able, it is likely that they would have found other faces that 
would cause this neuron to fi re. Given the likelihood that 
even these special neurons are likely to fi re to more than one 
stimulus, Quiroga and coworkers (2008) suggested that their 
neurons are probably an example of sparse coding. VL

There is also other evidence that the code for represent-
ing objects in the visual system, tones in the auditory system, 
and odors in the olfactory system may involve a pattern of 
activity across a relatively small number of neurons, as sparse 
coding suggests (Olshausen & Field, 2004).

Returning to Bernita’s question about how neural fi r-
ing can represent various features in the environment, we 
can state that part of the answer is that features or objects 
are represented by the pattern of fi ring of groups of neurons. 
Sometimes the groups are small (sparse coding), sometimes 

large (distributed coding). But this is just the beginning of 
the answer to Bernita’s question. As we will see in the next 
chapter, another part of the answer involves considering how 
neurons in sensory systems are organized.

SOMETHING TO CONSIDER:

The Mind–Body Problem

One of the most famous problems in science is called the 
mind–body problem: How do physical processes such as 
nerve impulses or sodium and potassium molecules fl owing 
across membranes (the body part of the problem) become 
transformed into the richness of perceptual experience (the 
mind part of the problem)?

The mind–body problem is what my student Bernita 
was asking about when she posed her question about how 
heat and cold, colors, sounds, fragrances, and tastes can be 
explained by differing electrical impulses. One way to answer 
Bernita’s question  is to describe how stimuli are represented 
by a sensory code, as we did above. Research on sensory cod-
ing, which focuses on the relationship between stimuli in 
the environment and how neurons fi re, is often referred to 
as research on the neural correlate of consciousness (NCC), 
where consciousness can roughly be defi ned as our experi-
ences.

Does determining the NCC qualify as a solution to the 
mind–body problem? Researchers often call fi nding the NCC 
the easy problem of consciousness because it has been pos-
sible to discover many connections between neural fi ring and 
experience (Figure 3.41a). For example, Quiroga’s experiment 
showed a connection between the fi ring of some neurons in 
the hippocampus and Steve Carell’s face. Later in the book, 
we will see that there is a connection between the fi ring of 
certain neurons and experiencing different colors.

But if NCC is the “easy” problem, what is the “hard” 
problem? We encounter the hard problem when we approach 
Bernita’s question at a deeper level by asking not how physi-
ological responses correlate with experience, but how physi-
ological responses cause experience. To put it another way, 
how do physiological responses become transformed into expe-
rience? We can appreciate why this is called the hard problem 
of consciousness by stating it in terms of the fl ow of sodium 
and potassium ions we described in Chapter 2 (see page 38): 
How are sodium and potassium fl ows across a membrane 
or the nerve impulses that result from this fl ow turned into 
experiencing a person’s face or the color red (Figure 3.41b)?

Although researchers have been working to determine 
the physiological basis of perception for more than a century, 
the hard version of the mind–body problem is still unsolved. 
The fi rst diffi culty lies in fi guring out how to go about study-
ing the problem. Just looking for relationships between nerve 
fi ring and experience may not be enough to determine how 
physiological processes cause experience. Because of the hard 
problem’s diffi culty, most researchers have focused on deter-
mining the NCC. That doesn’t mean the hard version of the 

Figure 3.40 Records from a neuron in the temporal lobe that 

responded to different views of Steve Carell (top records) but did not 

respond to pictures of other well-known people (bottom records). From 

Quiroga, R. Q., Reddy, L., Kreiman, G., Koch, C., & Fried, I. (2008). Sparse but not “grandmother-cell” coding in the 

medial temporal lobe. Trends in Cognitive Sciences, 12, 87–91. Reproduced by permission.
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mind–body problem will never be solved. Many researchers 
believe that doing research on the easy problem (which, after 
all, isn’t really that easy) will eventually lead to a solution 
to the hard problem (see Baars, 2001; Block, 2009; Crick & 
Koch, 2003). For now, there is quite a bit of work to be done 

on the easy problem. This approach to the physiology of per-
ception is what the rest of this book is about.

TEST YOURSELF 3.2

1. What is a receptive fi eld? What did Hartline’s research indicate 

about receptive fi elds?

2. What are the characteristics of the receptive fi elds of a cat’s 

optic nerve and LGN neurons? What new properties were 

associated with the discovery of these receptive fi elds? How 

did these properties require that the defi nition of receptive fi eld 

be changed?

3. What function has been suggested for the LGN?

4. Describe the characteristics of simple, complex, and end-

stopped cells in the cortex. Why have these cells been called 

feature detectors?

5. How has the psychophysical procedure of selective adaptation 

been used to demonstrate a link between feature detectors 

and the perception of orientation? Be sure you understand 

the rationale behind a selective adaptation experiment and 

also how we can draw conclusions about physiology from the 

results of this psychophysical procedure.

6. How has the procedure of selective rearing been used to dem-

onstrate a link between feature detectors and perception? Be 

sure you understand the concept of neural plasticity.

7. Describe Gross’s experiments on neurons in the inferotemporal 

cortex of the monkey. Why do you think his results were initially 

ignored?

8. What is the sensory code? Describe specifi city, distributed, 

and sparse coding. Which type of coding is most likely to 

operate in sensory systems?

9. What is the mind–body problem? What is the difference 

between the “easy” problem of consciousness and the 

“hard” problem of consciousness?

Figure 3.41 (a) Solving the “easy” problem of consciousness 

involves looking for connections between physiological responding 

and experiences such as perceiving “Susan’s face” or “red.” This is 

also called the search for the neural correlate of consciousness. (b) 

Solving the “hard” problem of consciousness involves determining 

how physiological processes, such as ions fl owing across the nerve 

membrane, cause us to have experiences. © Cengage Learning

(a) “Easy” problem

(b) “Hard” problem
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THINK ABOUT IT

Remember that Mach bands are easier to see when the 
border of a shadow is slightly fuzzy. Mach bands are not 
actually present in the pattern of light and dark, so you 
need to be sure that the bands are not really in the light 
but are created by your nervous system. How can you 
 accomplish this? (p. 57)

 3. Cell A responds best to vertical lines moving to the 
right. Cell B responds best to 45-degree lines moving 
to the right. Both of these cells have an excitatory syn-
apse with cell C. How will cell C fi re to vertical lines? To 
45-degree lines? What if the synapse between B and C is 
inhibitory? (p. 65)

 1. Ralph, who is skeptical about the function of lateral 
inhibition, says, “OK, so lateral inhibition causes us to 
see Mach bands and the spots at the intersections of the 
Hermann grid. Even though these perceptual effects are 
interesting, they don’t seem very important to me. If 
they didn’t exist, we would see the world in just about 
the same way as we do with them.” (a) How would you 
respond to Ralph if you wanted to make an argument 
for the importance of lateral inhibition? (b) What is the 
possibility that Ralph could be right? (p. 56)

 2. Look for shadows, both inside and outside, and see if 
you can see Mach bands at the borders of the shadows. 
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KEY TERMS

Area V1 (p. 64)
Belongingness (p. 60)
Center-surround antagonism (p. 61)
Center-surround organization (p. 61)
Center-surround receptive fi eld (p. 61)
Cerebral cortex (p. 63)
Complex cells (p. 65)
Contrast threshold (p. 67)
Distributed coding (p. 71)
Easy problem of consciousness (p. 72)
End-stopped cell (p. 65)
Excitatory area (p. 61)
Excitatory-center, inhibitory-

surround receptive fi eld (p. 61)
Experience-dependent plasticity 

(p. 68)
Feature detectors (p. 66)

Fusiform face area (p. 70)
Grandmother cell (p. 71)
Hard problem of consciousness 

(p. 72)
Hermann grid (p. 55)
Inferotemporal (IT) cortex 

(p. 69)
Inhibitory area (p. 61)
Inhibitory-center, excitatory-surround 

receptive fi eld (p. 61)
Lightness (p. 55)
Lateral geniculate nucleus (LGN) (p. 63)
Lateral inhibition (p. 54)
Mind–body problem (p. 72)
Neural correlate of consciousness 

(NCC) (p. 72)
Neural plasticity (p. 68)

Neural processing (p. 54)
Occipital lobe (p. 64)
Ommatidia (p. 54)
Orientation tuning curve (p. 64)
Prosopagnosia (p. 69)
Receptive fi eld (p. 60)
Selective adaptation (p. 66)
Selective rearing (p. 68)
Sensory coding (p. 70)
Simple cortical cell (p. 64)
Simultaneous contrast (p. 58)
Sparse coding (p. 71)
Specifi city coding (p. 70)
Striate cortex (p. 64)
Superior colliculus (p. 64)
Visual receiving area (p. 64)
White’s illusion (p. 59)

MEDIA RESOURCES

CourseMate 

Go to CengageBrain.com to access Psychology CourseMate, 
where you will fi nd the Virtual Labs plus an interactive  eBook, 
fl ashcards, quizzes, videos, and more.

Virtual Labs VL

The Virtual Labs are designed to help you get the most out 
of this course. The Virtual Lab icons direct you to specifi c 
media demonstrations and experiments designed to help 
you visualize what you are reading about. The numbers 
 below  indicate the number of the Virtual Lab you can access 
through  Psychology CourseMate.

3.1 Lateral Inhibition in the Hermann Grid (p. 55)
Demonstration of how lateral inhibition can create the 
“spots” in the Hermann grid by affecting the fi ring rate of 
neurons in a neural circuit. 

3.2 Vasarely Illusion (p. 57)
A demonstration of how lateral inhibition can create illu-
sory lines on squares that are stacked on top of one another. 
(Courtesy of Edward Adelson)

3.3 Pyramid Illusion (p. 57)
Another way of demonstrating the Vasarely illusion. 
( Courtesy of Michael Bach)

3.4 Simultaneous Contrast (p. 58)
How perception of a small fi eld can be changed by different 
backgrounds. (Courtesy of Edward Adelson)

3.5 White’s Illusion (p. 59)
A demonstration of White’s illusion, which, as described in 
the text, illustrates a lightness effect that can’t be explained 
by lateral inhibition. (Courtesy of Edward Adelson)

3.6 Craik-Obrien-Cornsweet Effect (p. 59)
A demonstration of how the lightness of two adjacent 
squares can be determined by the fact that the visual system 
responds best to sharp changes of intensity. This effect is, 
therefore,  another demonstration of a lightness effect that 
isn’t  explained by lateral inhibition. (Courtesy of Edward 
Adelson)

3.7 Criss-Cross Illusion (p. 59)
Illustration of a another lightness illusion that can’t 
be  explained by lateral inhibition. (Courtesy of Edward 
A delson)

3.8 The Corrugated Plaid (p. 59)
A demonstration showing how the orientation of a  surface 
can affect lightness perception (Courtesy of Edward 
 Adelson)

3.9 Snake Illusion (p. 59)
Yet another lightness demonstration that can’t be explained 
by lateral inhibition. (Courtesy of Edward Adelson)

3.10 Koffka Ring (p. 59)
A demonstration showing how the spatial confi guration 
of a pattern can affect lightness perception. (Courtesy of 
 Edward Adelson)

3.11 The Visual Pathways (p. 64)
A drag-and-drop exercise that tests your knowledge of visual 
structures.

3.12 Neurons That Respond to Specifi c Faces (p. 72)
Shows the response of one neuron that responds to Marilyn 
Monroe and another neuron that responds to Josh Brolin. 
(Courtesy of Moran Cerf)
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Some Questions We Will Consider:

■  Do electrical signals that represent objects at different places in 

a scene go to different places in the brain? (p. 78)

■ How can brain damage affect a person’s perception? (p. 85)

■  Are there separate brain areas that determine our perception of 

different qualities? (pp. 84, 87)

R
esearch on the physiology of vision has been domi-
nated by two major themes: (1) describing the types 
of stimuli that cause neurons at different levels of the 

visual system to respond; and (2) describing how neurons in 
the visual system are organized. We considered the fi rst theme 
in Chapter 3 when we showed how neurons at higher levels of 
the visual system respond to more and more complex stimuli. 
This chapter considers the problem of organization. As we 
will see, this problem has been approached in a number of 
ways, all of which are important for understanding how the 
visual system processes information.

The Organized Visual 
System

Organization is important. We need to “get organized.” Com-
panies have an organizational chart. The military has a chain 
of command. Organizing information in a fi le cabinet or in 
your computer makes it easier to access information when 
you need it.

The need for organization is especially important in the 
visual system because of the tasks the visual system faces. One 
task is to process information about various characteristics, 
or features, of objects, such as size, shape, orientation, color, 
movement, and location in space. We will see that each char-
acteristic is served by separate mechanisms located at differ-
ent places in the brain. Once this information is processed, 
how are all of an object’s features combined? We don’t see 
“red,” “truck,” “long,” “ moving to the left,” separately. We see 
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The Organized Visual System

An Exploration of Spatial Organization
The Electronic Map on V1
The Cortex Is Organized in Columns
How Do Feature Detectors Respond to a Scene?
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Cortical 

Organization

▲  This beautiful pattern is a cross-section of a small area of the 

brain. The black, tree-like areas are air spaces, and the white 

and orange areas are brain tissue. The white areas, called white 

matter, are mainly nerve fibers; the orange areas, called gray 

matter, are mainly the cell bodies of neurons. The white and 

gray matter, taken together, contain the mechanisms not only 

for perception, but for everything else the brain controls and 

creates. In this chapter we consider how different perceptual 

functions are organized within the brain.

The Virtual Lab icons direct you to specific anima-

tions and videos designed to help you visualize what 

you are reading about. Virtual Labs are listed at the end 

of the chapter, keyed to the page on which they appear, 

and can be accessed through Psychology CourseMate.
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a red fi re engine speeding up the street. Organization plays a 
central role in achieving the tasks of both processing specifi c 
information and combining information to create coherent 
perceptions. The visual system accomplishes this organiza-
tion in a number of different ways. We begin by considering 
spatial organization—how different locations in the environ-
ment and on the retina are represented in the brain.

An Exploration of Spatial 
Organization

Spatial organization refers to the way stimuli at specifi c 
locations in the environment are represented by activity at 
specifi c locations in the nervous system. For example, when 
we look out at a scene, things are organized across our visual 
fi eld. There are objects to the left and right, high and low. 
This organization in visual space then becomes transformed 
into organization in the eye, when an image of the scene is 
created on the retina. It is easy to appreciate spatial organi-
zation at the level of the retinal image because this image 
is essentially a picture of the scene. But when the picture is 
transformed into electrical signals, a new type of organiza-
tion occurs in the form of “electronic maps” of the retina in 
structures higher up in the system.

The Electronic Map on V1
To begin, let’s ask how points in the retinal image are repre-
sented spatially on the striate cortex. We will determine this 
by stimulating various places on the retina and determin-
ing where neurons fi re in the cortex. Figure 4.1 shows a man 

 looking at the top of a tree so that points A, B, C, and D on 
the tree stimulate points A, B, C, and D on his retina. Mov-
ing to the cortex, the image at point A on the retina causes 
neurons at point A to fi re in the cortex. The image at point B 
causes neurons at point B to fi re, and so on.

This example shows how points on the retinal image 
cause activity in the cortex. But we can also reverse the process 
by recording from a neuron in the cortex and determining 
the location of its receptive fi eld on the retina (see Chapter 3, 
page 61). Thus, if we record from a neuron at point A in the 
cortex, its receptive fi eld will be located at point A on the ret-
ina; if we record from point B, the receptive fi eld is at point B; 
and so on. These examples show that locations on the cortex 
correspond to locations on the retina. This electronic map 
of the retina on the cortex is called a retinotopic map. This 
organized spatial map means that two points that are close 
together on an object and on the retina will activate neurons 
that are close together in the brain (Silver & Kastner, 2009).

But let’s look at this retinotopic map a little more closely, 
because it has a very interesting property that is relevant to 
perception. Although points A, B, C, and D in the cortex cor-
respond to points A, B, C, and D on the retina, you might 
notice something about the spacing of these locations. Con-
sidering the retina, we note that the man is looking at the 
top of the tree, so points A and B are both near the fovea and 
the images of points C and D at the bottom of the trunk are 
in the peripheral retina. But although the spacing between 
A and B and between C and D are the same on the retina, 
the spacing is not the same on the cortex. A and B take up 
more space on the cortex than C and D. What this means 
is that the map on the cortex is distorted, with more space 
being allotted to locations near the fovea than to locations 
in the peripheral retina. Even though the fovea accounts for 
only 0.01 percent of the retina’s area, signals from the fovea 
account for 8 to 10 percent of the retinotopic map on the 
cortex (Van Essen & Anderson, 1995). This apportioning to 
the small fovea of a large area on the cortex is called cortical 
magnifi cation (Figure 4.2).

The cortical magnifi cation factor has been determined 
in the human cortex using a technique called brain  imaging, 
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Figure 4.1 A person looking at a tree, showing how points A, B, C, 

and D are imaged on the retina and where these retinal activations 

cause activity in the brain. Although the distances between A and B 

and between C and D are about the same on the retina, the distance 

between A and B is much greater on the cortex. This is an example of 

cortical magnifi cation, in which more space is devoted to areas of the 

retina near the fovea. © Cengage Learning

Retina
Visual
cortex

8–10% of cortical
map’s area

Fovea: 0.01%
of retinal area

Figure 4.2 The magnifi cation factor in the visual system. The small 

area of the fovea is represented by a large area on the visual cortex. 

© Cengage Learning
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which makes it possible to create pictures of the brain’s 
 activity (Figure 4.3). We will describe the procedure of brain 
imaging and how this procedure has been used to measure 
the cortical magnifi cation factor in humans.

METHOD

Brain Imaging
Brain imaging refers to a number of techniques that result in 

images that show which areas of the brain are active. One of 

these techniques, positron emission tomography (PET), was 

introduced in the mid-1970s (Hoffman et al., 1976; Ter-Pogossian 

et al., 1975). In the PET procedure, a person is injected with a low 

dose of a radioactive tracer that is not harmful. The tracer enters 

the bloodstream and indicates the volume of blood fl ow. The 

basic principle behind the PET scan is that the parts of the brain 

that are active will require more “fuel” from the blood than other, 

less active parts of the brain. Thus, changes in the activity of the 

brain are accompanied by changes in blood fl ow, so monitoring 

the radioactivity of the injected tracer provides a measure of brain 

activity.

Another neuroimaging technique is functional magnetic 
 resonance imaging (fMRI). Like PET, fMRI is based on the 

measurement of blood fl ow. Because hemoglobin, which carries 

oxygen in the blood, contains an iron molecule and therefore 

has magnetic properties, presenting a magnetic fi eld to the 

brain causes the hemoglobin molecules to line up like tiny 

magnets.

fMRI indicates the presence of brain activity because the 

hemoglobin molecules in areas of high brain activity lose some 

of the oxygen they are transporting. This makes the hemoglobin 

more magnetic, so these molecules respond more strongly to 

the magnetic fi eld. The fMRI apparatus determines the relative 

activity of various areas of the brain by detecting changes in the 

magnetic response of the hemoglobin that occurs when a person 

perceives a stimulus or engages in a specifi c behavior. Because 

fMRI doesn’t require radioactive tracers and because it is more 

precise, this technique has become the main method for localizing 

brain activity in humans.
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Figure 4.3 A person in a brain scanning apparatus.
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Figure 4.4 (a) Red and blue areas show the extent of stimuli that 

were presented while a person was in an fMRI scanner. (b) Red and 

blue indicate areas of the brain activated by the stimulation in (a).

From Dougherty, R. F., et al. (2003). Visual field representations and locations of visual areas V1/2/3 

in human visual cortex. Journal of Vision, 3, 586–598. Copyright © 2003 by ARVO. All rights reserved. 

Reproduced by permission.

Robert Dougherty and coworkers (2003) used brain 
imaging to determine the magnifi cation factor in the human 
visual cortex. Figure 4.4a shows the stimulus display viewed 
by the observer, who was in an fMRI scanner. The observer 
looked directly at the center of the screen, so the dot at the 
center fell on the fovea. During the experiment, stimulus 
light was presented in two places: (1) near the center (red 
area), which illuminated a small area near the fovea; and 
(2) farther from the center (blue area), which illuminated an 
area in the peripheral retina. The areas of the brain activated 
by these two stimuli are indicated in Figure 4.4b. This activa-
tion illustrates the magnifi cation factor because stimulation 
of the small area near the fovea activated a greater area on the 
cortex (red) than stimulation of the larger area in the periph-
ery (blue). (Also see Wandell, 2011.) 

The large representation of the fovea in the cortex is also 
illustrated in Figure 4.5, which shows the space that would 
be allotted to words on a page (Wandell et al., 2009). Notice 
that the letter “a,” which is near where the person is looking 
(red arrow), is represented by a much larger area in the cortex 
than letters that are far from where the person is looking. 
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The extra cortical space allotted to letters and words at which 
the person is looking provides the extra neural processing 
needed to accomplish tasks such as reading that require high 
visual acuity (Azzopardi & Cowey, 1993).

What the magnifi cation factor means when you look at a 
scene is that information about the part of the scene you are 
looking at takes up a larger space on your cortex than an area 
of equal size that is off to the side. Another way to appreciate 
the magnifi cation factor is to do the following demonstration.

DEMONSTRATION

Cortical Magnifi cation of Your Finger
Hold your left hand at arm’s length, holding your index fi nger up. 

As you look at your fi nger, hold your right hand at arm’s length, 

about a foot to the right of your fi nger and positioned so the back 

of your hand is facing you. When you have done this, your left in-

dex fi nger (which you are still looking at) activates an area of cor-

tex as large as the area activated by your whole right hand.

One of the interesting things about the above demonstra-
tion is that when your fi nger is imaged on the fovea it takes 
up about the same space on the cortex as your hand imaged 
on the peripheral retina, but you do not perceive your fi nger 
as being as large as your hand. Instead, you see the details of 
your fi nger far better than you can see details on your hand. 
The fact that more space on the cortex translates into better 
detail vision rather than larger size is an example of the fact 
that what we perceive doesn’t exactly match the “picture” in 
the brain. We will return to this idea shortly.

The Cortex Is Organized in Columns
Determining the retinotopic map and the magnifi cation fac-
tor has kept us near the surface of the cortex. We are now 
going to consider what is happening below the surface by 

looking at the results of experiments in which a recording 
electrode was lowered into the cortex.

Location and Orientation Columns Hubel and Wiesel 
(1965) carried out a series of experiments in which they re-
corded from neurons they encountered as they lowered elec-
trodes into the cortex. When they positioned an electrode 
perpendicular to the surface of a cat’s cortex, they found that 
every neuron they encountered had its receptive fi eld at about 
the same location on the retina. Their results are shown in 
Figure 4.6a, which shows four neurons along the electrode 
track, and Figure 4.6b, which shows that these neurons’ rec-
eptive fi elds are all located at about the same place on the 
retina. From this result, Hubel and Wiesel concluded that 
the striate cortex is organized into location columns that are 
perpendicular to the surface of the cortex, so that all of the 
neurons within a location column have their receptive fi elds 
at the same location on the retina.

As Hubel and Wiesel lowered their electrodes along 
perpendicular tracks, they noted not only that the neurons 
along this track had receptive fi elds with the same location on 
the retina, but that these neurons all preferred stimuli with 
the same orientation. Thus, all cells encountered along the 
electrode track at A in Figure 4.7 fi red the most to horizontal 
lines, whereas all those along electrode track B fi red the most 
to lines oriented at about 45 degrees. Based on this result, 
Hubel and Wiesel concluded that the cortex is organized into 
orientation columns, with each column containing cells 
that respond best to a particular orientation.

Hubel and Wiesel also showed that adjacent orientation 
columns have cells with slightly different preferred orienta-
tions. When they moved an electrode through the cortex 
obliquely (not perpendicular to the surface), so that the 

Visual field Visual field representation
in the brain (V1)

Figure 4.5 Demonstration of the magnifi cation factor. A person 

looks at the red spot on the text on the left. The area of brain activated 

by each letter of the text is shown on the right. The arrows point to the 

letter a in the text on the left, and the area in the brain activated by the 

a on the right. Reprinted from Wandell, B. A., Dumoulin, S. O., & Brewer, A. A. (2009). Visual areas in 

humans. In L. Squire (Ed.), Encyclopedia of neuroscience, Fig. 6, with permission from Elsevier.
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Figure 4.6 Location column. When an electrode penetrates 

the cortex perpendicularly, the receptive fi elds of the neurons 

encountered along this track overlap. The receptive fi eld recorded at 

each numbered position along the electrode track is indicated by a 

correspondingly numbered square. © Cengage Learning
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electrode cut across orientation columns, they found that the 
neurons’ preferred orientations changed in an orderly fashion, 
so a column of cells that respond best to 90 degrees is right 
next to the column of cells that respond best to 85 degrees 
(Figure 4.8). Hubel and Wiesel also found that as they moved 
their electrode 1 millimeter across the cortex, their electrode 
passed through orientation columns that represented the 
entire range of orientations. Interestingly enough, this 1-mm 
dimension is the size of one location column.

One Location Column: Many Orientation Columns This 
1-mm dimension for location columns means that one loca-
tion column is large enough to contain orientation columns 
that cover all possible orientations. Thus, the location col-
umn shown in Figure 4.9 serves one location on the retina (all 
the neurons in the column have their receptive fi elds at about 
the same place on the retina) and contains neurons that re-
spond to all possible orientations.

Think about what this means. Neurons in that loca-
tion column receive signals from a particular location on the 
retina, which corresponds to a small area in the visual fi eld. 
Because this location column contains some neurons that 
respond to each orientation, any oriented object that falls 
within the location column’s area on the retina will cause 
some of the neurons in this location column to fi re.

A location column with all of its orientation columns, 
which has been called a hypercolumn by Hubel and Wiesel, 
receives information about all possible orientations that fall 
within a small area of the retina, and it is therefore well suited 
for processing information from a small area in the visual fi eld.1

How Do Feature Detectors Respond 
to a Scene?
Determining how the millions of neurons in the cor-
tex respond when we look at a scene such as the one in 
 Figure  4.10a is an ambitious undertaking. We will simplify 
the task by focusing on one small part of the scene—the tree 
trunk in  Figure 4.10b. We focus specifi cally on the part of the 
trunk shown passing through the three circles, A, B, and C.

1In addition to location and orientation columns, Hubel and Wiesel also 
 described ocular dominance columns. Most neurons respond better to one 
eye than to the other. This preferential response to one eye is called ocular 
 dominance, and neurons with the same ocular dominance are organized 
into  ocular dominance columns in the cortex. This means that each neuron 
 encountered along a perpendicular electrode track responds best to either the 
left eye or the right eye. There are two ocular dominance columns within each 
 hypercolumn, one for the left eye and one for the right.

White
matter Cortex

A

B

Surface of cortex

Figure 4.7 Orientation columns. All of the cortical neurons 

encountered along track A respond best to horizontal bars (indicated 

by the red lines cutting across the electrode track). All of the neurons 

along track B respond best to bars oriented at 45 degrees. © Cengage Learning

Orientation columns
within the location
column

Location column

1 mm

Figure 4.9 A location column that contains the full range of 

orientation columns. A column such as this, which contains a full 

array of orientation columns, was called a hypercolumn by Hubel and 

Wiesel. A column such as this receives information about all possible 

orientations that fall within a small area of the retina. © Cengage Learning 2014

Oblique
electrode

Preferred orientations of
neurons in each column

Figure 4.8 If an electrode is inserted obliquely into the cortex, it 

crosses a sequence of orientation columns. The preferred orientation 

of neurons in each column, indicated by the bars, changes in an 

orderly way as the electrode crosses the columns. The distance the 

electrode is advanced is exaggerated in this picture. © Cengage Learning
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82 CHAPTER 4 Cortical Organization

Figure 4.11a shows how the image of this part of the tree 
trunk is imaged on the retina. Each of the circles represents 
the area served by a location column. Figure 4.11b shows the 
location columns in the cortex. Remember that each of these 
location columns contains a complete set of orientation col-
umns (Figure 4.9). This means that the vertical tree trunk will 
activate the 90-degree orientation columns in each location 
column, as indicated by the orange areas in each column.

Thus, the continuous tree trunk is represented by the 
fi ring of neurons in a number of separated columns in the 
cortex. Although it may be a bit surprising that the tree is 
represented by separate columns in the cortex, it simply con-
fi rms a property of our perceptual system that we mentioned 
earlier: The cortical representation of a stimulus does not 
have to resemble the stimulus; it just has to contain informa-
tion that represents the stimulus. The representation of the 
tree in the visual cortex is contained in the fi rings of neurons 
in separate cortical columns. At some point in the cortex, the 
information in these separated columns must be combined 
to create our perception of the tree.

Before leaving our description of how objects are rep-
resented by feature detectors, let’s return to our scene 
 (Figure 4.12). Each circle or ellipse in the scene represents an 
area that sends information to one location column. Work-
ing together, these columns cover the entire visual fi eld, an 
effect called tiling. Just as a wall can be covered by adjacent 
tiles, the visual fi eld is served by adjacent (and often overlap-
ping) location columns (Nassi & Callaway, 2009). (Does this 
sound familiar? Remember the “football analogy” for optic 
nerve fi ber receptive fi elds in Chapter 3, in which each specta-
tor was observing a small area of the fi eld. In that example, 
the spectators were tiling the football fi eld.)

The idea that any scene is represented by activity in many 
location columns means that a scene is represented in the 
striate cortex by an amazingly complex pattern of fi ring. Just 
imagine the process we described for the three small areas 
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C

Figure 4.10 (a) A scene from the Pennsylvania 

woods. (b) Focusing in on part of a tree trunk. 

A, B, and C represent the parts of the tree trunk 

that fall on receptive fi elds in three areas of the 

retina.

(a)  Retina

A

B

C

A

B

C

(b)  Cortex

90˚ orientation
columns

Figure 4.11 (a) Receptive fi elds for the three sections of the tree 

trunk from Figure 4.10b. The neurons associated with each of these 

receptive fi elds are in different location columns. (b) Three location 

columns in the cortex. Neurons that fi re to the tree trunk’s orientation 

are within the orange areas of the location column. © Cengage Learning 2014

Figure 4.12 The yellow circles and ellipses superimposed on the 

forest scene each represent an area that sends information to one 

location column in the cortex. The way these location columns cover 

the entire receptive fi eld is called tiling.
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on the tree trunk multiplied by hundreds or thousands. Of 
course, this representation in the striate cortex is only the 
fi rst step in representing the tree. As we will now see, signals 
from the striate cortex travel to a number of other places in 
the cortex for further processing.

TEST YOURSELF 4.1

1. How is the retina mapped onto the striate cortex? What is the 

cortical magnifi cation factor, and what function does it serve?

2. Describe the technique of brain imaging. How has it been 

used to determine the retinotopic map in humans? How do the 

results of the brain imaging experiment provide evidence for 

cortical magnifi cation in the human cortex?

3. Describe location columns and orientation columns. What do 

we mean when we say that location columns and orientation 

columns are “combined”? What is a hypercolumn?

4. How do feature detectors respond to a scene? Start by 

describing how a tree trunk is represented in the cortex and 

then expand your view to the whole forest scene.

5. What does it mean to say that the cortical representation of 

a scene does not have to resemble the scene, but just has to 

contain information that represents the scene?

Streams: Pathways for 
What, Where, and How

So far, as we have been looking at types of neurons in the 
cortex and how the cortex is spatially organized into maps 
and columns, we have been describing research primarily 
from the 1960s and 1970s. Most of the research during this 
time was concerned with the striate cortex or areas near the 
striate cortex. Although a few pioneers had looked at visual 
functioning outside the striate cortex (Gross et al., 1969, 
1972; see Chapter 3, page 69), it wasn’t until the 1980s that a 
large number of researchers began investigating how visual 
stimulation causes activity in areas far beyond the striate 
cortex.

One of the most infl uential ideas to come out of this 
research is that there are pathways, or “streams,” that trans-
mit information from the striate cortex to other areas in the 
brain. This idea was introduced in 1982, when Leslie Unger-
leider and Mortimer Mishkin described experiments that dis-
tinguished two streams that served different functions.

Streams for Information 
About What and Where
Ungerleider and Mishkin (1982) used a technique called abla-
tion (also called lesioning). Ablation refers to the destruction 
or removal of tissue in the nervous system.

METHOD

Brain Ablation
The goal of a brain ablation experiment is to determine the func-

tion of a particular area of the brain. First an animal’s capacity is 

determined by testing it behaviorally. Most ablation experiments 

have used monkeys because of the similarity of their visual system 

to that of humans and because monkeys can be trained in ways 

that enable researchers to determine perceptual capacities such 

as acuity, color vision, depth perception, and object perception.

Once the animal’s perception has been measured, a particu-

lar area of the brain is ablated (removed or destroyed), either by 

surgery or by injecting a chemical that destroys tissue near the 

place where it is injected. Ideally, one particular area is removed 

and the rest of the brain remains intact. After ablation, the monkey 

is retrained to determine which perceptual capacities remain and 

which have been affected by the ablation.

Ungerleider and Mishkin presented monkeys with two 
tasks: (1) an object discrimination problem and (2) a land-
mark discrimination problem. In the object discrimination 
problem, a monkey was shown one object, such as a rectangu-
lar solid, and was then presented with a two-choice task like 
the one shown in Figure 4.13a, which included the  “target” 

Area removed
(parietal lobe)

Area removed
(temporal lobe)

(a) Object discrimination

(b) Landmark discrimination

Figure 4.13 The two types of discrimination tasks used by 

Ungerleider and Mishkin. (a) Object discrimination: Pick the correct 

shape. Lesioning the temporal lobe (shaded area) makes this task 

diffi cult. (b) Landmark discrimination: Pick the food well closer to the 

cylinder. Lesioning the parietal lobe makes this task diffi cult. 

From “Object Vision and Spatial Vision: Two Central Pathways,” by M. Mishkin, L. G. Ungerleider, & K. A. Makco, 

1983, Trends in Neuroscience, 6, 414–417, fi gure 2. Copyright © 1983, with permission from Elsevier.
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84 CHAPTER 4 Cortical Organization

object (the rectangular solid) and another stimulus, such as 
the triangular solid. If the monkey pushed aside the target 
object, it received the food reward that was hidden in a well 
under the object. The landmark discrimination problem is 
shown in Figure 4.13b. Here, the monkey’s task was to remove 
the cover of the food well that was closest to the tall cylinder.

In the ablation part of the experiment, part of the tempo-
ral lobe was removed in some monkeys. After ablation, behav-
ioral testing showed that the object discrimination problem 
was very diffi cult for monkeys with their temporal lobes 
removed. This result indicates that the pathway that reaches 
the temporal lobes is responsible for determining an object’s 
identity. Ungerleider and Mishkin therefore called the path-
way leading from the striate cortex to the temporal lobe the 
what pathway (Figure 4.14). VL

Other monkeys had their parietal lobes removed, and 
they had diffi culty solving the landmark discrimination 
problem. This result indicates that the pathway that leads to 
the parietal lobe is responsible for determining an object’s 
location. Ungerleider and Mishkin therefore called the path-
way leading from the striate cortex to the parietal lobe the 
where pathway (Figure 4.14).

The what and where pathways are also called the ventral 
pathway (what) and the dorsal pathway (where), because the 
lower part of the brain, where the temporal lobe is located, is 
the ventral part of the brain, and the upper part of the brain, 
where the parietal lobe is located, is the dorsal part of the 
brain. The term dorsal refers to the back or the upper surface 
of an organism; thus, the dorsal fi n of a shark or dolphin is 
the fi n on the back that sticks out of the water. Figure 4.15 
shows that for upright, walking animals such as humans, 
the dorsal part of the brain is the top of the brain. (Picture a 
person with a dorsal fi n sticking out of the top of his or her 
head!) Ventral is the opposite of dorsal, hence it refers to the 
lower part of the brain.

The discovery of two pathways in the cortex—one for 
identifying objects (what) and one for locating objects 

(where)—led some researchers to look back at the retina and 
LGN. Using the techniques of both recording from neu-
rons and ablation, they found that properties of the ventral 
and dorsal streams are established by two different types of 
ganglion cells in the retina, which transmit signals to differ-
ent layers of the LGN. Thus, the cortical ventral and dorsal 
streams can actually be traced back to the retina and LGN.

Although there is good evidence that the ventral and dor-
sal pathways serve different functions, it is important to note 
that (1) the pathways are not totally separated, but have con-
nections between them; and (2) signals fl ow not only “up” the 
pathway toward the parietal and temporal lobes, but “back” 
as well (Merigan & Maunsell, 1993; Ungerleider & Haxby, 
1994). It makes sense that there would be communication 
between the pathways because in our everyday behavior we 
need to both identify and locate objects, and we routinely 
coordinate these two activities every time we identify some-
thing (for example, a pen) and take action with regard to it 
(picking up the pen and writing with it). Thus, there are two 
distinct pathways, but some information is shared between 
them. The “backward” fl ow of information, called feedback 
(see page 64), provides information from higher centers that 
can infl uence the signals fl owing into the system. This feed-
back is one of the mechanisms behind top-down processing, 
introduced in Chapter 1 (page 10).

Streams for Information 
About What and How
Although the idea of ventral and dorsal streams has been 
generally accepted, David Milner and Melvyn Goodale (1995; 
see also Goodale & Humphrey, 1998, 2001) have suggested 
that the dorsal stream does more than just indicate where an 
object is. Milner and Goodale propose that the dorsal stream 
is for taking action, such as picking up an object. Taking 
this action would involve knowing the location of the object, 
consistent with the idea of where, but it goes beyond where to 
involve a physical interaction with the object. Thus, reach-
ing to pick up a pen involves information about the pen’s 

Occipital lobe
(primary visual
receiving area)

Temporal lobe

Parietal lobe
Where/How

What

Dorsal
pathway

Ventral
pathway

Figure 4.14 The monkey cortex, showing the what, or ventral, 

pathway from the occipital lobe to the temporal lobe, and the where, 

or dorsal, pathway from the occipital lobe to the parietal lobe. The 

where pathway is also called the how pathway. From “Object Vision and Spatial 

Vision: Two Central Pathways,” by M. Mishkin, L. G. Ungerleider, & K. A. Makco, 1983, Trends in Neuroscience, 6, 

414–417, fi gure 1. Copyright © 1983, with permission from Elsevier.

Dorsal for back

Dorsal for brain

Ventral for brain

Figure 4.15 Dorsal refers to the back surface of an organism. In 

upright standing animals such as humans, dorsal refers to the back of 

the body and to the top of the head, as indicated by the arrows and 

the curved dashed line. Ventral is the opposite of dorsal. © Cengage Learning
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 location plus movement of the hand toward the pen. Accord-
ing to this idea, the dorsal stream provides information about 
how to direct action with regard to a stimulus.

Evidence supporting the idea that the dorsal stream is 
involved in how to direct action is provided by the discov-
ery of neurons in the parietal cortex that respond (1) when a 
monkey looks at an object and (2) when it reaches toward the 
object (Sakata et al., 1992; also see Taira et al., 1990). But the 
most dramatic evidence supporting the idea of a dorsal how 
or action stream comes from neuropsychology—the study of 
the behavioral effects of brain damage in humans.

METHOD

Double Dissociations in Neuropsychology
One of the basic principles of neuropsychology is that we can 

understand the effects of brain damage by determining double 
dissociations, which involve two people: In one person, dam-

age to one area of the brain causes function A to be absent while 

function B is present; in the other person, damage to another area 

of the brain causes function B to be absent while function A is 

present.

Ungerleider and Mishkin’s monkeys provide an example of a 

double dissociation. The monkey with damage to the temporal 

lobe was unable to discriminate objects (function A) but had the 

ability to solve the landmark problem (function B). The monkey with 

damage to the parietal lobe was unable to solve the landmark prob-

lem (function B) but was able to discriminate objects (function A). 

These two fi ndings, taken together, are an example of a double dis-

sociation. The fact that object discrimination and the landmark task 

can be disrupted separately and in opposite ways means that these 

two functions operate independently of one another.

An example of a double dissociation in humans is provided by 

two hypothetical patients. Alice, who has suffered damage to her 

temporal lobe, has diffi culty naming objects but has no trouble in-

dicating where they are located (Table 4.1a). Bert, who has parietal 

lobe damage, has the opposite problem—he can identify objects 

but can’t tell exactly where they are located (Table 4.1b). The 

cases of Alice and Bert, taken together, represent a double dis-

sociation and enable us to conclude that recognizing objects and 

locating objects operate independently of each other.

The Behavior of Patient D.F. The method of determining 
dissociations was used by Milner and Goodale (1995) to study 
D.F., a 34-year-old woman who suffered damage to her ventral 
pathway from carbon monoxide poisoning caused by a gas 

leak in her home. One result of the brain damage was that 
D.F. was not able to match the orientation of a card held in her 
hand to different orientations of a slot. This is shown in the 
left circle in Figure 4.16a. Each line in the circle indicates the 
orientation to which D.F. adjusted the card. Perfect match-
ing performance would be indicated by a vertical line for each 
trial, but D.F.’s responses are widely scattered. The right circle 
shows the accurate performance of the normal controls.

Because D.F. had trouble orienting a card to match 
the orientation of the slot, it would seem reasonable that 
she would also have trouble placing the card through the 
slot, because to do this she would have to turn the card so 
that it was lined up with the slot. But when D.F. was asked 
to “mail” the card through the slot, she could do it! Even 
though D.F. could not turn the card to match the slot’s 
orientation, once she started moving the card toward the 
slot, she was able to rotate it to match the orientation of the 
slot (Figure 4.16b). Thus, D.F. performed poorly in the static 
orientation-matching task but did well as soon as action was 
involved (Murphy et al., 1996). Milner and Goodale inter-
preted D.F.’s behavior as showing that there is one mecha-
nism for judging orientation and another for coordinating 
vision and action.

These results for D.F. demonstrate a double dissociation 
when compared with other patients whose symptoms are the 
opposite of D.F.’s, and such people do, in fact, exist. These 
people can judge visual orientation, but they can’t accom-
plish the task that combines vision and action. As we would 
expect, whereas D.F.’s ventral stream is damaged, these other 
people have damage to their dorsal streams.

Based on these results, Milner and Goodale suggested 
that the ventral pathway should still be called the what 

D.F. Control

D.F. Control

(a) Static orientation matching

(b) Active “posting”

Figure 4.16 Performance of D.F. and a person without brain 

damage on two tasks: (a) judging the orientation of a slot; and 

(b) placing a card through the slot. See text for details. From The Visual 

Brain in Action by A. D. Milner and M. A. Goodale. Copyright © 1995 by Oxford University Press. Reprinted by 

permission.

© Cengage Learning 2014

TABLE 4.1 A Double Dissociation

 NAMING 
OBJECTS

DETERMINING 
OBJECT’S LOCATION

(a)  ALICE: Temporal lobe 

damage (ventral stream)

NO YES

(b)  BERT: Parietal lobe 

damage (dorsal stream)

YES NO
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pathway, as Ungerleider and Mishkin suggested, but that a 
better description of the dorsal pathway would be the how 
pathway, or the action pathway, because it determines how a 
person carries out an action. As sometimes occurs in science, 
not everyone uses the same terms. Thus, some researchers 
call the dorsal stream the where pathway, and some call it 
the how or action pathway.

The Behavior of People Without Brain Damage In our 
normal daily behavior, we aren’t aware of two visual pro-
cessing streams, one for what and the other for how, because 
they work together seamlessly as we perceive objects and 
take actions toward them. Cases like that of D.F., in which 
one stream is damaged, reveal the existence of these two 
streams. But what about people without damaged brains? 
Psychophysical experiments that measure how people per-
ceive and react to visual illusions have demonstrated the 
dissociation between perception and action that was evi-
dent for D.F.

Figure 4.17a shows the stimulus used by Tzvi Ganel and 
coworkers (2008) in an experiment designed to demonstrate 
a separation of perception and action in non-brain-damaged 
subjects. This stimulus creates a visual illusion: Line 1 is 

 actually longer than line 2 (see Figure 4.17b), but line 2 appears 
longer. VL

Ganel and coworkers presented subjects with two tasks: 
(1) a length estimation task in which they were asked to indicate 
how they perceived the lines’ length by spreading their thumb 
and index fi nger, as shown in Figure 4.17c; and (2) a grasping 
task in which they were asked to reach toward the lines and 
grasp each line by its ends. Sensors on the subjects’ fi ngers 
measured the separation between the fi ngers as the subjects 
grasped the lines. These two tasks were chosen because they 
depend on different processing streams. The length estima-
tion task involves the ventral or what stream. The grasping 
task involves the dorsal or how stream.

The results of this experiment, shown in Figure 4.17d, 
indicate that in the length estimation task, subjects judged 
line 1 (the longer line) as looking shorter than line 2, but in 
the grasping task, they separated their fi ngers farther apart 
for line 1. Thus, the illusion works for perception (the length 
estimation task), but not for action (the grasping task). These 
results support the idea that perception and action are served 
by different mechanisms. An idea that originated with obser-
vations of patients with brain damage is supported by the 
performance of observers without brain damage.

(a)

(d)

(b) (c)
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Figure 4.17  (a) The size illusion used by Ganel and coworkers (2008) in which line 2 looks longer than line 1. The numbers were 

not present in the display seen by the subjects. (b) The two vertical lines from (a), showing that line 2 is actually shorter than line 1. 

(c) Subjects in the experiment adjusted the space between their fi ngers either to estimate the length of the lines (length estimation 

task) or to reach toward the lines to grasp them (grasping task). The distance between the fi ngers is measured by sensors on the 

fi ngers. (d) Results of the length estimation and grasping tasks in the Ganel et al. experiment. The length estimation task indicates 

the illusion, because the shorter line (line 2) was judged to be longer. In the grasping task, subjects separated their fi ngers more 

for the longer line (line 1), which was consistent with the physical lengths of the lines. From Ganel, T., Tanzer, M., & Goodale, M. A. (2008). A double dissociation 

between action and perception in the context of visual illusions. Psychological Science, 19, 221–225. Copyright © 2008 by SAGE Publications. Reprinted by permission of SAGE Publications.
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Modularity: Structures for 
Faces, Places, and Bodies

We have seen how the study of the visual system has pro-
gressed from Hubel and Wiesel’s discovery of neurons in the 
striate cortex and nearby areas that respond to oriented bars 
to the pioneering early experiments of Charles Gross and 
coworkers (1969, 1972), described in Chapter 3 (see page 69), 
that showed that neurons in the monkey’s inferotemporal 
(IT) cortex respond to complex stimuli like cutouts of hands 
and pictures of faces.

Although there was a delay between the publication of 
Gross’s work and when other researchers began fi nding neu-
rons that responded to complex stimuli, once they started, 
the fl oodgates opened, and one research study after another 
described neurons that responded to complex stimuli. For 
example, Keiji Tanaka and his coworkers (Ito et  al., 1995; 
Kobatake & Tanaka, 1994; Tanaka, 1993; Tanaka et al., 1991) 
recorded from cells in the temporal cortex that responded 
best to complex stimuli, as shown in Figure 4.18a. This 
cell, which responds best to a circular disc with a thin bar, 
responds poorly to the bar alone (Figure 4.18b) or the disc 
alone (Figure 4.18c). The cell does respond to the square 
shape with the bar (Figure 4.18d), but not as well as to the 
circle and bar.

In addition to discovering neurons that respond to com-
plex stimuli, researchers also found evidence that neurons 
that respond to similar stimuli are often grouped together 
in one area of the brain. A structure that is specialized to 
process information about a particular type of stimulus is 
called a module. There is a great deal of evidence that specifi c 
areas in the temporal lobe respond best to particular types 
of stimuli.

Face Neurons in the Monkey’s 
IT Cortex
Edmund Rolls and Martin Tovee (1995) measured the 
response of neurons in the monkey’s inferotemporal (IT) 
cortex (see Figure 3.35a). When they presented pictures of 
faces and pictures of nonface stimuli (mostly landscapes and 
food), they found many neurons that responded best to faces. 

Figure  4.19 shows the results for a neuron that responded 
briskly to faces but hardly at all to other types of stimuli.

What is particularly signifi cant about “face neurons” 
is that there are areas in the monkey temporal lobe that are 
particularly rich in these neurons. Doris Tsao and coworkers 
(2006) presented 96 images of faces, bodies, fruits, gadgets, 
hands, and scrambled patterns to two monkeys while record-
ing from cortical neurons inside this face area. They classi-
fi ed neurons as “face selective” if they responded at least twice 
as strongly to faces as to nonfaces. Using this criterion, they 
found that 97 percent of the cells were face selective. The 
high level of face selectivity within this area is illustrated in 
 Figure 4.20, which shows the average response for both mon-
keys to each of the 96 objects. The response to the 16 faces, 
on the left, is far greater than the response to any of the other 
objects.

(a) (b) (c) (d)

Figure 4.18 How a neuron in a monkey’s 

temporal lobe responds to a few stimuli. This 

neuron responds best to a circular disc with a thin 

bar (a). From “Coding Visual Images of Objects in Interotemporal Cortex of 

the Macaque Monkey,” by K. Tanaka, H-A. Siato, Y. Fukada, and M. Moriya, 1991, 

Journal of Neurophysiology, 66, 170–189.  Copyright © The American Physiological 

Society. Reprinted by permission.
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Figure 4.19 Size of response of a neuron in the monkey’s IT cortex 

that responds to face stimuli but not to nonface stimuli. (Based on 

data from Rolls & Tovee, 1995.)
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You may wonder how there could be neurons that 
respond best to complex stimuli such as faces. We have seen 
how neural processing that involves the mechanisms of con-
vergence, excitation, and inhibition can create neurons that 
respond best to small spots of light (see Figure 3.21, page 61). 
The same mechanisms are presumably involved in creating 
neurons that respond to more complex stimuli. Of course, 
the neural circuits involved in creating a “face-detecting” neu-
ron must be extremely complex. However, the potential for 
this complexity is there, because there are a hundred billion 
(1011) neurons and each neuron in the cortex receives inputs 
from an average of 1,000 other neurons. Based on these num-
bers, it has been estimated that there are several hundred 
trillion synaptic connections between neurons in the brain 
(Marois & Ivanoff, 2005). When we consider the vast com-
plexity of the neural interconnections that must be involved 
in creating a neuron that responds best to faces, it is easy to 
agree with the description of the brain by William James, pro-
fessor of psychology at Harvard and author of one of the fi rst 
psychology textbooks (James, 1890/1981), as “the most mys-
terious thing in the universe.”

Areas for Faces, Places, and Bodies 
in the Human Brain
Brain imaging (see Method, page 79) has been used to identify 
areas of the human brain that contain neurons that respond 
best to faces, and others that respond best to pictures of scenes 
and human bodies. In one of these experiments, Nancy Kan-
wisher and coworkers (1997) used fMRI to determine brain 
activity in response to pictures of faces and other objects, such 
as scrambled faces, household objects, houses, and hands. 
When they subtracted the response to the other objects from 
the response to the faces, Kanwisher and coworkers found 
that activity remained in an area they called the fusiform 
face area (FFA), which is located in the fusiform gyrus on the 
underside of the brain directly below the IT cortex (see Figure 
3.35b). This area is roughly equivalent to the face areas in the 

temporal cortex of the monkey. Kanwisher’s results, plus the 
results of many other experiments, have shown that the FFA is 
specialized to respond to faces (Kanwisher, 2010). VL

Additional evidence of an area specialized for the per-
ception of faces is that damage to the temporal lobe causes 
prosopagnosia—diffi culty recognizing the faces of familiar 
people. Even very familiar faces are affected, so people with 
prosopagnosia may not be able to recognize close friends or 
family members—or even their own refl ection in the mirror—
although they can easily identify such people as soon as they 
hear them speak (Burton et al., 1991; Hecaen & Angelerques, 
1962; Parkin, 1996).

In addition to the FFA, which contains neurons that are 
activated by faces, two other specialized areas in the temporal 
cortex have been identifi ed. The parahippocampal place area 
(PPA) is activated by pictures depicting indoor and outdoor 
scenes like those shown in Figure 4.21a (Aguirre et al., 1998; 
Epstein et al., 1999; Epstein & Kanwisher, 1998). Apparently 
what is important for this area is information about spatial lay-
out, because increased activation occurs both to empty rooms 
and to rooms that are completely furnished (Kanwisher, 2003). 
The other specialized area, the extrastriate body area (EBA), is 
activated by pictures of bodies and parts of bodies (but not by 
faces), as shown in Figure 4.21b (Downing et al., 2001).

The existence of neurons that are specialized to respond 
to faces, places, and bodies brings us closer to being able to 
explain how perception is based on the fi ring of neurons. It 
is likely that our perception of faces, landmarks, and people’s 
bodies depends on specifi cally tuned neurons in areas such as 
the FFA, PPA, and EBA. But it is also important to recognize 
that even though stimuli like faces and buildings activate 
specifi c areas of the brain, these stimuli also activate other 
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Figure 4.20  Results of the Tsao et al. (2006) experiment in which 

activity of neurons in the monkey’s temporal lobe was recorded in 

response to faces, other objects, and a scrambled stimulus. From Tsao, D. Y., 

Freiwald, W. A., Tootell, R. B., & Livingstone, M. S. (2006). A cortical region consisting entirely of face-selective cells. 

Science, 311, 670–674., Fig. 2b, right. Reprinted with permission from AAAS.

Figure 4.21 (a) The parahippocampal place area (PPA) is activated 

by places (top row) but not by other stimuli (bottom row). (b) The 

extrastriate body area (EBA) is activated by bodies (top), but not by 

other stimuli (bottom). Chalupa, Leo M., and John S. Werner, eds., The Visual Neurosciences, 2-vol. 

set, fi gure from pages 1179–1189, © 2003 Massachusetts Institute of Technology, by permission of The MIT Press.
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SOMETHING TO CONSIDER:

Where Vision Meets 
Memory

Some of the signals leaving the IT cortex reach structures 
in the medial temporal lobe (MTL), such as the parahippo-
campal cortex, the entorhinal cortex, and the hippocampus 
 (Figure 4.23a). These MTL structures are extremely important 
for memory. The classic demonstration of the importance of 
one of the structures in the MTL, the hippocampus, is the case 
of H.M., who had his hippocampus on both sides of his brain 
removed in an attempt to eliminate epileptic seizures that had 
not responded to other treatments (Scoville &  Milner, 1957).

The operation eliminated H.M.’s seizures, but it also elim-
inated his ability to store experiences in his memory. Thus, 
when H.M. experienced something, such as a visit from his 
doctor, he was unable to remember the experience, so the next 
time the doctor appeared, H.M. had no memory of having seen 
him. H.M.’s unfortunate situation occurred because in 1953, 
the surgeons did not realize that the hippocampus is crucial 
for the formation of long-term memories. Once they realized 
the devastating effects of removing the hippocampus on both 
sides of the brain, H.M.’s operation was never repeated.

The connection between the hippocampus and vision 
was demonstrated in experiments by R. Quian Quiroga and 
coworkers (2005, 2008) that we introduced in Chapter 3 
(page 72). These experiments showed that there are neu-
rons in the hippocampus that respond to faces of specifi c 
people, like Steve Carell (see Figure 3.40), and also to specifi c 
structures such as the Eiffel Tower or the Sydney Opera 
House. Let’s now look at these experiments in more detail.

Quiroga recorded from eight patients with epilepsy who, 
in preparation for surgery, had electrodes implanted in their 

areas of the brain as well. This is illustrated in Figure 4.22, 
which shows the results of an fMRI experiment on humans.

Figure 4.22a shows that pictures of houses, faces, and 
chairs cause maximum activation in three separate areas in the 
IT cortex. However, each type of stimulus also causes substan-
tial activity within the other areas, as shown in the three pan-
els limited to just these areas (Ishai et al., 1999, 2000). Thus, 
objects such as faces may cause a large focus of activity in an 
area specialized for faces, such as the FFA, but they also cause 
additional activity that is distributed over a wide area of the cor-
tex (Cohen & Tong, 2001; Riesenhuber & Poggio, 2000, 2002).

We can summarize what we know about organization in 
the visual system by noting that the visual system is organized 
both spatially and functionally. The spatial map is retinotopic, 
which means that points on the LGN or cortex correspond 
to specifi c points on the retina or in a scene. But spatial orga-
nization becomes weaker as we move to higher cortical areas, 
because in areas such as IT cortex, neurons have very large 
receptive fi elds that extend over large areas of the retina and 
visual fi eld. Most of the face neurons respond when the face 
is imaged on the fovea, which makes sense, because when we 
want to identify a face we usually look directly at it.

The visual system is organized functionally, with different 
streams for what and where/how and with specifi c cortical areas 
that are rich in neurons that respond to specifi c types of stim-
uli such as faces, places, and bodies. It is no coincidence that 
the stimuli that have specifi c areas in the brain are ones we see 
all the time (faces and bodies) and that are important for help-
ing us fi nd our way through the environment (place neurons).

From our story so far, it might be tempting to say that the 
IT cortex, with its neurons for faces and other complex objects, 
is “the end of the line” for processing information about 
objects. As we will now see, this conclusion may be partially 
correct, but signals from the IT cortex also continue on to 
other structures that may be involved in remembering objects.

 Something to Consider: Where Vision Meets Memory 89 

Figure 4.22 fMRI responses of the human brain to various types of stimuli: (a) areas that were 

most strongly activated by houses, faces, and chairs; (b) all areas activated by each type of stimulus. 

From Alumit Ishai, Leslie G. Ungerleider, Alex Martin, & James V. Haxby, “The representation of objects in the human occipital and temporal cortex,” Journal of 

Cognitive Neuroscience, 12 :2 (2000), 35–51. © 2000 by the Massachusetts Institute of Technology.
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90 CHAPTER 4 Cortical Organization

 hippocampus or other areas in the medial temporal lobe to help 
localize precisely where their seizures originated. Patients saw 
a number of different views of specifi c individuals and objects 
plus pictures of other things, such as faces, buildings, and ani-
mals. Not surprisingly, a number of neurons responded to some 
of these stimuli. What was surprising, however, was that some 
neurons responded to a number of different views of just one 
person or building or to a number of ways of representing that 
person or building. For example, one neuron responded to all 
pictures of the actress Jennifer Aniston, but did not respond to 
faces of other famous people, nonfamous people, landmarks, 
animals, or other objects. As we noted in Chapter 3, another 

neuron responded to pictures of actor Steve Carell. Still another 
neuron responded to photographs of Halle Berry, to drawings 
of her, to pictures of her dressed as Catwoman from Batman, 
and also to the words “Halle Berry” (Figure 4.23b).

According to Quiroga, the MTL—and especially the hip-
pocampus—is not responsible for recognizing objects. Patient 
H.M. for example, who had no hippocampus, could still rec-
ognize objects. He just couldn’t remember them later. Thus, 
just because a hippocampus neuron responds to a visual 
stimulus doesn’t mean it is responsible for seeing. What it is 
responsible for is remembering.

The possible role of these neurons in memory is sup-
ported by the way they respond to many different views of the 
stimulus, different modes of depiction, and even words signi-
fying the stimulus. These neurons are not responding to visual 
features of the pictures, but to concepts—“Jennifer Aniston,” 
“Halle Berry,” “Sydney Opera House”—that the stimuli rep-
resent. Thus, the fact that the neuron that responded to 
Jennifer Aniston also responded to Lisa Kudrow was not a 
coincidence, because both appeared on the Friends TV series. 
The response of these MTL neurons to visual stimuli appears 
to depend, therefore, on a particular person’s past experi-
ences. Thus, a football fan could conceivably have a neuron 
that responds to seeing a picture of Tom Brady, and this same 
neuron might also respond to Aaron Rogers.

The link between these MTL neurons that respond 
to visual stimuli and memory has received additional sup-
port from the results of an experiment by Hagan Gelbard-
Sagiv and coworkers (2008). These researchers had epilepsy 
patients view a series of 5- to 10-second video clips a number 
of times while recording from neurons in the MTL. The clips 
showed famous people, landmarks, and nonfamous people 
and animals engaged in various actions. As the person was 
viewing the clips, some neurons responded better to certain 
clips. For example, a neuron in one of the patients responded 
best to a clip from The Simpsons TV program.

The fi ring to specifi c video clips is similar to what 
Quiroga found for viewing still pictures. However, this exper-
iment went a step further by asking the patients to think 
back to any of the fi lm clips they had seen while the experi-
menter continued to record from the MTL neurons. One 
result is shown in Figure 4.24, which indicates the response 

Figure 4.23 (a) Location of the hippocampus and some of the other 

structures that were studied by Quiroga and coworkers (2005). (b) Some 

of the stimuli that caused a neuron in the hippocampus to fi re.
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Figure 4.24 Activity of a neuron in the MTL of an epilepsy patient as he remembered the things indicated below the record. 

A response occurs when the person remembered The Simpsons TV program. Earlier, this neuron had been shown to respond to 

viewing a video clip of The Simpsons. From Gelbard-Sagiv, H., Mukamel, R., Harel, M., Malach, R., & Fried, I. (2008). Internally generated reactivation of single neurons in human hippocampus 

during free recall. Science, 322, 96–101. Reprinted with permission from AAAS.
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by the laughter). Results such as this support the idea that 
the neurons in the MTL that respond to perceiving specifi c 
objects or events may also be involved in remembering these 
objects and events. Moran Cerf and coworkers (2010) have 
provided another demonstration of how thoughts can infl u-
ence the fi ring of neurons. Go to CourseMate to view videos 
describing this research. 

of the neuron that fi red to The Simpsons. The patent’s descrip-
tion of what he was remembering is shown at the bottom of 
the fi gure. First the patient remembered “something about 
New York,” then “the Hollywood sign.” The neuron responds 
weakly or not at all to those two memories. However, remem-
bering The Simpsons causes a large response, which continues 
as the person continues remembering the episode (indicated 

In this chapter we have seen that the brain is organized based on 
function, with neurons specialized to respond to faces, places, 
and bodies located in specifi c areas of the brain. Here we con-
sider the role of experience in creating these specialized neurons. 
There is evidence, which we will be describing in later Develop-
mental Dimensions, that some perceptual capacities, such as 
the ability to perceive movement, light–dark contrasts, faces, 
depth, tastes, and smells, are present at or near birth, although 
not at adult levels. Other capacities, such as color perception, 
depth that can be seen with one eye, and visual attention, emerge 
slightly later, also not at adult levels. Over time, these capacities 
improve—some rapidly, such as visual acuity, which reaches near 
adult levels by 9 months of age, and some over a longer time, 
such as recognizing faces, which continues developing into ado-
lescence (Grill-Spector et al., 2008; Sherf et al., 2007).

What causes this improvement over time? Biological 
maturation is clearly involved, as we saw when we described 
the connection between improvement of visual acuity and 
the development of the rod and cone receptors. On a longer 
time scale, there is evidence that some aspects of face recog-
nition depend on the emergence of the fusiform face area 
(FFA), which is not fully developed until adolescence.

In addition to biological maturation, experience in 
 perceiving the environment also plays a role in perceptual 
development. One line of evidence supporting the role of 
experience is the research on experience-dependent plasticity 
that we described in Chapter 3. Blakemore and Cooper’s 
 experiments, in which they reared kittens in striped tubes, 
showed that these kittens’ visual systems were shaped by the 
environment in which they were raised, so kittens reared see-
ing only vertical stripes had neurons that responded only to 
vertical or near vertical orientations.

Humans aren’t usually reared in deprived environments, 
but we do grow up in an environment in which many fea-
tures occur regularly, and these repeating features of the en-
vironment can infl uence how our visual system develops and, 
therefore, how we perceive. One example of this, which we de-
scribed in Chapter 1, is the fi nding that people perceive hori-
zontal and vertical orientations more easily than other ori-
entations, called the oblique effect. There is evidence that the 
oblique effect occurs because there are more cortical neurons 
that respond to horizontal and vertical orientations, and it 
is no coincidence that horizontals and verticals occur more 
frequently in the environment than slanted orientations.

The fact that experience with the environment can shape 
the nervous system is the basis of the expertise hypothesis, 

which proposes that our profi ciency in perceiving certain 
things can be explained by changes in the brain caused by 
long exposure, practice, or training (Bukach et al., 2006; 
Gauthier et al., 1999). Isabel Gauthier and coworkers (1999) 
demonstrated an expertise effect by using fMRI to determine 
the level of activity in the fusiform face area (FFA) in response 
to faces and to objects called Greebles—families of computer-
generated “beings” that all have the same basic confi guration 
but differ in the shapes of their parts ( Figure 4.25a). Initially, 
the observers were shown both human faces and Greebles. 
The results for this part of the experiment, shown by the left 
pair of bars in Figure 4.25b, indicate that the FFA neurons 
responded poorly to the Greebles but well to the faces.

The participants were then trained in “Greeble recogni-
tion” for 7 hours over a 4-day period. After the training sessions, 
participants had become “Greeble experts,” as indicated by their 
ability to rapidly identify many different Greebles by the names 
they had learned during the training. The right pair of bars in 
Figure 4.25b shows how becoming a Greeble expert affected the 
neural response in the participants’ FFA. After the training, the 
FFA neurons responded about as well to Greebles as to faces.

This result shows that the FFA area of the cortex responds 
not just to faces but to other complex objects as well, and that 
the objects that the neurons respond to can be  established 

DEVELOPMENTAL DIMENSION: Experience and Neural Responding
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Figure 4.25 (a) Greeble stimuli used by Gauthier. Participants were 

trained to name each different Greeble. (b) Brain responses to Greebles 

and faces before and after Greeble training. Reprinted by permission from Macmillan 

Publishers Ltd, Copyright 1999: Nature Neuroscience, 2, 568–573. From Figure 1a, p. 569, from Gauthier, I., 

Tarr, M. J., Anderson, A. W., Skudlarski, P. L., & Gore, J. C., “Activation of the middle fusiform ‘face area’ increases 

with experience in recognizing novel objects,” 1999.
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92 CHAPTER 4 Cortical Organization

by experience with those objects. In fact, Gauthier has also 
shown that neurons in the FFA of people who are experts in 
recognizing cars or birds respond well not only to human 
faces but to cars (for the car experts) and to birds (for the bird 
experts; Gauthier et al., 2000). Recently, another study showed 
that viewing the positions of chess pieces on a chess board 
causes a larger activation of the FFA in chess experts than in 
non-experts (Bilalic et al., 2011). Results such as these have 
led many researchers to suggest that that the reason the FFA 
responds well to faces is because we are all “face experts.” 

It is important to note that although there is good evi-
dence that experience can infl uence the types of stimuli to 
which a neuron responds, the role of experience in establishing 
the FFA as a module for faces is controversial. Some research-
ers agree with Gauthier that experience is important for est-
ablishing the FFA as a module for faces (Bukach et al., 2006); 
others argue that the FFA’s role as a face area does not depend 
on experience (Kanwisher, 2010).

Whatever the outcome of this ongoing debate about the 
FFA, there is no question that properties of neurons are in-
fl uenced by our experience with stimuli in the environment. 
This experience, which “tunes” our perceptual system to 
 respond best to what is usually present in the environment, 
is likely to play a role in determining the improvements in 
perception that occur from infancy into adulthood.

Now that you have fi nished this chapter, you have the 
background necessary to understand the physiological mate-
rial in the chapters that follow. In the next six chapters we 
will continue discussing the visual system, with each chapter 
devoted to a specifi c visual quality or process. Chapter 5 con-
tinues our discussion of how we perceive objects. We will still 
be concerned with faces, but our main focus will be objects in 

general, as well as how we perceive many objects that are orga-
nized to create scenes. One thing you will notice as you read 
the next chapter is that you won’t encounter the word neu-
ron until two-thirds of the way through the chapter. One of 
the messages of Chapter 5 is that a large amount of research 
in perception occurs at the behavioral level, measuring the 
relationship between stimuli and perception. Of course, we 
never get away from neurons, because physiology is part of the 
story. But when neurons reappear, you will be ready for them!

TEST YOURSELF 4.2

1. How has ablation been used to demonstrate the existence of 

the ventral and dorsal processing streams? What is the func-

tion of these streams?

2. How has neuropsychology been used to show that one of the 

functions of the dorsal stream is to process information about 

coordinating vision and action? How do the results of a behav-

ioral experiment support the idea of two primary streams in 

people without brain damage?

3. What is the evidence that there are modules for faces, places, 

and bodies? What is the evidence that stimuli like faces and 

places also activate a wide area of the cortex?

4. Describe the connection between vision and memory, as illus-

trated by experiments that recorded from neurons in the MTL 

and hippocampus. Describe both the experiments using still 

pictures and those using fi lm clips.

5. Describe the possible role of experience-dependent plasticity 

in determining how neurons and brain areas respond to 

(a) horizontal, vertical, and slanted lines; and (b) Greebles.

THINK ABOUT IT

 1. Ralph is hiking along a trail in the woods. The trail is 
bumpy in places, and Ralph has to avoid tripping on oc-
casional rocks, tree roots, or ruts in the trail. Nonethe-
less, he is able to walk along the trail without constantly 
looking down to see exactly where he is placing his feet. 
That’s a good thing because Ralph enjoys looking out at 
the woods to see whether he can spot interesting birds or 
animals. How can you relate this description of Ralph’s 
behavior to the operation of the dorsal and ventral 
streams in the visual system? (p. 83)

 2. Although most neurons in the striate cortex respond to 
stimulation of small areas of the retina, many neurons 
in the temporal lobe respond to areas that represent as 
much as half of the visual fi eld. What do you think the 
function of such neurons is?

 3. We have seen that the neural fi ring associated with an 
object in the environment does not necessarily look like, 
or resemble, the object. Can you think of situations that 
you encounter in everyday life in which objects or ideas 

are represented by things that 
do not exactly resemble those 
objects or ideas?

 4. We have seen that there are 
neurons that respond to 
complex shapes and also to 
environmental stimuli such 
as faces, bodies, and places. 
Which types of neurons do you 
think would fi re to the stimu-
lus in Figure 4.26? How would 
your answer to this question 
be affected if this stimulus 
were interpreted as a human 
fi gure? (“Howdy, pardner!”) 
What role would top-down 
processing play in determin-
ing the response to a cactus-as-
person  stimulus? (p. 88)

Figure 4.26 “Howdy, 

pardner.”
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KEY TERMS

Ablation (p. 83)
Action pathway (p. 86)
Brain imaging (p. 79)
Cortical magnifi cation (p. 78)
Dorsal pathway (p. 84)
Double dissociation (p. 85)
Expertise hypothesis (p. 91)
Extrastriate body area (EBA) 

(p. 88)
Functional magnetic resonance 

 imaging (fMRI) (p. 79)

Fusiform face area (FFA) (p. 88)
How pathway (p. 86)
Hypercolumn (p. 81)
Landmark discrimination problem 

(p. 84)
Location column (p. 80)
Module (p. 87)
Neuropsychology (p. 85)
Object discrimination problem (p. 83)
Ocular dominance (p. 81)
Ocular dominance column (p. 81)

Orientation column (p. 80)
Parahippocampal place area (PPA) 

(p. 88)
Positron emission tomography (PET) 

(p. 79)
Retinotopic map (p. 78)
Spatial organization (p. 78)
Tiling (p. 82)
Ventral pathway (p. 84)
What pathway (p. 84)
Where pathway (p. 84)

MEDIA RESOURCES

CourseMate 

Go to CengageBrain.com to access Psychology CourseMate, 
where you will fi nd the Virtual Labs plus an interactive  eBook, 
fl ashcards, quizzes, videos, and more.

Virtual Labs VL

The Virtual Labs are designed to help you get the most out 
of this course. The Virtual Lab icons direct you to specifi c 
media demonstrations and experiments designed to help 
you visualize what you are reading about. The numbers 
 below  indicate the number of the Virtual Lab you can access 
through  Psychology CourseMate.

4.1 fMRI Procedure in Perception Experiment (p. 79)
Shows a subject in an experiment in which the subject’s 
brain activation is measured while the subject views pictures 
in an fMRI scanner.

4.2 What and Where Streams (p. 84)
A drag-and-drop exercise to test your knowledge of the what 
and where visual pathways. 

4.3 Ganel Experiment (p. 86)
The procedure for Ganel’s experiment that is described on 
page 86. (Courtesy of Tzvi Ganel)

4.4 Meet Nancy Kanwisher (p. 88)
Describes Nancy Kanwisher’s research on modularity and 
some practical applications of this research. (Courtesy of 
McGovern Institute for Brain Research, MIT)

4.5 On-line Voluntary Control of Human Temporal 
Lobe Neurons (p. 91)
Describes neurons recorded from epilepsy patients that 
 respond to photos of Marilyn Monroe and Josh Brolin, and 
how the patients can use their minds to infl uence the fi ring 
of these neurons (Courtesy of Moran Cerf)

4.6 Thought Projection by Neurons in the Human 
Brain (p. 91)
A shorter description of the research involving thought con-
trol of Marilyn Monroe and Josh Brolin neurons. (Courtesy 
of Moran Cerf)
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Some Questions We Will Consider:
■  Why are even the most sophisticated computers unable to 

match a person’s ability to perceive objects? (p. 97)

■  Why do some perceptual psychologists say “The whole differs 

from the sum of its parts”? (p. 101)

■  Can we tell what people are perceiving by monitoring their brain 

activity? (p. 116)

■ What is special about faces? (p. 119)

■ How do infants perceive faces? (p. 120)

S
itting in the upper deck in PNC Park, home of the Pitts-
burgh Pirates, Roger looks out over the city  (Figure 5.1). 
He sees a group of about 10 buildings on the left and 

can easily tell one building from another. Looking straight 
ahead, he sees a small building in front of a larger one, and 
has no trouble telling that they are two separate buildings. 
Looking down toward the river, he notices a horizontal yel-
low band above the right fi eld bleachers. It is obvious to him 
that this is not part of the ballpark but is located across the 
river.

All of Roger’s perceptions come naturally to him and 
require little effort. But when we look closely at the scene, it 
becomes apparent that the scene poses many “puzzles.” The 
following demonstration points out a few of them.

DEMONSTRATION

Perceptual Puzzles in a Scene
The questions below refer to the areas labeled in Figure 5.2. Your 

task is to answer each question and indicate the reasoning behind 

each answer:

■ What is the dark area at A?

■  Are the surfaces at B and C facing in the same or different 

 directions?

■ Are areas B and C on the same or on different buildings?

■ Does the building at D extend behind the one at A?

CHAPTER CONTENTS

Why Is It So Difficult to Design a Perceiving 
Machine?

The Stimulus on the Receptors Is Ambiguous
Objects Can Be Hidden or Blurred
Objects Look Different From Different Viewpoints

Perceptual Organization
The Gestalt Approach to Perceptual Grouping
Gestalt Organizing Principles
Perceptual Segregation

Perceiving Scenes and Objects in Scenes
Perceiving the Gist of a Scene
Regularities in the Environment: Information for Perceiving
The Role of Inference in Perception

Connecting Neural Activity and Object Perception
Brain Activity and Identifying a Picture
Brain Activity and Seeing
Reading the Brain

SOMETHING TO CONSIDER: Are Faces Special?

DEVELOPMENTAL DIMENSION: Infant Face 
Perception

Think About It

The Virtual Lab icons direct you to specific anima-

tions and videos designed to help you visualize what 

you are reading about. Virtual Labs are listed at the end 

of the chapter, keyed to the page on which they appear, 

and can be accessed through Psychology CourseMate.

C H A P T E R  5

Perceiving Objects 

and Scenes

▲ We see this landscape easily. But beneath the ease of our 

perception are complex processes that enable us to perceive the 

shapes of objects, to separate one object from another, and to 

know that the row of trees in the foreground extends behind the 

tower on the rooftop. Most amazingly, we can tell that the small 

white shapes hidden among the far row of trees are buildings. 

This chapter considers some of the mechanisms, both mental 

and neural, that enable us to perceive objects and scenes.

VL
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Figure 5.1 It is easy to tell that there are a number of different buildings on the left and that straight 

ahead there is a low rectangular building in front of a taller building. It is also possible to tell that 

the horizontal yellow band above the bleachers is across the river. These perceptions are easy for 

humans but would be quite diffi cult for a computer vision system.
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Figure 5.2 A city “puzzle.” See Demonstration for instructions.
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 building  that is in front of a light-colored building. Or on 
what basis might you have decided that building D extends 
behind building A? It could, after all, simply end right were 
A begins. We could ask similar questions about everything 
in this scene because, as we will see, a particular pattern of 
shapes can be created by a large number of objects.

One of the messages of this chapter is that it is necessary 
to go beyond the pattern of light and dark that a scene cre-
ates on the retina to determine what is “out there.” One way 
to appreciate the importance of this “going beyond” process 
is to consider how diffi cult it has been to program even the 
most powerful computers to accomplish perceptual tasks 
that humans achieve with ease.

Consider, for example, the robotic vehicles that were 
designed to compete in the “Urban Challenge” race that 
occurred on November 3, 2007, in Victorville, California. This 
race, which was sponsored by the Defense Advanced Research 
Project Agency (DARPA), required that vehicles drive for 
55 miles through a course that resembled city streets, with 
other moving vehicles, traffi c signals, and signs. The vehi-
cles had to accomplish this feat on their own, with human 
involvement limited to entering global positioning coor-
dinates of the course’s layout into the vehicle’s guidance 

Although it may have been easy to answer the questions, 
it was probably somewhat more challenging to indicate 
what your “reasoning” was. For example, how did you know 
the dark area at A is a shadow? It could be a dark-colored 
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 system. Vehicles had to stay on course and avoid unpredict-
able traffi c without any human intervention, based only on 
the operation of onboard computer systems.

The winner of the race, a vehicle from Carnegie Mel-
lon University, succeeded in staying on course and avoiding 
other cars while maintaining an average speed of 14 miles per 
hour. Vehicles from Stanford, Virginia Tech, MIT, Cornell, 
and the University of Pennsylvania also successfully com-
pleted the course, out of a total of 11 teams that qualifi ed for 
the fi nal race. VL

The feat of navigating through the environment, espe-
cially one that contains moving obstacles, is extremely 
impressive. However, even though these robotic vehicles were 
able to avoid obstacles along a defi ned pathway, they weren’t 
able to identify most of the objects they were avoiding. For 
example, even though the Carnegie-Mellon car was able to 
avoid an obstacle in the middle of the road, it couldn’t tell 
whether the obstacle was a pile of rocks, a bush, or a dog.

One object that has received a tremendous amount of 
attention from computer vision researchers is faces, in an 
effort to develop computer surveillance systems that can 
recognize faces. With large amounts of research invested in 
computer face recognition systems, new programs have been 
developed that can determine, as well as humans can, whether 
two faces that are seen straight on, as in Figure 5.3a and b, are 
the same or different people (O’Toole, 2007; O’Toole et al., 
2007). However, when one of the faces is seen at an angle, as 
in Figure 5.3c, humans outperform computers.

Finally, computer vision systems specifi cally designed 
to determine the location of a room’s walls and to locate 

 furniture within the room are able to achieve these tasks 
crudely for some photographs, as in Figure 5.4a, but they 
often make large errors, as in Figure 5.4b (Pero et al., 2011). 
Although the location and extent of the bed in Figure 5.4b 
may be obvious to a person, it isn’t so obvious to a computer, 
even though the computer program was specifi cally designed 
to detect objects like the bed that are defi ned by straight lines. 
Even if it could fi nd the borders of the bed, determining the 
identity of other objects in the room is far beyond the capa-
bilities of this state-of-the-art program.

Why Is It So Diffi cult 
to Design a Perceiving 
Machine?

We will now describe a few of the diffi culties involved in 
designing a “perceiving machine.” Remember that the point 
of these descriptions is that although they pose diffi culties 
for computers, humans solve these problems easily.

The Stimulus on the Receptors 
Is Ambiguous
When you look at the page of this book, the image cast by the 
borders of the page on your retina is ambiguous. It may seem 
strange to say that, because once we know the shape of the 

Figure 5.3 A computer or a person can determine whether the two straight-on views in (a) and (b) are the same person, but the 

person outperforms the computer when comparing a straight-on view to a face at an angle, as in (c). From O’Toole, A. J., Harms, J., Snow, S. L., 

Hurst, D. R., Pappas, M. R., & Abdi, H. (2005). A video database of moving faces and people. IEEE Transactions on Pattern Analysis and Machine Intelligence, 27 (5), 812–816.

(a) (b) (c)

(a) (b)

Figure 5.4 (a) The lines represent the attempt 

of a computer vision program to determine the 

corners of the room and the places where the 

wall, ceiling, and fl oor meet. In this example, 

the computer does a fairly good job. (b) Another 

example for the same computer vision program, 

in which the program’s indications of the 

locations of straight-line contours in the room 

was inaccurate. From Pero, L. Del, Guan, J., Brau, E., Schlecht, J., & 

Barnard, K. (2011). Sampling bedrooms. IEEE Computer Society Conference on 

Computer Vision and Pattern Recognition (CVPR), pp. 2009–2016. Reproduced 

by permission.
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object and its distance from the eye, determining an object’s 
image on the retina is a simple geometry problem, which can 
be solved by extending “rays” from the corners of the object 
into the eye, as shown in Figure 5.5.

But the perceptual system is not concerned with deter-
mining an object’s image on the retina. It starts with the 
image on the retina, and its job is to determine the object 
“out there” that created the image. The task of determining 
the object responsible for a particular image on the retina is 
called the inverse projection problem, because it involves 
starting with the retinal image and extending rays out from 
the eye. When we do this, as shown in Figure 5.6, we see that 

the rectangular page (in red) could have created the retinal 
image, but that a number of other objects, including a tilted 
trapezoid, a much larger rectangle, and an infi nite number of 
other objects, could also have created that image. When we 
consider that a particular image on the retina can be created 
by many different objects in the environment, it is easy to see 
why we say that the image on the retina is ambiguous. VL

The ambiguity of the image on the retina is also illus-
trated by Figure 5.7a, which, when viewed from one specifi c 
location, creates a circular image on the retina and appears 
to be a circle of rocks. However, moving to another view-
point reveals that the rocks aren’t arranged in a circle after 
all (  Figure  5.7b). Thus, just as a rectangular image on the 
retina can be created by trapezoids and other nonrectangu-
lar objects, a circular image on the retina can be created by 
objects that aren’t circular.

The “environmental rock sculpture” in Figure 5.7 is 
designed to fool us by creating a special condition (viewing 
from a specifi c place) that results in an erroneous perception. 
But most of the time, erroneous perceptions such as this 
don’t occur; the visual system solves the inverse projection 
problem and determines which object out of all the possible 
objects is responsible for a particular image on the retina. 

Image on
retina

Figure 5.5 Determining the projection of an object on the retina is just 

a matter of extending rays from the object into the eye. © Cengage Learning

(a) (b)

Figure 5.7 An environmental sculpture by Thomas Macaulay. (a) When viewed from exactly the right vantage point (the 

second-fl oor balcony of the Blackhawk Mountain School of Art, Black Hawk, Colorado), the stones appear to be arranged in a 

circle. (b) Viewing the stones from the ground fl oor reveals a truer indication of their confi guration.
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Image on
retina

Objects that create the same 
image on the retina

Figure 5.6 The principle behind the inverse 

projection problem, in which the task is to 

determine which object created the image on 

the retina. This problem is diffi cult to solve 

because a particular image on the retina can 

be created by an infi nite number of objects, 

among them the two rectangles and the tilted 

trapezoid shown here. This is why we say 

that the image on the retina is ambiguous. 

© Cengage Learning
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However, as easy as this is for the human perceptual system, 
solving the inverse projection problem poses serious chal-
lenges to computer vision systems.

Objects Can Be Hidden or Blurred
Sometimes objects are hidden or blurred. Can you fi nd the 
pencil and eyeglasses in Figure 5.8? (Stop and try this before 
reading further.) Although it might take a little searching, 
people can fi nd the pencil in the foreground and the glasses 
frame sticking out from behind the computer, even though 
only a small portion of these objects is visible. People also 
easily perceive the book, scissors, and paper as whole objects, 
even though they are partially hidden by other objects.

This problem of hidden objects occurs any time one 
object obscures part of another object. This occurs frequently 
in the environment, but people easily understand that the 
part of an object that is covered continues to exist, and they 
are able to use their knowledge of the environment to deter-
mine what is likely to be present.

People are also able to recognize objects that are not in 
sharp focus, such as the faces in Figure 5.9. See how many of 
these people you can identify, and then consult the answers 
on page 123. Despite the degraded nature of these images, 
people can often identify most of them, whereas computers 
perform poorly on this task (Sinha, 2002).

Objects Look Different From 
Different Viewpoints
Another problem facing any perceiving machine is that 
objects are often viewed from different angles. This means 
that the images of objects are continually changing, depend-
ing on the angle from which they are viewed.

(a) (b) (c)

Figure 5.10 Your ability to recognize each of these views as being of the same chair is an example of viewpoint invariance.

Figure 5.9 Who are these people? See page 123 for the answers. 

From Sinha, P. (2002). Recognizing complex patterns. Nature Neuroscience, 5, 1093–1097. Reproduced by 

permission.

Figure 5.8 A portion of the mess on the author’s desk. Can you 

locate the hidden pencil (easy) and the author’s glasses (hard)?
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Although humans continue to perceive the object in 
Figure 5.10 as the same chair viewed from different angles, 
this isn’t so obvious to a computer. The ability to recognize 
an object seen from different viewpoints is called viewpoint 
invariance. We’ve already seen that viewpoint invariance 
enables people to tell whether faces seen from different angles 
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are the same person, but this task is diffi cult for computers 
(refer back to Figure 5.3).

The diffi culties facing any perceiving machine illustrate 
that the process of perception is more complex than it seems 
(something you already knew from the perceptual process in 
Figure 1.1 and the physiological material in Chapters 2–4). 
But how do humans overcome these complexities? We begin 
answering this question by considering perceptual organization.

Perceptual Organization

Perceptual organization is the process by which elements in 
the environment become perceptually grouped to create our 
perception of objects. During this process, incoming stimu-
lation is organized into coherent units such as objects. The 
process of perceptual organization involves two components, 
grouping and segregation (Figure 5.11; Peterson & Kimchi, 
2012). Grouping is the process by which visual events are “put 
together” into units or objects. Thus, when Roger sees each 
of the buildings in Pittsburgh as an individual unit, he has 
grouped the visual elements in the scene to create each build-
ing. If you can perceive the Dalmatian dog in Figure 5.12, you 
have perceptually grouped some of the dark areas to form a 
Dalmatian, with the other dark areas being seen as shadows 
on the ground. VL

The process of grouping works in conjunction with seg-
regation, which is the process of separating one area or object 
from another. Thus, seeing two buildings in Figure 5.11 as 
separated from one another, with borders indicating where 
one building ends and the other begins, involves segregation.

The Gestalt Approach 
to Perceptual Grouping
What causes some elements to become grouped so they are 
part of one object? Answers to this question were provided 

in the early 1900s by the Gestalt psychologists—where 
Gestalt, roughly translated, means confi guration. “How,” asked 
the Gestalt psychologists, “are confi gurations formed from 
smaller elements?”

Structuralism We can understand the Gestalt approach by 
fi rst considering an approach that came before Gestalt psy-
chology, called structuralism, which was proposed by Wilhelm 
Wundt, who established the fi rst laboratory of scientifi c psy-
chology at the University of Leipzig in 1879. Structuralism 
distinguished between sensations—elementary processes 
that occur due to stimulation of the senses—and perceptions, 
more complex conscious experiences such as our awareness 
of objects. Sensations might be linked to very simple experi-
ences, such as seeing a single fl ash of light, but perception 
accounts for the vast majority of our sensory experiences. For 
example, when you look at Figure 5.13, you perceive a face, 
but the starting point, according to structuralism, would be 
many sensations, which are indicated by the small dots.

The structuralists saw sensations as analogous to the 
atoms of chemistry. Just as atoms combine to create complex 

Segregation
The building on the
right is in front of
the one on the left.

Grouping
Everything in the white
areas belongs to one
object (the building).

Segregation
The two buildings
are separated from
one another, with a
border between them.

Figure 5.11 Examples of grouping and segregation in a city scene.
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Figure 5.13 According to structuralism, a number of sensations 

(represented by the dots) add up to create our perception of the face. 

© Cengage Learning

Figure 5.12 Some black and white shapes that become 

perceptually organized into a Dalmatian.
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molecular structures, sensations combine to create complex 
perceptions. Another principle of structuralism is that the 
combination of sensations to form perceptions is aided by 
the observer’s past experience.

The Gestalt psychologists rejected the idea that per-
ceptions were formed by “adding up” sensations and also 
rejected past experience as playing a major role in percep-
tion. To see why the Gestalt psychologists felt that percep-
tions could not be explained by adding up small sensations, 
consider the experience of psychologist Max Wertheimer, 
who was on vacation taking a train ride through Germany in 
1911 (Boring, 1942). When he got off the train to stretch his 
legs at Frankfurt, he bought a toy stroboscope from a vendor 
who was selling toys on the train platform. The stroboscope, 
a mechanical device that created an illusion of movement 
by rapidly alternating two slightly different pictures, caused 
Wertheimer to wonder how the structuralist idea that experi-
ence is created from sensations could explain the illusion of 
movement he observed.

Apparent Movement Figure 5.14 diagrams the principle 
behind the illusion of movement created by the stroboscope, 
which is called apparent movement because although move-
ment is perceived, nothing is actually moving. There are 
three components to stimuli that create apparent movement: 
(1) One image fl ashes on and off (Figure 5.14a); (2) there is a pe-
riod of darkness, lasting a fraction of a second (Figure 5.14b); 
and (3) the second image fl ashes on and off (Figure 5.14c). 
Physically, therefore, there are two images fl ashing on and off 

separated by a period of darkness. But we don’t see the dark-
ness because our perceptual system adds something during 
the period of darkness—the perception of an image moving 
through the space between the fl ashing images (Figure 5.14d). 
A modern example of apparent movement is provided by elec-
tronic signs like the one in Figure 5.15, which display moving 
advertisements or news headlines. The perception of move-
ment in these displays is so compelling that it is diffi cult to 
imagine that they are made up of stationary lights fl ashing 
on and off.

Wertheimer drew two conclusions from the phenom-
enon of apparent movement. First, apparent movement can’t 
be explained by sensations, because there is nothing in the 
dark space between the fl ashing images. Second, the whole is 
different than the sum of its parts, because the perceptual system 
creates the perception of movement where there actually is 
none. This idea that the whole is different than the sum of 
its parts became the battle cry of the Gestalt psychologists. 
“Wholes” were in. “Sensations” were out!

Illusory Contours Another demonstration that argues 
against sensations and for the idea that the whole is different 
than the sum of its parts is shown in Figure 5.16. This demon-
stration involves circles with a “mouth” cut out, which resem-
ble “Pac Man” fi gures from the classic video game introduced 
in the 1980s. We begin with the Pac Men in Figure 5.16a. You 
may see an edge running between the “mouths” of the Pac 
Men, but if you cover up one of them, the edge vanishes. This 
single edge becomes part of a triangle when we add the third 
Pac Man, in Figure 5.16b. The three Pac Men have created the 
perception of a triangle, which becomes more obvious by 
adding lines, as shown in Figure 5.16c. The edges that cre-
ate the triangle are called illusory contours because there are 
actually no physical edges present. Sensations can’t explain 
illusory contours, because there aren’t any sensations along 
the contours. This demonstration provides more evidence 
that the whole is different than the sum of its parts.

Figure 5.14 The conditions for creating apparent movement. 

(a) One light fl ashes, followed by (b) a short period of darkness, 

followed by (c) another light fl ashing in a different position. The 

resulting perception, symbolized in (d), is a light moving from left to 

right. Movement is seen between the two lights even though there is 

only darkness in the space between them. © Cengage Learning 2014

(a) One light flashes

(d) Flash—dark—flash

(c) The second light flashes

(b) Darkness

Figure 5.15 The stock ticker in Times Square, New York. The letters 

and numbers that appear to be moving smoothly across the screen 

are created by hundreds of small lights that are blinking on and off.
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Gestalt Organizing Principles
Having questioned the idea that perceptions are created by 
adding up sensations, the Gestalt psychologists proposed 
that perception depends on a number of organizing prin-
ciples, which determine how elements in a scene become 
grouped together. The starting points for these principles are 
things that usually occur in the environment. Consider, for 
example, how you perceive the rope in Figure 5.17a. Although 
there are many places where one strand is overlapped by 
another strand, you probably perceive the rope not as a num-
ber of separate pieces but as a continuous strand, as illus-
trated by the highlighted segment of rope in Figure 5.17b. The 
Gestalt psychologists, being keen observers of perception, 
used this kind of observation to formulate the principle of good 
continuation.

Good Continuation According to the principle of good 
continuation, points that when connected result in straight or 
smoothly curving lines are seen as belonging together, and the lines 
tend to be seen in such a way as to follow the smoothest path. The 
principle operates on surfaces as well: Objects that are partially 
covered by other objects are seen as continuing behind the covering 
object. The rope in Figure 5.17 illustrates how covered objects 
are seen as continuing behind the object that covers them. 
The wire starting at A in Figure 5.18 fl owing smoothly to B is 
an example of lines following the smoothest path. The path 
from A does not go to C or D because those paths would vio-
late good continuation by making sharp turns.

Pragnanz Pragnanz, roughly translated from the German, 
means “good fi gure.” The principle of pragnanz, also called 
the principle of good fi gure or the principle of simplicity, 
is the central principle of Gestalt psychology: Every stimulus 
pattern is seen in such a way that the resulting structure is as  simple 
as possible. The familiar Olympic symbol in Figure  5.19a is 
an example of the principle of simplicity at work. We see 
this display as fi ve circles and not as a larger number of 
more complicated shapes such as the ones in Figure 5.19b. 

Figure 5.16 The illusory contours clearly visible in (b) and (c) cannot 

be caused by sensations, because there is only white there. © Cengage 

Learning 2014

(a)

(b)

(c)

Figure 5.17 (a) Rope on the beach. (b) Good 

continuation helps us perceive the rope as a 

single strand.(a) (b)

Figure 5.18 Good continuation helps us perceive two separate 

wires, even though they overlap.
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B
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Good continuation is also at work here, creating the percep-
tion of smoothly curving lines that result in circles.

Similarity Most people perceive Figure 5.20a as either hori-
zontal rows of circles, vertical columns of circles, or a square 
fi lled with evenly spaced dots. But when we change the color 
of some of the columns, as in Figure 5.20b, most people per-
ceive vertical columns of circles. This perception illustrates 
the principle of similarity: Similar things appear to be grouped to-
gether. This law causes circles of the same color to be grouped 
together. A striking example of grouping by similarity of 
color is shown in Figure 5.21. Grouping can also occur be-
cause of similarity of shape, size, or orientation.

Grouping also occurs for auditory stimuli. For example, 
notes that have similar pitches and that follow each other 
closely in time can become perceptually grouped to form a 
melody. We will consider this and other auditory grouping 
effects when we describe organizational processes in hearing 
in Chapter 12.

Proximity (Nearness) Our perception of Figure 5.22 as 
three groups of candles illustrates the principle of proximity, 

Figure 5.19 (a) This is usually perceived as fi ve circles, not as the 

nine shapes in (b). © Cengage Learning

(b)

(a)

Figure 5.20 Perceived as horizontal rows or vertical columns or 

both. (b) Perceived as vertical columns. © Cengage Learning

(b)(a)

Figure 5.21 This photograph, Waves, by Wilma Hurskainen, was 

taken at the exact moment that the front of the white water aligned 

with the white area on the woman’s clothing. Similarity of color causes 

grouping; differently colored areas of the dress are perceptually 

grouped with the same colors in the scene. Also notice how the front 

edge of the water creates grouping by good continuation across the 

woman’s dress.

Figure 5.22 The candles are grouped by proximity to create three 

separate groups. Can you identify additional Gestalt principles in the 

patterns on the menorah?
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or nearness: Things that are near each other appear to be grouped 
together.

Common Fate According to the principle of common fate, 
things that are moving in the same direction appear to be grouped 
together. Thus, when you see a fl ock of hundreds of birds all 
fl ying together, you tend to see the fl ock as a unit, and if some 
birds start fl ying in another direction, this creates a new unit. 
Note that common fate can work even if the objects in a 
group are dissimilar. The key to common fate is that a group 
of objects are moving in the same direction.

The principles we have just described were proposed by 
the Gestalt psychologists in the early 1900s. The following 
additional principles have been proposed by modern percep-
tual psychologists.

Common Region Figure 5.23a illustrates the principle of 
common region: Elements that are within the same region of space 
appear to be grouped together. Even though the circles inside the 
ovals are farther apart than the circles that are next to each 
other in neighboring ovals, we see the circles inside the ovals 
as belonging together. This occurs because each oval is seen 
as a separate region of space (Palmer, 1992; Palmer & Rock, 
1994). Notice that in this example, common region over-
powers proximity, because proximity would predict that the 
nearby circles would be perceived together. But even though 
the circles that are in different regions are close to each other 
in space, they do not group with each other, as they did in 
Figure 5.22.

Uniform Connectedness According to the principle of 
uniform connectedness, a connected region of the same visual 
properties, such as lightness, color, texture, or motion, is perceived as a 
single unit (Palmer & Rock, 1994). For example, in Figure 5.23b, 
the connected circles are perceived as grouped together, just as 
they were when they were in the same region in Figure 5.23a. 
Again, connectedness overpowers proximity.

The Gestalt principles we have described predict what 
we will perceive, based on what usually happens in the envi-
ronment. Many of my students react to this idea by saying 
that the Gestalt principles aren’t therefore anything special, 
because all they are doing is describing the obvious things we 
see every day. When they say this, I remind them that the rea-
son we perceive scenes like the city buildings in Figure 5.2 or 
the scene in Figure 5.24 so easily is because we use observations 
about commonly occurring properties of the environment 

to organize the scene. Thus, we assume, without even think-
ing about it, that the men’s legs in Figure 5.24 extend behind 
the gray board, because generally in the environment when 
two visible parts of an object (like the men’s legs) have the 
same color and are “lined up,” they belong to the same object 
and extend behind whatever is blocking it.

People don’t usually think about how we perceive situa-
tions like this as being based on assumptions, but that is, in 
fact, what is happening. The reason the “assumption” seems 
so obvious is that we have had so much experience with things 
such as this in the environment. That the “assumption” 
is actually almost a “sure thing,” may cause us to take the 
Gestalt principles for granted, and label them as “obvious.” 
But the reality is that the Gestalt principles are nothing less 
than the basic operating characteristics of our visual sys-
tem that determine how our perceptual system organizes 
 elements of the environment into larger units.

Perceptual Segregation
The Gestalt psychologists were also interested in determin-
ing characteristics of the environment responsible for per-
ceptual segregation—the perceptual separation of one object 
from another, as occurred when you saw the buildings in Fig-
ure 5.1 as separate from one another. The question of what 
causes perceptual segregation is often referred to as the prob-
lem of fi gure–ground segregation. When we see a separate 
object, it is usually seen as a fi gure that stands out from its 
background, which is called the ground. For example, you 

Figure 5.23 Grouping by (a) common region; (b) connectedness. 

© Cengage Learning

(a)

(b)

Figure 5.24 A usual occurrence in the environment: Objects (the 

men’s legs) are partially hidden by another object (the gray boards). 

In this example, the men’s legs continue in a straight line and are the 

same color above and below the boards, so it is highly likely that they 

continue behind the boards.
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would probably see a book or papers on your desk as fi gure 
and the surface of your desk as ground. The Gestalt psycholo-
gists were interested in determining the properties of the fi g-
ure and the ground and what causes us to perceive one area 
as fi gure and the other as ground.

Properties of Figure and Ground One way the Gestalt psy-
chologists studied the properties of fi gure and ground was by 
considering patterns like the one in Figure 5.25, which was in-
troduced by Danish psychologist Edgar Rubin in 1915. This 
pattern is an example of reversible fi gure–ground because 
it can be perceived alternately either as two dark blue faces 
looking at each other, in front of a gray background, or as a 
gray vase on a dark blue background. Some of the properties 
of the fi gure and ground are:

 ■  The fi gure is more “thinglike” and more memorable 
than the ground. Thus, when you see the vase as fi gure, 
it appears as an object that can be remembered later. 
However, when you see the same light area as ground, it 
does not appear to be an object but is just “background” 
and is therefore not particularly memorable.

 ■  The fi gure is seen as being in front of the ground. Thus, 
when the vase is seen as fi gure, it appears to be in front 
of the dark background (Figure 5.26a), and when the 

faces are seen as fi gure, they are on top of the light 
background (Figure 5.26b).

 ■  Near the borders it shares with the fi gure, the ground 
is seen as unformed material, without a specifi c shape, 
and seems to extend behind the fi gure. This is not to 
say that grounds lack shape entirely. They are often 
shaped by borders distant from those they share with 
the fi gure; for instance, the backgrounds in Figure 5.26 
are square.

 ■  The border separating the fi gure from the ground 
appears to belong to the fi gure. Consider, for example, 
the Rubin face-vase in Figure 5.25. When the two faces 
are seen as fi gure, the border separating the blue faces 
from the grey background belongs to the faces. This 
property of the border belonging to one area is called 
border ownership. When perception shifts so the vase 
is perceived as fi gure, border ownership shifts as well, so 
now the border belongs to the face.

Image-Based Factors That Determine Which Area Is 

Figure The Gestalt psychologists specifi ed a number of 
factors within the image that determine which areas are 
perceived as fi gure. This idea that information in the image 
determines perception is similar to the approach the Gestalt 
psychologists took to grouping, in which their principles all 
referred to how properties of the image determined which 
elements were seen as being grouped together.

One image-based factor proposed by the Gestalt psy-
chologists was that areas lower in the fi eld of view are more 
likely to be perceived as fi gure (Ehrenstein, 1930; Koffka, 
1935). This idea was confi rmed experimentally years later 
by Shaun Vecera and coworkers (2002), who fl ashed stimuli 
like the ones in Figure 5.27a for 150 milliseconds (ms) and 

Figure 5.25 A version of Rubin’s reversible face-vase fi gure. 

© Cengage Learning

Figure 5.27 (a) Stimuli from Vecerra et al. (2002). (b) Percentage of 

trials on which lower or left areas were seen as fi gure. © Cengage Learning
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Figure 5.26 (a) When the vase is perceived as fi gure, it is seen in 

front of a homogeneous dark background. (b) When the faces are seen 

as fi gure, they are seen in front of a homogeneous light background. 

© Cengage Learning
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 determined which area was seen as fi gure, the red area or the 
green area. The results, shown in Figure 5.27b, indicate that 
for the upper–lower displays, observers were more likely to 
perceive the lower area as fi gure, but for the left–right dis-
plays, they showed only a small preference for the left region. 
From this result, Vecera concluded that there is no left–right 
preference for determining fi gure, but there is a defi nite pref-
erence for seeing objects lower in the display as fi gure. The 
conclusion from this experiment, that the lower region of a 
display tends to be seen as fi gure, makes sense when we con-
sider a scene like the one in Figure 5.28, in which the lower 
part of the scene is fi gure and the sky is ground. What is 
signifi cant about this scene is that it is typical of scenes we 
perceive every day. In our normal experience, the “fi gure” is 
much more likely to be below the horizon. VL

Another Gestalt proposal was that fi gures are more likely 
to be perceived on the convex side of borders (borders that 
bulge out) (Kanisza & Gerbino, 1976). Mary Peterson and 
Elizabeth Salvagio (2008) demonstrated this by presenting 
displays like the one in Figure 5.29a and asking observers to 
indicate whether the red square was “on” or “off” a perceived 
fi gure. Thus, if they perceived the dark area in this example as 
being a fi gure, they would say “on.” If they perceived the dark 
area as ground, they would say “off.” The result, in agreement 
with the Gestalt proposal, was that convex regions, like the 

dark region in Figure 5.29a, were perceived as fi gure 89 per-
cent of the time.

But Peterson and Salvagio went beyond simply confi rm-
ing the Gestalt proposals by also presenting displays like the 
ones in Figure 5.29b and c, which had fewer components. 
Doing this greatly decreased the likelihood that convex dis-
plays would be seen as fi gure, with the convex region contain-
ing the red square in the two-component display being seen 
as fi gure only 58 percent of the time. What this result means, 
according to Peterson and Salvagio, is that to understand 
how segregation occurs we need to go beyond simply identi-
fying factors like convexity. Apparently, segregation is deter-
mined not by just what is happening at a single border but by 
what is happening in the wider scene. This makes sense when 
we consider that perception generally occurs in scenes that 
extend over a wide area. We will return to this idea later in the 
chapter when we consider how we perceive scenes.

Subjective Factors That Determine Which Area Is Figure 

Remember that the Gestalt psychologists disagreed with the 
structuralists’ idea that perceptions were created by adding 
up sensations. They also disagreed with the idea that a per-
son’s past experience played an important role in determin-
ing perception, so visual elements that had been grouped pre-
viously would be more likely to be grouped when seen again. 

Figure 5.28 The scene, in the bottom 

half of the visual fi eld, is seen as fi gure. 

The sky, in the upper half of the visual fi eld, 

is seen as ground.

Figure 5.29 Stimuli from Peterson and Salvagio’s (2008) experiment. (a) 8-component display; (b) 2-component display; 

(c) 4-component display. The red squares appeared on different areas on different trials. The subject’s task was to judge 

whether the area the red square was on was “fi gure” or “ground.” 

(a) (b) (c)
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The following demonstration by the Gestalt psychologist 
Max Wertheimer (1912) illustrates how the Gestalt psycholo-
gists downplayed experience.

Wertheimer notes that we tend to perceive the display 
in Figure 5.30a as a “W” sitting on top of an “M,” largely 
because of our past experiences with those two letters. How-
ever, when the W and M are arranged as in Figure 5.30b, we 
see two uprights with a pattern in between. Although we can 
tell where the W and M are if we look closely, the pattern with 
the two uprights is the dominant perception. Returning to 
the Gestalt organizing principles, Wertheimer said that the 
uprights are created by the principle of good continuation, 
and that this principle overrides any effects of past experience 
due to having seen Ws or Ms before.

The Gestalt idea that past experience and the meanings 
of stimuli (like the W and M) play a minor role in perceptual 
organization is also illustrated by the Gestalt proposal that 
one of the fi rst things that occurs in the perceptual process 
is the segregation of fi gure from ground. They contended 
that the fi gure must stand out from the ground before it can 
be recognized. In other words, the fi gure has to be separated 
from the ground before we can assign a meaning to the fi gure.

But Bradley Gibson and Mary Peterson (1994) did an 
 experiment that argued against this idea by showing that 
 fi gure–ground formation can be affected by the meaningful-
ness of a stimulus. They demonstrated this by presenting a 
display like the one in Figure 5.31a, which can be perceived in 
two ways: (1) a standing woman (the black part of the  display) 
or (2) a less meaningful shape (the white part of the display). 
When they presented stimuli such as this for a fraction of 
a second and asked observers which region seemed to be 
the fi gure, they found that observers were more likely to say 
that the meaningful part of the display (the woman, in this 
 example) was the fi gure.

Why were the observers more likely to perceive the 
woman? One possibility is that they recognized that the black 
area was a familiar object. In fact, when Gibson and Peterson 
turned the display upside down, as in Figure 5.31b, so that it 
was more diffi cult to recognize the black area as a woman, 

subjects were less likely to see that area as being the fi gure. 
The fact that meaningfulness can infl uence the assignment 
of an area as fi gure means that the process of recognition 
must be occurring either before or at the same time as the 
fi gure is being separated from the ground (Peterson, 1994, 
2001).

Gibson and Peterson were studying rapid processes that 
operate on a time scale of fractions of a second to determine 
fi gure and ground. The next demonstration illustrates how 
meaning can infl uence perceptual organization on a longer 
time scale, when it is initially diffi cult to perceive fi gures hid-
den in the scene.

DEMONSTRATION

Finding Faces in a Landscape
Consider the picture in Figure 5.32. At fi rst glance, this scene 

appears to contain mainly trees, rocks, and water. But on closer 

inspection, you can see some faces in the trees in the back-

ground, and if you look more closely, you can see that a number 

of faces are formed by various groups of rocks. See if you can 

fi nd all 13 faces hidden in this picture.

Some people fi nd it diffi cult to perceive the faces at fi rst, 
but then suddenly they succeed. The change in perception 
from “rocks in a stream” or “trees in a forest” to “faces” is a 
change in the perceptual organization of the rocks and the 
trees. The two shapes that you at fi rst perceive as two separate 

Figure 5.31 Gibson and Peterson’s (1994) stimulus. (a) The black 

area is more likely to be seen as fi gure because it is meaningful; 

(b) this effect doesn’t occur when meaningfulness is decreased by 

turning the picture upside down.

(a) (b)

Figure 5.30 (a) “W” on top of “M.” (b) When combined, a new 

pattern emerges, overriding the meaningful letters. From Wertheimer, M. 

(1912). Experimentelle Studien über das Sehen von Beuegung. Zeitchrift für 

Psychologie, 61, 161–265.

(a) (b)
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rocks in the stream become perceptually grouped together 
when they become the left and right eyes of a face. In fact, 
once you perceive a particular grouping of rocks as a face, it 
is often diffi cult not to perceive them in this way—they have 
become permanently organized into a face. This is similar to 
the process we observed for the Dalmatian. Once we see the 
Dalmatian, it is diffi cult not to perceive it.

The principles and research we have been describing have 
focused largely on how our perception of individual objects 
depends on organizing principles and on the principles that 
determine which parts of a display will be seen as fi gure and 
which will be seen as ground. If you look back at the illustra-
tions in this section, you will notice that most of them are 
simple displays designed to illustrate a specifi c principle of 
perceptual organization. But to truly understand perception 
as it occurs in the environment, we need to expand our view 
to consider not just individual objects, but more complex 
scenes as well.

TEST YOURSELF 5.1

1. What are some of the problems that make object perception 

diffi cult for computers but not for humans?

2. What is structuralism, and why did the Gestalt psychologists 

propose an alternative to this way of explaining perception?

3. How did the Gestalt psychologists explain perceptual 

organization?

4. How did the Gestalt psychologists describe fi gure–ground 

segregation? What are some basic properties of fi gure and 

ground?

5. What image-based properties of a stimulus tend to favor per-

ceiving an area as “fi gure”? Be sure you understand Vecera’s 

experiment that showed that the lower region of a display 

tends to be perceived as fi gure, and why Peterson and Salva-

gio stated that to understand how segregation occurs we have 

to consider what is happening in the wider scene.

6. Describe the Gestalt ideas about the role of meaning and past 

experience in determining fi gure–ground segregation.

7. Describe Gibson and Peterson’s experiment that showed that 

meaning can play a role in fi gure–ground segregation.

8. What does the Bev Doolittle scene in Figure 5.32 demonstrate?

Perceiving Scenes 
and Objects in Scenes

Our discussion of organization and fi gure–ground described 
how our perception is infl uenced by characteristics such as 
nearness, good continuation, and similarity; higher or lower 
in the visual fi eld; convexity or concavity of borders. But at 
the end of this discussion, we also noted that the meaning of 
a stimulus can affect both fi gure–ground formation (Gibson 
and Peterson’s experiment) and our perception of objects in 

Figure 5.32 The Forest Has Eyes by Bev Doolittle (1984). Can you fi nd 13 faces in this picture? 

Email the author at bruceg@email.arizona.edu for the solution.
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a scene (the “Finding Faces” demonstration). Meaning now 
takes center stage in our discussion, as we describe modern 
research on how observers perceive objects and scenes.

A scene is a view of a real-world environment that con-
tains (1) background elements and (2) multiple objects that 
are organized in a meaningful way relative to each other and 
the background (Epstein, 2005; Henderson & Hollingworth, 
1999). One way of distinguishing between objects and scenes 
is that objects are compact and are acted upon, whereas scenes 
are extended in space and are acted within. For example, if we 
are walking down the street and mail a letter, we would be 
acting upon the mailbox (an object) and acting within the street 
(the scene).

Perceiving the Gist of a Scene
Perceiving scenes presents a paradox. On one hand, scenes 
are often large and complex. However, despite this size and 
complexity, you can identify most scenes after viewing them 
for only a fraction of a second. This general description of 
the type of scene is called the gist of a scene. An example of 
your ability to rapidly perceive the gist of a scene is the way 
you can rapidly fl ip from one TV channel to another, yet still 
grasp the meaning of each picture as it fl ashes by—a car chase, 
quiz contestants, or an outdoor scene with mountains—even 
though you may be seeing each picture for a second or less 
and so may not be able to identify specifi c objects. When you 
do this, you are perceiving the gist of each scene (Oliva & Tor-
ralba, 2006).

Research has shown that it is possible to perceive the gist 
of a scene within a fraction of a second. Mary Potter (1976) 
showed observers a target picture and then asked them 
to indicate whether they saw that picture as they viewed a 
sequence of 16 rapidly presented pictures. Her observers 
could do this with almost 100 percent accuracy even when 
the pictures were fl ashed for only 250 ms (milliseconds; 1/4 
second). Even when the target picture was only specifi ed 
by a written description, such as “girl clapping,” observers 
achieved an accuracy of almost 90 percent (Figure 5.33).

Another approach to determining how rapidly people can 
perceive scenes was used by Li Fei-Fei and coworkers (2007), 
who presented pictures of scenes for exposures ranging from 
27 ms to 500 ms and asked observers to write a description 
of what they saw. This method of determining the observer’s 
response is a nice example of the phenomenological method, 
described on page 17. Fei-Fei used a procedure called mask-
ing to be sure the observers saw the pictures for exactly the 
desired duration.

METHOD

Using a Mask to Achieve Brief Stimulus 
Presentations
What if we want to present a stimulus that is visible for only 100 

ms? Although you might think that the way to do this would be 

a fl ash a stimulus for 100 ms, this won’t work because of a phe-

nomenon called persistence of vision—the perception of a visual 

stimulus continues for about 250 ms (1/4 second) after the stimu-

lus is extinguished. Thus, a picture that is presented for 100 ms 

will be perceived as lasting about 350 ms. But the persistence of 

vision can be eliminated by presenting a visual masking stimulus, 

usually a random pattern that covers the original stimulus, so if a 

picture is fl ashed for 100 ms followed immediately by a masking 

stimulus, the picture is visible for just 100 ms. A masking stimulus 

is therefore often presented immediately after a test stimulus to 

stop the persistence of vision from increasing the duration of the 

test stimulus.

Typical results of Fei-Fei’s experiment are shown in 
Figure 5.34. At brief durations, observers saw only light and 
dark areas of the pictures. By 67 ms they could identify some 
large objects (a person, a table), and when the duration was 
increased to 500 ms (half a second) they were able to identify 
smaller objects and details (the boy, the laptop). For a picture 
of an ornate 1800s living room, observers were able to iden-
tify the picture as a room in a house at 67 ms and to identify 
details, such as chairs and portraits, at 500 ms. Thus, the over-
all gist of the scene is perceived fi rst, followed by perception of 
details and smaller objects within the scene. VL

Figure 5.33 Procedure for Potter’s (1976) experiment. She fi rst presented either a target 

photograph or, as shown here, a description, and then rapidly presented 16 pictures for 250 ms each. 

The observer’s task was to indicate whether the target picture had been presented. In this example, 

only 3 of the 16 pictures are shown, with the target picture being the second one presented. On other 

trials, the target picture is not included in the series of 16 pictures.

Description 250 ms 250 ms 250 ms

Girl
clapping
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What enables observers to perceive the gist of a scene so 
rapidly? Aude Oliva and Antonio Torralba (2001, 2006) pro-
pose that observers use information called global image fea-
tures, which can be perceived rapidly and are associated with 
specifi c types of scenes. Some of the global image features 
proposed by Oliva and Torralba are:

 ■  Degree of naturalness. Natural scenes, such as the ocean 
and forest in Figure 5.35, have textured zones and 
undulating contours. Man-made scenes, such as the 
street, are dominated by straight lines and horizontals 
and verticals.

 ■  Degree of openness. Open scenes, such as the ocean, often 
have a visible horizon line and contain few objects. The 
street scene is also open, although not as much as the 
ocean scene. The forest is an example of a scene with a 
low degree of openness.

 ■  Degree of roughness. Smooth scenes (low roughness) like 
the ocean contain fewer small elements. Scenes with 
high roughness like the forest contain many small 
elements and are more complex.

 ■  Degree of expansion. The convergence of parallel lines, like 
what you see when you look down railroad tracks that 
appear to vanish in the distance, or in the street scene 
in Figure 5.35, indicates a high degree of expansion. 
This feature is especially dependent on the observer’s 
viewpoint. For example, in the street scene, looking 
directly at the side of a building would result in low 
expansion.

 ■  Color. Some scenes have characteristic colors, like the 
ocean scene (blue) and the forest (green and brown) 
(Goffaux et al., 2005).

Global image features are holistic and rapidly perceived. 
They are properties of the scene as a whole and do not depend 
on time-consuming processes such as perceiving small 
details, recognizing individual objects, or separating one 
object from another. Another property of global image fea-
tures is that they contain information about a scene’s struc-
ture and spatial layout. For example, the degree of openness 
and the degree of expansion refer directly to characteristics of 
a scene’s layout, and naturalness also provides layout infor-
mation that comes from knowing whether a scene is “from 
nature” or contains “human-made structures.”

Global image properties not only help explain how we 
can perceive the gist of scenes based on features that can be 
seen in brief exposures, they also illustrate the following gen-
eral property of perception: Our past experiences in perceiv-
ing properties of the environment play a role in determining 
our perceptions. We learn, for example, that blue is associated 
with open sky, that landscapes are often green and smooth, 
and that verticals and horizontals are associated with build-
ings. Characteristics of the environment such as this, which 
occur frequently, are called regularities in the environment. 
We will now describe these regularities in more detail.

Regularities in the Environment: 
Information for Perceiving
Although people make use of regularities in the environment 
to help them perceive, they are often unaware of the specifi c 
information they are using. This aspect of perception is simi-
lar to what occurs when we use language. Even though people 

Figure 5.34 Observer’s description of a photograph presented in 

Fei Fei’s (2007) experiment. Viewing durations are indicated on the 

left. From Fei-Fei, L., Iyer, A., Koch C., & Perona, P. (2007). What do we perceive in a glance of a real world scene? 

Journal of Vision, 7, 1–29, Figure 13. © ARVO.

Looked like something black in the center with four straight
lines coming out of it against a white background.
(Subject: AM)

The first thing I could recognize was a dark splotch in
the middle. It may have been rectangular-shaped, with a
curved top... but that’s just a guess.
(Subject: KM)

27 ms

40 ms

67 ms

500 ms

A person, I think, sitting down or crouching. Facing the left
side of the picture. We see their profile mostly. They were 
at a table or where some object was in front of them (to
their left side in the picture).
(Subject: EC)

This looks like a father or somebody helping a little boy.
The man had something in his hands, like a LCD screen or
a laptop. They looked like they were standing in a cubicle. 
(Subject: WC)

Figure 5.35 Three scenes 

that have different global 

image properties. See text for 

description.C
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easily string words together to create sentences in conversa-
tions, they may not know the rules of grammar that specify 
how these words are being combined. Similarly, we easily use 
our knowledge of regularities in the environment to help us 
perceive, even though we may not be able to identify the spe-
cifi c information we are using. We can distinguish two types of 
regularities: physical regularities and semantic regularities. VL

Physical Regularities Physical regularities are regularly 
occurring physical properties of the environment. For ex-
ample, there are more vertical and horizontal orientations in 
the environment than oblique (angled) orientations. This oc-
curs in human-made environments (for example, buildings 
contain many horizontals and verticals) and also in natural 
environments (trees and plants are more likely to be vertical 
or horizontal than slanted) (Coppola et al., 1998). It is, there-
fore, no coincidence that people can perceive horizontals and 

verticals more easily than other orientations—the oblique ef-
fect we introduced in Chapter 1 (see page 11) (Appelle, 1972; 
Campbell et al., 1966; Orban et al., 1984).

Another physical regularity is that objects in the envi-
ronment often have homogeneous colors and nearby objects 
have different colors. Thus, if we pick a point on the scene 
in Figure 5.36 (such as A) and move slightly away from that 
point (to B), it is likely that the two points are on the same 
object if the color is the same. If, however, we move to C, the 
color changes, which means it is likely we are looking at a 
different object. While you are looking at this scene, see if 
you can fi nd examples of good continuation and good fi gure.

The following demonstration illustrates yet another 
physical regularity.

DEMONSTRATION

Shape From Shading
What do you perceive in Figure 5.37a? Do some of the discs look 

as though they are sticking out, like parts of three-dimensional 

spheres, and others appear to be indentations? If you do see the 

discs in this way, notice that the ones that appear to be sticking 

out are arranged in a square. After observing this, turn the page 

over so the small dot is on the bottom. Does this change your 

perception?

Figures 5.37b and c show that if we assume that light is 
coming from above (which is usually the case in the environ-
ment), then patterns like the circles that are light on the top 
would be created by an object that bulges out ( Figure 5.37b), 
but a pattern like the circles that are light on the bottom 
would be created by an indentation in a surface ( Figure 5.37c). 
The assumption that light is coming from above has 
been called the light-from-above assumption (Kleffner & 
 Ramachandran, 1992). Apparently, people make the light-
from-above assumption because most light in our environ-
ment comes from above. This includes the sun, as well as most 
artifi cial light sources.

Figure 5.36 Objects in the environment often have homogeneous 

colors. See text for details.

Figure 5.37 (a) Some of these discs are 

perceived as jutting out and some are perceived 

as indentations. (b) Explanation for your 

perception of (a). Light coming from above will 

illuminate the top of a shape that is jutting out 

and (c) the bottom of an indentation. © Cengage Learning(a) (b) (c)
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Another example of the light-from-above assump-
tion at work is provided by the two pictures in Figure 5.38. 
 Figure 5.38a shows indentations created by people walking 
in the sand. But when we turn this picture upside down, as 
in Figure  5.38b, then the indentations in the sand become 
rounded mounds.

It is clear from these examples of physical regularities in 
the environment that one of the reasons humans are able to 
perceive and recognize objects and scenes so much better than 
computer-guided robots is that our system is customized to 
respond to the physical characteristics of our environment. 
But this customization goes beyond physical characteristics. 
It also occurs because we have learned about what types of 
objects typically occur in specifi c types of scenes.

Semantic Regularities In language, semantics refers to the 
meanings of words or sentences. Applied to perceiving scenes, 
semantics refers to the meaning of a scene. This meaning is of-
ten related to the function of a scene—what happens within it. 
For example, food preparation, cooking, and perhaps eating 
occur in a kitchen; waiting around, buying tickets, checking 
luggage, and going through security checkpoints happens 
in airports. Semantic regularities are the characteristics as-
sociated with the functions carried out in different types of 
scenes.

One way to demonstrate that people are aware of seman-
tic regularities is simply to ask them to imagine a particular 
type of scene or object, as in the following demonstration.

DEMONSTRATION

Visualizing Scenes and Objects
Your task in this demonstration is simple—visualize or simply think 

about the following scenes and objects:

1. An offi ce

2. The clothing section of a department store

3. A microscope

4. A lion

Most people who have grown up in modern society have 
little trouble visualizing an offi ce or the clothing section of 
a department store. What is important about this ability, 
for our purposes, is that part of this visualization involves 
details within these scenes. Most people see an offi ce as hav-
ing a desk with a computer on it, bookshelves, and a chair. 
The department store scene may contain racks of clothes, a 
changing room, and perhaps a cash register.

What did you see when you visualized the microscope or 
the lion? Many people report seeing not just a single object, 
but an object within a setting. Perhaps you perceived the 
microscope sitting on a lab bench or in a laboratory, and the 
lion in a forest or on a savannah or in a zoo.

An example of the knowledge we have of things that typi-
cally belong in certain scenes is provided by a classic experi-
ment by Stephen Palmer (1975), using stimuli like the picture 
in Figure 5.39. Palmer fi rst presented a context scene such as 
the one on the left and then briefl y fl ashed one of the target 
pictures on the right. When Palmer asked observers to iden-
tify the object in the target picture, they correctly identifi ed 
an object like the loaf of bread (which is appropriate to the 
kitchen scene) 80 percent of the time, but correctly identi-
fi ed the mailbox or the drum (two objects that don’t fi t into 
the scene) only 40 percent of the time. Apparently, Palmer’s 
observers were using their knowledge about kitchens to help 
them perceive the briefl y fl ashed loaf of bread.

The effect of semantic regularities is also illustrated in 
Figure 5.40, which is called “the multiple personalities of a 
blob” (Oliva & Torralba, 2007). The blob is perceived as dif-
ferent objects depending on its orientation and the context 
within which it is seen. It appears to be an object on a table 
in (b), a shoe on a person bending down in (c), and a car and 
a person crossing the street in (d), even though it is the same 
shape in all of the pictures. VL

The Role of Inference in Perception
People use their knowledge of physical and semantic regulari-
ties such as the ones we have been describing to infer what is 

Figure 5.38 Why does (a) look 

like indentations in the sand and 

(b) look like mounds of sand? See 

the text for explanation.
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present in a scene. The idea that perception involves infer-
ence is nothing new; it was proposed in the 18th century by 
Hermann von Helmholtz (1866/1911), who was one of the 
preeminent physiologists and physicists of his day.

Helmholtz made many discoveries in physiology and 
physics, developed the ophthalmoscope (the device that an 
optometrist or ophthalmologist uses to look into your eyes), 
and proposed theories of object perception, color vision, and 
hearing. One of his proposals about perception is a principle 
called the theory of unconscious inference, which states 
that some of our perceptions are the result of unconscious 
assumptions we make about the environment.

The theory of unconscious inference was proposed to 
account for our ability to create perceptions from stimu-
lus information that can be seen in more than one way. For 
example, what do you see in the display in Figure 5.41a? Most 
people perceive a blue rectangle in front of a red rectangle, 
as shown in Figure 5.41b. But as Figure 5.41c indicates, this 
display could have been caused by a six-sided red shape 
positioned either in front of or behind the blue rectangle. 
According to the theory of unconscious inference, we infer 
that Figure 5.41a is a rectangle covering another rectangle 
because of experiences we have had with similar situations in 
the past. A corollary of the theory of unconscious inference 
is the likelihood principle, which states that we perceive the 
object that is most likely to have caused the pattern of stimuli 
we have received. Thus, we perceive Figure 5.41a as a blue 
rectangle in front of a red rectangle because it is most likely, 
based on our past experience, to have caused that pattern.

One reason that Helmholtz proposed the likelihood 
principle is to deal with the ambiguity of the perceptual 
stimulus that we described at the beginning of the chapter. 
Helmholtz viewed the process of perception as being similar 

Figure 5.39 Stimuli used in Palmer’s (1975) 

experiment. The scene at the left is presented 

fi rst, and the observer is then asked to identify 

one of the objects on the right. © Cengage LearningContext scene Target object

C

B

A

Figure 5.40 What we expect to see in different contexts infl uences 

our interpretation of the identity of the “blob” inside the circles. 

Part (d) adapted from Oliva, A., & Torralba, A., The role of context in object recognition, Trends in Cognitive 

Sciences, Vol. 11, 12. Copyright 2007, with permission from Elsevier.

(a) (b)

(c) (d)

blob

Figure 5.41 The display in (a) is usually interpreted as being (b) a 

blue rectangle in front of a red rectangle. It could, however, be (c) a 

blue rectangle and an appropriately positioned six-sided red fi gure. 

© Cengage Learning

(a) (b) (c)

A
nt

on
io

 T
or

ra
lb

a

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



114 CHAPTER 5 Perceiving Objects and Scenes 

to the process involved in solving a problem. For perception, 
the task is to determine which object caused a particular pat-
tern of stimulation, and this problem is solved by a process 
in which the observer brings his or her knowledge of the envi-
ronment to bear in order to infer what the object might be.

Consider, for example, the following situation: As you 
are hiking in the woods, you stop cold in your tracks because 
not too far ahead you see what appears to be an animal lurk-
ing behind a tree (Figure 5.42a). This conclusion is based on a 
number of factors. Seeing the shapes to the left and right of 
the tree as a single object is inferred from the Gestalt organiz-
ing principles of similarity (both shapes are the same color 
so it is likely that they are part of the same object) and good 
continuation (the line across the top of the object extends 
smoothly from one side of the tree to another). In addition, 
the image resembles animals you’ve seen before. Because you 
fear the animal might be dangerous, you take a different 
path. As your detour takes you around the tree, you notice 
that the dark shapes aren’t an animal after all, but are two 
oddly shaped tree stumps (Figure 5.42b). So in this case, the 
outcome of your inferential process has led you astray. This 
should be no surprise, because not all inferences are true. But 
because perceptual inferences are based on our vast store-
house of information about what usually occurs in the envi-
ronment, they are right more often than not. (And what if the 
object behind the tree was an unfriendly creature? Perhaps 
erring on the side of caution is the best policy in this case.)

This idea that inference is involved in perception is simi-
lar to the idea that perception involves making assumptions, 
which we discussed in connection with the Gestalt principles. 
The idea that assumptions and inferences are important for 
perception has recurred throughout the history of percep-
tion research in various forms, from Helmholtz to the Gestalt 
principles to regularities of the environment. Most recently, 
modern psychologists have quantifi ed the idea of inferential 
perception by using a statistical technique called Bayesian 
inference that takes probabilities into account (Kersten et al., 
2004; Yuille & Kersten, 2006). For example, let’s say we want 
to determine how likely it is that it will rain tomorrow. If we 
know it rained today, then this increases the chances that 

it will rain tomorrow, because if it rains one day it is more 
likely to rain the next day. Applying reasoning like this to 
perception, we can ask, for example, whether a given object in 
a kitchen is a loaf of bread or a mailbox. Since it is more likely 
that a loaf of bread will be in a kitchen, the perceptual system 
concludes that bread is present. Bayesian statistics involves 
this type of reasoning, expressed in mathematical formulas 
that we won’t describe here (see Geisler, 2008, 2011; Kersten 
et al., 2004).

TEST YOURSELF 5.2

1. What is a “scene,” and how is it different from an “object”?

2. What is the evidence that we can perceive the gist of a scene 

very rapidly? What information helps us identify the gist?

3. What are regularities in the environment? Give examples of 

physical regularities, and discuss how these regularities are 

related to the Gestalt laws of organization.

4. What are semantic regularities? How do semantic regulari-

ties affect our perception of objects within scenes? What is 

the relation between semantic regularities and the idea that 

 perception involves inference?

5. What did Helmholtz have to say about inference and 

 perception?

6. What is Bayesian inference, and how is it related to Helmholtz’s 

ideas about inference?

Connecting Neural Activity 
and Object Perception

So far in our discussion of objects and scenes, we have focused 
on how perception is determined by aspects of stimuli. In fact, 
the words neuron and brain haven’t appeared even once! Now 
it is time to consider the relationship between physiological 
processes and the perception of objects. This relationship has 
been studied in a number of different ways, both in animals 
(mostly monkeys) and in humans.

Brain Activity and Identifying 
a Picture
In the fi rst experiment we will describe, Kalanit Grill-Spector 
and coworkers (2004) were interested in determining the 
relationship between the brain activation that occurs when 
looking at an object and a person’s ability to identify the 
object. The “object” they used were pictures of Harrison 
Ford’s face. They presented pictures, as shown in Figure 5.43, 
to observers in a brain scanner while measuring the response 
of the fusiform face area (FFA) in the temporal lobe to each 
picture. On each trial, observers saw either (a) a picture of 
Harrison Ford, (b) a picture of another person’s face, or (c) a 
random texture. Each of these stimuli was presented briefl y 

Figure 5.42 (a) What lurks behind the tree? (b) It is two strangely 

shaped tree trunks, not an animal! © Cengage Learning

(a) (b)
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(about 50 ms), followed immediately by a random-pattern 
mask, which limited the visibility of each stimulus to just 
50 ms (see Method: Using a Mask to Achieve Brief Stimulus 
Presentations, page 109).

Limiting the visibility to 50 ms made the stimuli diffi cult 
to identify, so the observer’s task, to indicate whether each 
picture was “Harrison Ford,” “another object,” or “nothing,” 
was not easy. Figure 5.44 shows the course of brain activation 
for the trials in which Harrison Ford’s face was presented. 
The top curve (red) shows that activation was greatest when 
observers correctly identifi ed the picture as Harrison Ford’s 
face. The next curve shows that activation was less when they 
responded “other object” to Harrison Ford’s face. In this 
case, they detected the picture as a face but were not able 

to identify it as Harrison Ford’s face. The lowest curve indi-
cates that there was little activation when observers could 
not even tell that a face was presented.

Remember that all of the curves in Figure 5.44 represent 
the brain activity that occurred during presentation of Harrison 
Ford’s face. These results therefore show that neural activ-
ity that occurs as a person is looking at a stimulus is related to 
that person’s ability to identify the stimulus. A large neural 
response is associated with processing that results in the abil-
ity to identify the stimulus; a smaller response, with detecting 
the stimulus; and the absence of a response with missing 
the stimulus altogether. This is important because it shows 
that how the brain reacts to a stimulus as it is being presented 
 determines our ability to identify the stimulus.

Brain Activity and Seeing
The Harrison Ford experiment presented stimuli that were 
quickly fl ashed and so were diffi cult to see. Another approach 
to studying the relationship between brain activity and vision 
is to look for connections between brain activity and stimuli 
that are easy to see. We will describe two experiments, one on 
a monkey and one on a human, both of which make use of a 
technique in which different images are presented to the left 
and right eyes.

In normal everyday perception, our two eyes receive 
slightly different images because the eyes are in two slightly 
different locations. These two images are, however, similar 
enough so they can be combined into a single perception by 
the brain. (We will describe this process of combining these 
images, which is called binocular fusion, in Chapter 10, when 
we discuss depth perception.)

But if each eye receives totally different images, the brain 
can’t fuse the two images and a condition called binocular 
rivalry occurs, in which the observer perceives either the left-
eye image or the right-eye image, but not both at the same time.

D. L. Sheinberg and Nikos Logothetis (1997) used this 
principle, presenting a sunburst pattern to a monkey’s left 
eye and simultaneously presenting a picture of a butterfl y to 
the monkey’s right eye (Figure 5.45). Presenting different pic-
tures to each eye caused the monkey to see the sunburst for 
part of the time and the butterfl y for part of the time, but not 
both together.1

To determine what the monkey was perceiving, they 
trained the monkey to pull one lever when it perceived the 
sunburst pattern and another lever when it perceived the but-
terfl y. As the monkey was reporting what it was perceiving, 
they simultaneously recorded the activity of a neuron in the 
inferotemporal (IT) cortex that had previously been shown to 
respond to the butterfl y but not to the sunburst. The result 

1This “all or none” effect of rivalry, in which one image is seen at a time (either 
the sunburst or the butterfl y), occurs most reliably when the images presented to 
each eye cover a small area of the visual fi eld. When larger images are presented, 
observers sometimes see parts of the two images at the same time. In the experi-
ments described here, observers generally saw either one image or the other, alter-
nating back and forth.

Figure 5.43 Procedure for the Grill-Spector et al. (2004) experiment. 

See text for details. © Cengage Learning

Stimulus

See either
(a) Harrison Ford
(b) Another person’s face
(c) A random texture

Indicate either
(a) “Harrison Ford”
(b) “Another object”
(c) “Nothing”

Mask

Observer’s
response

Brain activity
measured

Figure 5.44 Results of Grill-Spector et al. (2004) experiment for 

trials in which Harrison Ford’s face was presented. From Grill-Spector, K., Knouf, N., 

& Kanwisher, N., The fusiform face area subserves face perception, not generic within-category identifi cation, 

Nature Neuroscience, 7, 555–562. Reprinted by permission from Macmillan Publisher Ltd. Copyright 2004.
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of this experiment is indicated by the fi ring pattern in Figure 
5.45: Whenever the monkey perceived the sunburst, the neu-
ron’s fi ring rate was low, but when the monkey’s perception 
shifted to the butterfl y, fi ring increased.

Consider what happened in this experiment. The images 
on the monkey’s retinas remained the same throughout the 
experiment—the sunburst was always imaged on the left ret-
ina, and the butterfl y was always imaged on the right retina. 
The change in perception from “sunburst” to “butterfl y” 
must therefore have been happening in the monkey’s brain, 
and these changes in the perception were linked to changes 
in the fi ring of a neuron in the brain.

This binocular rivalry procedure has also been used to 
connect perception and neural responding in humans by 
using fMRI. Frank Tong and coworkers (1998) presented a 
picture of a person’s face to one eye and a picture of a house to 
the other eye, by having observers view the pictures through 
colored glasses, as shown in Figure 5.46. The colored glasses 
caused the face to be presented to the left eye and the house 
to the right eye. Because each eye received a different image, 
binocular rivalry occurred, so while the images remained the 
same on the retina, observers perceived just the face or just 
the house, and these perceptions alternated back and forth 
every few seconds.

The subjects pushed one button when they perceived 
the house and another button when they perceived the face, 
while Tong used fMRI to measure activity in the subject’s 

parahippocampal place area (PPA) and fusiform face area (FFA). 
When observers were perceiving the house, activity increased 
in the PPA (and decreased in the FFA); when they were per-
ceiving the face, activity increased in the FFA (and decreased 
in the PPA). This result is therefore similar to what Sheinberg 
and Logothetis found in the monkey single neuron butterfl y-
sunburst experiment. Even though the images on the retina 
remained the same throughout the experiment, activity in the 
brain changed depending on what the person was experiencing. 
These experiments generated a great deal of excitement among 
brain researchers because they measured brain activation and 
perception simultaneously and demonstrated a dynamic rela-
tionship between perception and brain activity in which changes 
in perception and changes in brain activity mirrored each other.

Reading the Brain
Following the success of the binocular rivalry experiments, 
researchers took the next step by asking whether it is possible 
to determine what a person is seeing by analyzing the pattern 
of activity in the brain. Achieving this involves measuring a 
person’s brain activity as they are seeing something, and then 
somehow “decoding” that activity to determine the percep-
tion associated with it.

An early “brain reading” experiment simplifi ed the prob-
lem by limiting what the subject sees to oriented grating 

Figure 5.45 In the Sheinberg and Logothetis binocular rivalry experiment a “sunburst” stimulus was presented to the monkey’s left eye, and a 

butterfl y was presented to the right eye. Both eyes were stimulated at the same time, but because of binocular rivalry the monkey perceived either 

the sunburst or the butterfl y at any given time. (a) When the monkey perceived the sunburst, the rate of fi ring of the neuron in the IT cortex remained 

the same. (b) When perception shifted to the butterfl y, fi ring increased. In both situations, the images on the retina remained the same. What 

changed was the monkey’s perception and neural fi ring. Based on Sheinberg, D. L., & Logothetis, N. K. (1997). The role of temporal cortical areas in perceptual organization. Proceedings of the National 

Academy of Sciences, 94, 3408–3413. Butterfl y photo: Randy Baker.

(a) (b)

Perception Perception

No increase
in firing IT neuron IT neuron

Neuron fires
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stimuli like the one in Figure 5.47. Kamitani and Tong (2005) 
recorded their subjects’ fMRI responses to a number of grat-
ings with different orientations (the one in Figure 5.47a is 
45 degrees to the right) and determined the response to the 
gratings in a number of fMRI voxels. A voxel is a small cube-
shaped area of the brain about 2 or 3 mm on each side. (The 
size of a voxel depends on the resolution of the fMRI scanner. 
Scanners are being developed that will be able to resolve areas 
smaller than 2 or 3 mm on a side.) VL

Kamitani and Tong determined the pattern of voxel activ-
ity generated by each orientation and used the relationship 
between voxel activity and orientation to create an “orienta-
tion decoder.” This decoder was designed to determine, from 
a person’s brain response, which orientation the person was 
seeing. To test the decoder, they presented oriented gratings 
to a subject, fed the resulting fMRI response into the decoder, 
and had the decoder predict the grating’s orientation. The 
results, shown in Figure 5.47b, indicate that the decoder accu-
rately predicted the orientations that were presented.

The development of a decoder that could determine 
what orientation a person was perceiving was an impressive 
achievement. But what about complex stimuli like scenes in 
the environment? Expanding our stimulus set from eight 
grating orientations to every possible scene in the environ-
ment is quite a jump! But recent work toward creating such a 
“scene decoder” has had some success.

Thomas Naselaris and coworkers (2009) created a brain-
reading device by developing two methods for analyzing the 
patterns of voxel activation recorded from visual areas of an 
observer’s brain. The fi rst method, called structural encoding, 
is based on the relationship between voxel activation and struc-
tural characteristics of a scene, such as lines, contrasts, shapes, 

Figure 5.46 Observers in Tong et al.’s (1998) 

experiment viewed the overlapping red house and 

green face through red–green glasses, so the house 

image was presented to the right eye and the face 

image to the left eye. Because of binocular rivalry, 

the observers’ perception alternated back and 

forth between the face and the house. When the 

observers perceived the house, activity occurred 

in the parahippocampal place area (PPA) in the 

left and right hemispheres (red ellipses). When 

observers perceived the face, activity occurred in 

the fusiform face area (FFA) in the left hemisphere 

(green ellipse). From Tong, F., Nakayama, K., Vaughn, J. T., & Kanwisher, N., 

1998, Binocular rivalry and visual awareness in human extrastriate cortex. Neuron, 21, 

753–759. 

House presented
to right eye.

Face
presented
to left eye.

Figure 5.47 (a) Observers in Kamitani and Tong’s (2005) experiment 

viewed oriented gratings like the one on the left. The cubes in the 

brain represent the response of 6 voxels. The activity of 400 voxels 

was monitored in the experiment. (b) Results for two orientations. 

The gratings are the stimulus presented to the observer. The line is 

the orientation predicted by the orientation decoder. The decoder 

was able to accurately predict the presentation of all eight of the 

orientations tested. Reprinted by permission of Macmillan Publishers Ltd: Nature Neuroscience, 

Decoding the visual and subjective contents of the human brain, Kamitani, Y., & Tong, F., 8, 679–685, 

Copyright 2005.
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and textures. Just as Kamitani and Tong’s orientation decoder 
was calibrated by determining the voxel activation patterns 
generated by eight different orientations, Naselaris’s structural 
decoder was calibrated by presenting a large number of images, 
like the ones in Figure 5.48, to an observer and determining 
how a large number of voxels responded to specifi c features of 
each scene, such as line orientation, detail, and the position of 
the image. Once the structural encoder was calibrated, it was 
“reversed” to make predictions in the opposite direction, using 
the patterns of voxel responses to predict the features of the 
image that the subject was viewing. VL

The second method, called semantic encoding, is based 
on the relationship between voxel activation and the meaning 
or category of a scene. The semantic encoder is calibrated by 
measuring the pattern of voxel activation to a large number 
of images that have previously been classifi ed into categories 
such as “crowd,” “portrait,” “vehicle,” and “outdoor.” From 

this calibration, the relationship between the pattern of voxel 
activation and image category is determined. This makes it 
possible to use the voxel responses that occur when a subject 
is viewing a scene to make predictions about the type of scene 
the subject is viewing.

The information provided by the structural decoder and 
by the semantic decoder provides a clue to what the subject 
is seeing. For example, the structural encoder might indicate 
that there are straight lines of various orientations on the left 
of the scene, that there are curved contours in some places 
and that there are few straight or curved contours in another 
area. The semantic decoder, which provides a different type 
of information, might indicate that the subject is looking at 
an outdoor scene.

But knowing the features of a scene and the type of scene 
doesn’t tell us what the scene actually looks like. This step 
is achieved when the decoder consults a database of 6 mil-
lion natural images and picks the images that most closely 
match the information determined from analyzing the per-
son’s brain activity. Figure 5.49a shows the results when just 
the structural encoder was used. The encoder has picked 
the three images on the right as the best match for the tar-
get image in the red box, which is the image the person was 
observing. The structure of all of the matching images is sim-
ilar, with objects appearing on the left of the image and open 
spaces in the middle and right. However, whereas the target 
image contains buildings, buildings are either absent or dif-
fi cult to see in the matching images.

Thus, the structural encoder alone does a good job of 
matching the structure of the target image, but a poor job of 
matching the meaning of the target image. Adding the seman-
tic encoder improves performance, as shown in Figure 5.49b. It 
is easy to see the effect of the semantic encoder, because now 

Figure 5.48 Calibration of Nasalaris’s structural decoder. Natural 

images are presented to a subject, and the way a large number of 

voxels respond to the features contained in each image is determined. 

Just three of the images and one voxel are shown here.

Present 1,750 images Measure response
of a large number of voxels
to all 1,750 images

One of the
voxels

Response properties of
this voxel calculated

based on its response
to the images

Figure 5.49 (a) The subject viewed the image in the red square. 

The structural decoder picked the other three images as the best 

match from the database of 6 million images. (b) Another image 

viewed by the subject and the three images picked by structural and 

semantic decoders as the best matches from the database. From Naselaris, 

T., Prenger, R. J., Kay, K. N., Oliver, M., & Gallant, J. L. (2009). Bayesian reconstruction of natural images from 

human brain activity. Neuron, 63, 902–915. 
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The  answer to this question is, as the title of this section 
implies, that there is something special about faces. There are 
a number of things that lead to this conclusion. First, faces 
are pervasive in the environment. Unless you avoid people, 
faces are everywhere. But what makes them special is that 
they are important sources of information. Faces establish a 
person’s identity, which is important for social interactions 
(who is the person who just said hello to me?) and for security 
surveillance (checking people as they pass through airport 
security). Faces also provide information about a person’s 
mood, where the person is looking, and can elicit evaluative 
judgments in an observer (the person seems unfriendly, the 
person is attractive, and so on).

Faces are also special because, as we’ve discussed in pre-
vious chapters, there are neurons that respond selectively to 
faces, and there are specialized places in the brain, such as the 
fusiform face area, that are rich in these neurons. Further-
more, when people are given a task that involves moving their 
eyes as rapidly as possible to look at a picture of either a face, 
an animal, or a vehicle, faces elicit the fastest eye movements, 
occurring within 138 ms, compared to 170 ms for animals 
and 188 ms for vehicles (Crouzet et al., 2010). Results such as 
these have led to the suggestion that faces have special status 
that allows them to be processed more effi ciently and faster 
than other classes of objects (Crouzet et al., 2010; Farah et al., 
1998).

One research fi nding that had been repeated many times 
is that inverting a picture of a face (turning it upside down) 
makes it more diffi cult to identify the face or to tell if two 
inverted faces are the same or different (Busigny & Rossion, 
2010). Similar effects occur for other objects, such as cars, but 
the effect is much smaller (Figure 5.50).

Because inverting a face makes it more diffi cult to pro-
cess confi gurational information—the relationship between 
features such as the eyes, nose, and mouth—the inversion 

the meanings of the match images are much closer to the test 
image, with all of the matches showing the sides of buildings.

The ability to pick pictures that come this close to match-
ing what a person is looking at, based only on analysis of the 
pattern of activation of the person’s brain, is quite an accom-
plishment. One reason the images picked as matches are not 
exactly the same as the target is that the target images are not 
contained in the 6-million-picture database of images from 
which the encoder selected. Eventually, according to Naselaris, 
much larger image databases will result in matches that are 
much closer to the target. Accuracy will also increase as we 
learn more about how the neural activity of various areas of the 
brain represents the characteristics of environmental scenes.

Of course, the ultimate decoder won’t need to compare 
its output to huge image databases. It will just analyze the 
voxel activation patterns and recreate the image of the scene. 
Presently, there is only one “decoder” that has achieved this, 
and that is your own brain! (Although it is worth noting that 
your brain does make use of a “database” of information 
about the environment, as we know from the role of regulari-
ties of the environment in perceiving scenes.) Achieving this 
ultimate decoder in the laboratory falls into the category of 
the “science project” described at the beginning of this book 
(see page 3) and is still far from being achieved. However, the 
decoders that presently exist are amazing achievements, which 
only recently might have been classifi ed as “science fi ction.”

SOMETHING TO CONSIDER:

Are Faces Special?

Having described perceptual organization and how we per-
ceive objects and scenes, we now focus on one specifi c type 
of object: faces. Why should faces get their own section? 

 Something to Consider: Are Faces Special? 119 

Figure 5.50 (a) Stimuli from Busigny and Rossion’s (2010) experiment in which subjects were presented with a front view of a car or a face and 

were asked to pick the three-quarter view that was the same car or face. For example, the car on the right in the upper panel is the same car as 

the one shown in front-view above. (b) Performance for upright cars and faces (blue bars) and inverted cars and faces (orange bars). Notice that 

inverting the cars has little or no effect on performance but that inverting faces causes performance to decrease from 89 percent to 73 percent. 

From Busigny, T., & Rossion, B. (2010). Acquired prosopagnosia abolishes the face inversion effect. Cortex, 46, 965–981. By permission of Elsevier.
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effect has been interpreted as providing evidence that faces 
are processed holistically (Freire et al., 2000). Thus, while all 
faces contain the same basic features—two eyes, a nose, and 
a mouth—our ability to distinguish thousands of different 
faces seems to be based on our ability to detect the confi gura-
tion of these features—how they are arranged relative to each 
other on the face.

But features are not totally irrelevant. Changing a photo-
graph of a face into a negative image, as in Figure 5.51, makes 
it much more diffi cult to recognize; changing only the eyes 
back to positive greatly increases the ability to recognize the 
face (Gilad et al., 2009). This suggests that eyes are an impor-
tant cue for facial recognition and may explain why it is diffi -
cult to recognize someone who is wearing a mask that covers 
just the eyes.

Finally, although the existence of areas of the brain that 
respond specifi cally to faces provides evidence for special-
ized modules in the brain (see Chapter 4, page 87), faces 

provide evidence for distributed processing as well. Initial 
processing of faces occurs in the occipital cortex, which 
sends signals to the fusiform gyrus, where visual informa-
tion concerned with identifi cation of the face is processed 
(Grill-Spector et al., 2004; Figure 5.52). Emotional aspects of 
the face, including facial expression and the observer’s emo-
tional reaction to the face, are refl ected in activation of the 
amygdala, which is located deep within the brain (Gobbini 
& Haxby, 2007; Ishai et al., 2004). Evaluation of where a per-
son is looking is linked to activity in the superior temporal 
sulcus; this area is also involved in perceiving movements of 
a person’s mouth as the person speaks (Calder et al., 2007; 
Puce et al., 1998) and general movement of faces (Pitcher 
et al., 2011). Evaluation of a face’s attractiveness is linked 
to activity in the frontal area of the brain (Winston et al., 
2007), and the pattern of activation across many areas of 
the brain differs in familiar faces compared to unfamiliar 
faces, with familiar faces causing more activation in areas 
associated with emotions (Natu & O’Toole, 2011). Faces, it 
appears, are special both because of the role they play in our 
environment and because of the widespread activity they 
trigger in the brain.

Figure 5.51 Ability to recognize faces of well-known people who 

were familiar to the subjects. Each type of image (negative and 

negative with eyes changed to positive) was shown to different groups 

of subjects, followed by the full-positive image. The subjects’ task 

was to identify the face (Newt Gingrich in this example). Changing just 

the eyes in the negative image to positive causes a large increase in 

performance. From Gilad, S., Meng, M., & Sinha, P. (2009). Role of ordinal contrast relationships in face 

encoding. Proceedings of the National Academy of Sciences, 106, 5353–5358.
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Figure 5.52 The human brain, showing some of the areas involved 

in perceiving faces. See text for the function of each area. Note that 

the labels indicate a general area of cortex but not the overall extent 

of an area. Also, the amygdala is located deep inside the cortex, 

approximately under the label shown here. © Cengage Learning
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DEVELOPMENTAL DIMENSION: Infant Face Perception

What do newborns and young infants see? Research using 
the preferential looking effect to measure infant visual acuity 
show that infants have poor detail vision compared to adults 
but that the ability to see details increases rapidly over the 
fi rst year of life (see Developmental Dimension: Infant Vi-
sual Acuity, page 45). We should not conclude from young 
infants’ poor vision, however, that they can see nothing at all. 

At very close distances, a young infant can detect some gross 
features, as indicated in Figure 5.53, which simulates how in-
fants perceive from a distance of about 2 feet. At birth, the 
contrast perceived between light and dark areas is so low 
that it is difficult to determine it is a face, but it is possible 
to see very high contrast areas. By 8 weeks, however, the in-
fant’s ability to perceive the contrast between light and dark 
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In an experiment that tested newborns within an hour 
after they were born, John Morton and Mark Johnson (1991) 
presented stimuli (see bottom of Figure 5.54) to the newborns 
and then moved the stimuli to the left and right. As they did 
this, they videotaped the infant’s face. Later, scorers who were 
unaware of which stimulus had been presented viewed the 
tapes and noted whether the infant turned its head or eyes to 
follow the moving stimulus. The results in Figure 5.54 show 
that the newborns looked at the moving face more than at 
the other moving stimuli, which led Morton and Johnson to 
propose that infants are born with some information about 
the structure of faces.

But there is also evidence for a role of experience in in-
fant face perception. Ian Bushnell (2001) observed newborns 
over the first 3 days of life to determine whether there was a 
relationship between their looking behavior and the amount 
of time they were with their mother. He found that at 3 days 
of age, when the infants were given a choice between look-
ing at a stranger’s face or their mother’s face, the infants who 
had been exposed to their mother longer were more likely to 
prefer her over the stranger. The two infants with the lowest 
exposure to the mother (an average of 1.5 hours) divided their 
looking evenly between the mother and stranger, but the two 
infants with the longest exposure (an average of 7.5 hours) 
looked at the mother 68 percent of the time. Analyzing the 
results from all of the infants led Bushnell to conclude that 
face perception emerges very rapidly after birth, but that ex-
perience in looking at faces does have an effect.

Although the infant’s ability to recognize faces develops 
rapidly over the fi rst few months, these impressive gains are 
only a starting point, because even though 3- to 4-month-old 
infants can recognize some facial expressions, their ability to 
identify faces doesn’t reach adult levels until adolescence or 
early adulthood (Mondlach et al., 2003, 2004; Grille-Spector, 
2008).

perception has improved so that the image looks clearly face-
like. By 3 to 4 months, infants can tell the difference between 
faces that look happy and those that show surprise, anger, 
or are neutral (LaBarbera et al., 1976; Young-Browne et al., 
1977) and can also tell the difference between a cat and a dog 
(Eimas & Quinn, 1994). VL

Human faces are among the most important stimuli in 
an infant’s environment. As a newborn or young infant stares 
up from the crib, numerous faces of interested adults appear 
in the infant’s field of view. The face that the infant sees most 
frequently is usually the mother’s, and there is evidence that 
young infants can recognize their mother’s face shortly after 
they are born.

Using preferential looking in which 2-day-old infants 
were given a choice between their mother’s face and a strang-
er’s, Ian Bushnell and coworkers (1989) found that newborns 
looked at the mother about 63 percent of the time. This result 
is above the 50 percent chance level, so Bushnell concluded 
that the 2-day-olds could recognize their mother’s face.

To determine what information the infants might be 
using to recognize the mother’s face, Olivier Pascalis and 
coworkers (1995) showed that when the mother and the 
stranger wore pink scarves that covered their hairline, the 
preference for the mother disappeared. The high-contrast 
border between the mother’s dark hairline and light forehead 
apparently provide important information about the moth-
er’s physical characteristics that infants use to recognize the 
mother (see Bartrip et al., 2001, for another experiment that 
shows this). VL
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Figure 5.53 Simulations of perceptions of a mother located 24 

inches from an observer, as seen by newborns and various ages. 

Simulations courtesy of Alex Wade.

(a) Newborn (b) 4-week-old

(c) 8-week-old (d) 3-month-old

(e) 6-month-old (f) Adult

Figure 5.54 The magnitude of infants’ eye movements in response 

to movement of each stimulus. The average rotation of the infants’ 

eyes was greater for the facelike stimulus than for the scrambled-face 

stimulus or the blank stimulus. Adapted from Morton, J., & Johnson, M. H. (1991). CONSPEC 

and CONLEARN: A two-process theory of infant face recognition. Psychological Review, 98, 164–181.
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One reason for this prolonged course of the development 
of face perception can be traced to physiology. Figure 5.55 
shows that the fusiform face area (FFA), indicated by red, is 
small in an 8-year-old child compared to the FFA in an adult 
(Golarai et al., 2007; Grill-Spector et al., 2008). In contrast, 
the parahippocampal place area (PPA), indicated by green, is 
similar in the 8-year-old child and the adult.

It has been suggested that this slow development of the 
specialized face area may be related to the maturation of 
the ability to recognize faces and their emotions, and espe-
cially the ability to perceive the overall confi guration of facial 

features (Scherf et al., 2007). Thus, the specialness of faces 
extends from birth, when newborns can react to some aspects 
of faces, to late adolescence, when the true complexity of our 
responses to faces fi nally emerges. VL

TEST YOURSELF 5.3

1. Describe Grill-Spector’s “Harrison Ford” experiment. What do 

the results indicate about the connection between brain activity 

and the ability to recognize faces?

2. Describe Sheinberg and Logothetis’s binocular rivalry experi-

ment in which they presented a picture of a butterfl y to one eye 

and a sunburst to the other eye. What did the results indicate?

3. Describe Tong’s experiment in which he presented a picture 

of a house to one eye and a picture of a face to the other eye. 

What did the results indicate?

4. Describe how “decoders” have enabled researchers to use the 

brain’s response, measured using fMRI, to predict what orientation 

or what picture a person is looking at. Be sure you understand the 

difference between semantic encoding and structural encoding.

5. Why is it correct to say that faces are “special”? What do the 

face inversion experiments show? Do faces activate the brain 

mainly in one place or in many different places?

6. What is the evidence that newborns and young infants can 

perceive faces? What is the evidence that perceiving the full 

complexity of faces does not occur until late adolescence or 

adulthood?

Figure 5.55 Face (red), place (green), and object (blue) selective 

activations for one representative 8-year-old and one representative 

adult. The place and object areas are well developed in the child, but 

the face area is small compared to the adult. From Grill-Spector, K., Golarai, G., & 

Gabrieli, J. (2008). Developmental neuroimaging of the human ventral visual cortex. Trends in Cognitive Sciences, 

12, 152–162.

THINK ABOUT IT

 1. Consider this situation: We saw in Chapter 1 that top-
down processing occurs when perception is affected by 
the observer’s knowledge and expectations. Of course, 
this knowledge is stored in neurons and groups of neu-
rons in the brain. In this chapter, we saw that there are 
neurons that have become tuned to respond to specifi c 
characteristics of the environment. We could therefore 
say that some knowledge of the environment is built into 
these neurons. Thus, if a particular perception occurs 
because of the fi ring of these tuned neurons, does this 
qualify as top-down processing?

 2. Reacting to the results of the recent DARPA race, Harry 
says, “Well, we’ve fi nally shown that computers can per-
ceive as well as people.” How would you respond to this 
statement? (p. 96)

 3. Biological evolution caused our perceptual system to be 
tuned to the Stone Age world in which we evolved. Given 
this fact, how well do we handle activities like downhill 
skiing or driving, which are very recent additions to our 
behavioral repertoire?

 4. Vecera showed that regions in the lower part of a stimu-
lus are more likely to be perceived as fi gure. How does 

this result relate to the idea that our visual system is 
tuned to regularities in the environment? (p. 105)

 5. The blue area in the painting in Figure 5.56 is a silhouette 
of a mountain. The dark area in the foreground repre-
sents trees. What happens to your perception of these 

Figure 5.56 Detail of Winter Twilight (2011) by Bernie Baker. Look at 

this painting right side up and upside down. What changes?
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two areas when you turn the picture upside down? (Hint: 
Can you see yellow mountains in the foreground of the 
upside-down picture?) Relate the changes in perception 
you experience to the determinants of fi gure and ground 
discussed in this chapter.

 6. When you fi rst look at Figure 5.57, do you notice any-
thing funny about the walkers’ legs? Do they initially ap-
pear tangled? What is it about this picture that makes 
the legs appear to be perceptually organized in that way? 
Can you relate your perception to any of the laws of per-
ceptual organization? To cognitive processes based on 
assumptions or past experience? (pp. 102, 110)

Answers for Figure 5.9

Faces from left to right: Prince Charles, Woody Allen, Bill 
Clinton, Saddam Hussein, Richard Nixon, Princess Diana.

 Key Terms 123 

Figure 5.57 Is there something wrong with these people’s legs? 

(Or is it just a problem in perception?)

KEY TERMS

Apparent movement (p. 101)
Bayesian inference (p. 114)
Binocular rivalry (p. 115)
Border ownership (p. 105)
Figure (p. 104)
Figure–ground segregation (p. 104)
Gestalt psychologist (p. 100)
Gist of a scene (p. 109)
Global image features (pp. 110)
Ground (p. 104)
Grouping (p. 100)
Illusory contour (p. 101)
Inverse projection problem (p. 98)
Light-from-above assumption (p. 111)
Likelihood principle (p. 113)
Organizing principles (p. 102)

Perceptual organization (p. 100)
Perceptual segregation (p. 104)
Persistence of vision (p. 109)
Physical regularities (p. 111)
Principle of common fate (p. 104)
Principle of common region (p. 104)
Principle of good continuation 

(p. 102)
Principle of good fi gure (p. 102)
Principle of pragnanz (p. 102)
Principle of proximity (nearness) 

(p. 103)
Principle of similarity (p. 103)
Principle of simplicity (p. 102)
Principle of uniform connectedness 

(p. 104)

Regularities in the environment 
(p. 110)

Reversible fi gure–ground (p. 105)
Scene (p. 109)
Segregation (p. 100)
Semantic encoding (p. 118)
Semantic regularities (p. 112)
Sensations (p. 100)
Structural encoding (p. 117)
Structuralism (p. 100)
Theory of unconscious inference 

(p. 113)
Viewpoint invariance (p. 99)
Visual masking stimulus (p. 109)
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124 CHAPTER 5 Perceiving Objects and Scenes 

5.10 Perceiving Rapidly Flashed Stimuli (p. 109)
Some rapidly fl ashed stimuli like those used in the Fei-
Fei experiment described on page 109, which investigated 
what people perceive when viewing rapidly fl ashed pictures. 
(Courtesy of Li Fei Fei)

5.11 Visual Object Recognition—Jim DeCarlo (p. 111)
Talks about some basic principles of how the brain solves 
the problem of visual object recognition, emphasizing the 
 importance of how experience helps us learn about how 
 objects appear when viewed from different angles. (Courtesy 
of McGovern Institute for Brain Research, MIT)

5.12 Rotating Mask 1 (p. 112)
Illustrates how our assumption about the three- 
dimensional shape of a face can create an error of 
 perception. (Courtesy of Michael Bach)

5.13 Rotating Mask 2 (p. 112) 
Another rotating face. (Courtesy of Heinrich Bülthoff)

5.14 Rotating Mask 3 (p. 112)
An example of the rotating mask effect, which includes a 
nose ring on the face. (Courtesy of Thomas Papathomas)

5.15 Visual Mind Reading (p. 117)
Description of an experiment that shows how recording 
brain activity can indicate which one of two possible stimuli 
a person is perceiving. 

5.16 Reconstructing Movies From Brain Activity (p. 118)
Neuroscientist Jack Gallant describes experiments in 
which data collected while people watch movies while in 
a brain scanner were used to reconstruct the images from 
new  movies based on brain activity generated by these new 
 movies. (Courtesy of Jack Gallant)

5.17 Reconstructed Movies (p. 118)
A short fi lm showing the results of the experiments dis-
cussed by Gallant. (Courtesy of Jack Gallant)

5.18 Newborn Hearing and Vision (p. 121)
Shows newborns responding to sounds and visual stimuli. 

5.19 Infant Face Preference Test (p. 121)
Stimuli used by Olivier Pascalis to measure infant 
 preference for faces. (Courtesy of Olivier Pascalis)

5.20 Development of Whole-Part Perception (p. 122)
Describes research on how children perceive parts and 
wholes of objects, and how the development of the ability 
to perceive parts is related to brain development and brain 
plasticity.

MEDIA RESOURCES

CourseMate 

Go to CengageBrain.com to access Psychology CourseMate, 
where you will fi nd the Virtual Labs plus an interactive  eBook, 
fl ashcards, quizzes, videos, and more.

Virtual Labs VL

The Virtual Labs are designed to help you get the most out 
of this course. The Virtual Lab icons direct you to specifi c 
media demonstrations and experiments designed to help 
you visualize what you are reading about. The numbers 
 below  indicate the number of the Virtual Lab you can access 
through  Psychology CourseMate.

5.1 Robotic Vehicle Navigation: DARPA Urban 
C hallenge (p. 97)
Video showing Carnegie-Mellon’s robotic car “Boss” as 
it  navigates a course in the DARPA urban challenge in 
 California. (Courtesy of Red Whittaker and the Tartan 
 Racing Team)

5.2 Ambiguous Reversible Cube (p. 98)
Illustration of a stimulus that can be perceived in a num-
ber of different ways and that does strange things when it 
moves. (Courtesy of Michael Bach)

5.3 Reversible Pattern (p. 98)
Still picture of display that fl ips back and forth between two 
perceptions. (Courtesy of Anthony Norcia)

5.4 Windows and a Bar (p. 98) 
Three-dimensional objects that are not what they appear to 
be. (Courtesy of Kokichi Sugihara)

5.5 Perches and a Ring (p. 98)
Another type of three-dimensional object that has a deceiv-
ing appearance. (Courtesy of Kokichi Sugihara)

5.6 Impossible Motion: Antigravity Ramps (p. 98)
How to make a ball appear to roll uphill. (Courtesy of 
 Kokichi Sugihara)

5.7 Impossible Motion: Magnet-like Slopes (p. 98)
Illusion in which balls appear to roll uphill. (Courtesy of 
Kokichi Sugihara)

5.8 Perceptual Organization: Dalmatian (p. 100)
How a black and white pattern can be perceived as a  Dalmatian. 
(Courtesy of Michael Bach)

5.9 Figure-Ground Trials (p. 106)
Example of the stimulus used in Vecera’s fi gure-ground 
 experiment. (Courtesy of Shaun Vecera)
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Some Questions We Will Consider:

■  Why do we pay attention to some parts of a scene, but not 

to others? (p. 129)

■  Does paying attention to an object make the object 

“stand out”? (p. 134)

■  Do we have to pay attention to something to perceive it? (p. 140)

W
e have come a long way from Chapter 1, when 
we described light entering the eye at the very 
 beginning of the perceptual process. By Chapter 4, 

we had reached areas in the cortex that are specialized for 
perceiving faces, places, and bodies. Chapter 5 continued 
where Chapter 4 left off by considering objects and scenes 
and by introducing the idea that perception is an active 
 process that involves making inferences based on knowl-
edge gained from a lifetime of experiencing characteristics 
of the  environment.

This chapter expands upon the idea that the observer is 
actively involved in creating perceptions. We don’t just pas-
sively sit there as stimuli create images of objects or scenes 
in our eyes. Instead, we direct our attention toward specifi c 
objects or locations within a scene and ignore other objects or 
locations. This process of focusing on specifi c objects while 
ignoring others is the process of attention. We will see, how-
ever, that attention is far more than just “looking around” at 
things. The act of attending not only brings an object into 
view; it enhances the processing of that object and therefore 
our perception of the object.

The effects of attention were described in the 
19th  century by William James, the fi rst professor of psychol-
ogy at  Harvard. James relied not on the results of experiments 
but rather on his own personal observations when making 
statements such as the following description of attention, 
from his 1890  textbook Principles of Psychology:

Millions of items . . . are present to my senses 
which never properly enter my experience. 
Why? Because they have no interest for me. 

CHAPTER CONTENTS

Scanning a Scene

What Directs Our Attention?
Stimulus Salience
Selection Based on Cognitive Factors
Task Demands

What Happens When We Attend?
Attention Speeds Responding
Attention Can Infl uence Appearance
Attention Can Infl uence Physiological Responding

What Happens When We Don’t Attend?
Inattentional Blindness
Change Detection
Is Attention Necessary for Perceiving Scenes?

The Distracting Effect of Task-Irrelevant Stimuli
Distraction and Task Characteristics
Attention and Perceptual Load

Attention and Experiencing a Coherent World
Why Is Binding Necessary?
Feature Integration Theory

SOMETHING TO CONSIDER: Attention in Autism

DEVELOPMENTAL DIMENSION: Attention and 
Perceptual Completion

Think About It

The Virtual Lab icons direct you to specific anima-

tions and videos that will help you visualize what you are 

reading about. Virtual Labs are listed at the end of the 

chapter, keyed to the page on which they appear, and 

can be accessed through Psychology CourseMate.

C H A P T E R  6

Visual Attention

▲ One of the things that infl uences how we direct our attention is 

salience: physical characteristics of a scene that make certain things 

stand out. In this scene our attention is drawn to the tree because of its 

isolation and color, and to the sunlit part of the background  because 

of its contrast with the darker background and its jagged shape. In this 

chapter we will consider what  attracts our attention, how attending 

 enhances perception, and the consequences of not attending.

VL
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My  experience is what I agree to attend to. . . . 
 Everyone knows what  attention is. It is the taking 
possession by the mind, in clear and vivid form, 
of one out of what seem several simultaneously 
possible objects or trains of thought. . . . It implies 
withdrawal from some things in order to deal 
 effectively with others.

Thus, according to James, we focus on some things to the 
exclusion of others. As you walk down the street, the things you 
pay attention to—a classmate you recognize, the “Don’t Walk” 
sign at a busy intersection, and the fact that just about every-
one except you seems to be carrying an umbrella—stand out 
more than many other things in the environment. The reason 
you are paying attention to those things is that  saying hello to 
your friend, not crossing the street against the light, and your 
concern that it might rain later in the day are  important to you.

But there is also another reason for paying attention to 
some things and ignoring others. Your perceptual system has 
a limited capacity for processing information (Chun et al., 
2011). Thus, to prevent overloading the system and therefore 
not processing anything well, the visual system, in James’s 
words, “withdraws from some things in order to deal more 
effectively with others.” One of the mechanisms for selecting 
certain things in the visual environment is visual scanning—
looking from one place to another. This scanning is necessary 
because there is only one place on the retina—the cone-rich 
fovea—that creates good detail vision.

Scanning a Scene

The following demonstration illustrates the importance of 
scanning for fi nding one object in a cluttered scene.

DEMONSTRATION

Looking for a Face in the Crowd
Your task in this demonstration is to fi nd Justin Bieber’s face in 

the group of people in Figure 6.1. Notice how long it takes to 

 accomplish this task.

Unless you were lucky and just happened to look at Jus-
tin Bieber immediately, you probably had to scan the scene, 
checking each face in turn, before fi nding him. What you 
were doing is aiming your fovea at one face after another. 
Each time you briefl y paused on one face you were making a 
fi xation. When you moved your eye to observe another face, 
you were making a saccadic eye movement—a rapid jerky 
movement from one fi xation to the next. 

It isn’t surprising that you were moving your eyes from 
one place to another, because you were consciously looking 
for a particular target (Justin Bieber). But it may surprise 
you to know that even when you are freely viewing an object 
or scene without searching for a target, you move your eyes 
about three times per second. This rapid scanning is shown 
in Figure 6.2, which is a pattern of fi xations (dots) separated 

Figure 6.1 Where is Justin Bieber? (Extra credit: Where is Rihanna? Miley Cyrus?)
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 Scanning a Scene 129 

First fixation

Figure 6.2 Scan path of an observer freely viewing 

a picture. Fixations are indicated by the yellow dots 

and saccadic eye movements by the red lines. 

Notice that this person looked preferentially at areas 

of the picture such as the statues and lights but 

ignored areas such as the fence and the sky. 

Reproduced with permission from John Henderson, South Carolina.

Figure 6.3 When a basketball player looks to 

the right while paying attention to a teammate 

off to the left, he is covertly attending to the 

teammate.K
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by saccadic eye movements (lines) that occurred as a subject 
viewed a picture of the fountain.

Scanning involves overt attention—attention that 
involves looking directly at the attended object. Although we 
often look directly at the objects of our attention, objects can 
also be attended even when they are off to the side. Covert 
attention is attention without looking. Covert attention is 
an important part of many sports. Consider, for example, 
the basketball player in Figure 6.3, who looks to the right but 
then suddenly throws a dead-on pass to a teammate he was 
covertly attending to off to the left.

We will describe a number of experiments that involve 
covert attention, in which observers are told to keep looking 
at a small dot or “X” without moving their eyes, and to pay 
attention to an area off to the side.

We are constantly monitoring our environment by shift-
ing our attention both overtly, by making eye movements, 
and covertly, by noticing what is happening off to the side. 
But what determines where we attend? One answer to that 
question, as suggested by James, is that we attend to what 
interests us. But, as we will now see, there are also other 
 factors that determine where we attend.
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130 CHAPTER 6 Visual Attention

What Directs Our Attention?

Where we direct attention can be caused by an involuntary 
process, in which stimuli that stand out capture our atten-
tion, and by voluntary processes, in which attention is guided 
by our goals and intentions (Anderson et al., 2011). We fi rst 
consider attention that is determined by stimuli that stand 
out because of their physical properties.

Stimulus Salience
Stimulus salience refers to physical properties such as color, 
contrast, movement, and orientation that make a particu-
lar object or location conspicuous. When attention due to 
 stimulus salience causes an involuntary shift of attention, 
this shift is called attentional capture ( Anderson et al., 2011). 
For example, attention can be drawn away from what we are 
doing by a bright fl ash or a loud noise off to the side. This 
capturing of attention could be important if it serves as a 
warning of something dangerous like an explosion, a danger-
ous animal, or an object moving rapidly toward us.

On a less dramatic level, some things draw our attention 
because they stand out in a scene. Thus, the man in the red 
shirt in the crowd in Figure 6.4 attracts our attention because 
the shirt’s color contrasts with the light colors in the rest of 
the scene. Procedures for determining how saliency infl u-
ences how we scan a scene typically analyze characteristics 

such as color, orientation, and intensity at each location 
in a scene, and combine these values to create a saliency 
map of the scene (Itti & Koch, 2000; Parkhurst et al., 
2002;  Torralba et al., 2006). For example, the highly salient 
 red-shirted man in  Figure 6.4 would be indicated by a light 
area on a saliency map.

Figure 6.5 shows a scene and its saliency map as deter-
mined by Derrick Parkhurst and coworkers (2002). When 
Parkhurst calculated saliency maps for a number of pictures 
and then measured observers’ fi xations as they observed the 
pictures, he found that the fi rst few fi xations were closely 
associated with the light areas on the saliency map, with fi xa-
tions being more likely on high-saliency areas. But after the 
fi rst few fi xations, scanning begins to be infl uenced by top-
down, or cognitive, processes that depend on things such as 
an observer’s goals and expectations. As we will see in the next 
section, these goals and expectations are infl uenced by the 
observer’s past experiences in observing the environment.

Selection Based on Cognitive Factors
One way to show that where we look isn’t determined only 
by saliency is by checking the eye movements of the subject 
looking at the fountain in Figure 6.2. Notice that the person 
never looks at the fence in the foreground, even though it is 
very salient because of its high contrast and its position near 
the front of the scene. Instead, the person focuses on aspects 
of the fountain that might be more interesting, such as the 

Figure 6.4 The red shirt is highly salient because of its color compared to the rest of the scene.
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horses. It is likely that the meaning of the horses has attracted 
this particular person’s attention.

It is important to note, however, that just because this 
person looked at the horses doesn’t mean everyone would. 
Just as there are large variations between people, there are vari-
ations in how people scan scenes (Castelhano &  Henderson, 
2008; Noton & Stark, 1971). Thus, another person, who 
might be interested in wrought iron fences, might look less 
at the horses and more at the fence.

Top-down processing is also associated with scene 
 schemas—an observer’s knowledge about what is contained 
in typical scenes (remember regularities in the environment 
from Chapter 5, page 110). Thus, when Melissa Vo and John 
 Henderson (2009) showed observers pictures like the ones in 
Figure 6.6, observers looked longer at the printer in  Figure 6.6b 
than the pot in Figure 6.6a because a printer is less likely to 

be found in a kitchen. The fact that people look longer at 
things that seem out of place in a scene means that attention 
is being affected by their knowledge of what is  usually found 
in the scene.

You can probably think of other situations in which your 
knowledge about specifi c types of scenes might infl uence 
where you look. You probably know a lot, for example, about 
kitchens, college campuses, automobile instrument panels, 
and shopping malls, and your knowledge about where things 
are usually found in these scenes can help guide your atten-
tion through each scene (Bar, 2004).

Another example of how cognitive factors based on 
knowledge of the environment infl uences scanning is an 
experiment by Hiroyuki Shinoda and coworkers (2001) in 
which they measured observers’ fi xations and tested their 
ability to detect traffi c signs as they drove through a com-
puter-generated environment in a driving simulator. They 
found that the observers were more likely to detect stop signs 
positioned at intersections than those positioned in the mid-
dle of a block, and that 45 percent of the observers’ fi xations 
occurred close to intersections. In this example, the observ-
ers are using learning about regularities in the environment 
(stop signs are usually at corners) to determine when and 
where to look for stop signs.

(a) Visual scene

(b) Saliency map

Figure 6.5 (a) A visual scene. (b) Saliency map of the scene 

determined by analyzing the color, contrast, and orientations in the 

scene. Lighter areas indicate greater salience. Adapted from Parkhurst, D., Law, K., & 

Niebur, E. (2002). Modeling the role of salience in the allocation of overt visual attention. Vision Research, 42, 107–123.
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Figure 6.6 Stimuli used by Vo and Henderson (2009). Observers 

spent more time looking at the printer (in B) than at the pot (in A), 

shown inside the yellow rectangles (which were not visible to the 

observers). From Vo, M. L. H., & Henderson, J. M. (2009). Does gravity matter? Effects of semantic and 

syntactic inconsistencies on the allocation of attention during scene perception. Journal of Vision, 9 (3), 1–15. 

Reproduced with permission.
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Task Demands
The examples in the last section demonstrate how knowledge 
of various characteristics of the environment can infl uence 
how people direct their attention. However, the last example, 
in which subjects drove through a computer-generated envi-
ronment, was different from the rest. The difference is that 
instead of looking at pictures of stationary scenes, subjects 
were interacting with the environment. This kind of situa-
tion, in which people are shifting their attention from one 
place to another as they are doing things, occurs when peo-
ple are moving through the environment, as in the driving 
 example, and when people are carrying out specifi c tasks.

Some researchers have focused, therefore, on determin-
ing where people look as they are carrying out tasks. Since 
most tasks require attention to different places as the task 
unfolds, it isn’t surprising that the timing of when people 
look at specifi c places is determined by the sequence of 
actions involved in the task. Consider, for example, the pat-
tern of eye movements in Figure 6.7 that were measured as a 
person was making a peanut butter sandwich. The process 
of making the sandwich begins with the movement of a slice 
of bread from the bag (A) to the plate (B). Notice that this 
operation is accompanied by an eye movement from the bag 
to the plate. The observer then looks at the peanut butter 
jar just before the jar is lifted, looks at the top just before it 
is removed (C). Attention then shifts to the knife, which is 
picked up and used to scoop the peanut butter and spread it 
on the bread (Land & Hayhoe, 2001). VL

The key fi nding of these measurements, and also of 
another experiment in which eye movements were measured 
as a person prepared tea (Land et al., 1999), is that the per-
son’s eye movements were determined primarily by the task. 
The person fi xated on few objects or areas that were irrelevant 
to the task, and eye movements and fi xations were closely 
linked to the action the person was about to take. Further-
more, the eye movement usually preceded a motor action by 
a fraction of a second, as when the person fi rst fi xated on the 
peanut butter jar and then reached over to pick it up. This 

is an example of the “just in time” strategy—eye movements 
occur just before we need the information they will provide 
(Hayhoe & Ballard, 2005; Tatler et al., 2011).

When making a peanut butter sandwich, everything is 
stationary or under the direct control of the person making 
the sandwich. What about tasks in which other things are 
moving and the situation isn’t entirely predictable? Such a 
situation occurs when walking down a busy sidewalk or when 
crossing the street in the middle of traffi c. Jelena Jovancevic-
Misic and Mary Hayhoe (2009) did a study to investigate 
how attention might be determined by people’s sensitivity to 
properties of a dynamic environment.

A subject walked along an elliptical path that went around 
a partition that partially blocked her view. As the subject walked 
along this path, she encountered three “pedestrians” who were 
walking in the opposite direction. The key factor in this experi-
ment was what the subject learned about the behavior of each 
of the pedestrians who were walking toward her. One of the 
pedestrians, called “Rogue,” veered toward the subject every 
time he passed her, although no collisions happened, as Rogue 
returned to his original path before a collision occurred. Pedes-
trian “Risky” veered on every fourth circuit, and pedestrian 
“Safe” never veered toward the subject. The subject, who was 
not informed about the behavior of the pedestrians, was simply 
told to walk around the path and to avoid other pedestrians.

When Jovancevic-Misic and Hayhoe measured how long 
the subject looked directly at each pedestrian, they found 
that the subject’s attention depended on what they had 
learned about the pedestrians. Rogue was most likely to be 
looked at, followed by Risky and Safe. Near the end of the 
 experiment, when the subject had learned what to expect 
from each pedestrian, she was looking at Rogue four times 
more than Safe. Thus, the probability of potentially collid-
ing with risky pedestrians caused a change in how the subject 
allocated her attention.

These results can be interpreted in terms of the  observer’s 
knowledge of scene statistics of dynamic events, where scene 
statistics are the probability of various things occurring 
in a dynamic environment. This is similar to the idea that 
scene schemas—our knowledge of characteristics of specifi c 
scenes—infl uence where we look when we view still pictures. 
This experiment extends this idea to dynamic environments 
where events can become unpredictable.

What Happens When 
We Attend?

The answer to this question may seem obvious. When we 
attend to something, we become aware of it. But the effects 
of attention extend beyond creating awareness.

Returning to William James (who is getting a lot of atten-
tion!), remember his statement that attending to an object 
enables us to “deal effectively” with it. In line with that state-
ment, researchers have found that attention enhances our 

A

B

C

C

Figure 6.7 Sequence of fi xations of a person making a peanut 

butter sandwich. The fi rst fi xation is on the loaf of bread. From Land, M. F., 

Mennie, N., & Rusted, J., 1999, “The roles of vision and eye movements in the control of activities of daily living,” 

Perception, 28 (11), 1311–1328. Copyright © 1999 by Pion Ltd, London. Reproduced by permission. www.pion.co.uk 

and www.envplan.com.
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response to objects (we respond faster to things that are 
located where we are attending), perception of objects (atten-
tion can make it easier to see an object), and physiological 
responding (attention can enhance  neural  fi ring to objects).

Attention Speeds Responding
We often pay attention to specifi c locations, as when paying 
attention to what is happening in the road directly in front 
of your car when driving. Paying attention informs us about 
what is happening at a location, and also enables us to respond 
more rapidly to anything that happens in that  location.

Speeding Responding to Locations Attention to a 
 specifi c location is called spatial attention. In a classic series 
of studies on spatial attention, Michael Posner and coworkers 
(1978) asked whether paying attention to a location improves 
a person’s ability to respond to stimuli presented there. To 
answer this question, Posner used the precueing procedure, 
as shown in Figure 6.8.

Figure 6.8 Procedure for the (a) valid task and (b) invalid task in 

Posner and coworkers’ (1978) precueing experiment. See text for 

details. (c) The results of the experiment. The average reaction time 

was 245 ms for valid trials but was 305 ms for invalid trials. From Posner, 

M. I., Nissen, M. J., & Ogden, W. C. (1978). Attended and unattended processing modes: The role of set for spatial 

location. In H. L. Pick & I. J. Saltzman (Eds.), Modes of perceiving and processing information. Hillsdale, NJ: 

Erlbaum. Reproduced by permission.
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Figure 6.9 Spatial attention can be compared to a spotlight that 

scans a scene. From Goldstein, E. B., Cognitive Psychology, 3rd ed. © 2011 Wadsworth, a part of 

Cengage Learning, Inc. Reproduced by permission. www.cengage.com/permissions

METHOD

Precueing
The general principle behind a precueing experiment is to 

 determine whether presenting a cue indicating where a test 

 stimulus will  appear enhances the processing of the test stimulus. 

The participants in Posner and coworkers’ (1978) experiment kept 

their eyes stationary throughout the experiment, always look-

ing at the � in the display in Figure 6.8. They fi rst saw an arrow 

cue (as shown in the left panel) indicating on which side of the 

target a stimulus was likely to appear. In Figure 6.8a, the arrow 

cue indicates that they should focus their attention to the right. 

(Remember, they do this without moving their eyes, so this is an 

example of covert attention.) The participant’s task was to press a 

key as rapidly as possible when a target square was presented off 

to the side (as shown in the right panel). The trial shown in Figure 

6.8a is a valid trial because the square appears on the side indi-

cated by the cue arrow. The location indicated by the cue arrow 

was valid 80 percent of the time, so 20 percent of the trials were 

invalid. That is, the cue arrow indicated that the target was going 

to be presented on one side but it actually appeared on the other 

side, as shown in Figure 6.8b. For this invalid trial, the cue arrow 

indicates that the observer should attend to the left, but the target 

is presented on the right.

The results of this experiment, shown in Figure 6.8c, 
indicate that subjects reacted more rapidly on valid trials 
than on invalid trials. Posner interpreted this result as show-
ing that information processing is more effective at the place 
where attention is directed. This result and others like it gave 
rise to the idea that attention is like a spotlight or zoom lens 
that improves processing when directed toward a particular 
 location (Figure 6.9; Marino & Scholl, 2005).

Speeding Responding to Objects We also attend to 
 specifi c objects in the environment. You see a person you 
know in a crowd and focus your attention on that person. 
You are looking at a table of items for sale at a fl ea mar-
ket and focus your attention on one object after another. 
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134 CHAPTER 6 Visual Attention

We will now consider some experiments that show (1) that 
attention can enhance our response to objects and (2) that 
when attention is directed to one place on an object, the 
enhancing effect of that attention spreads to other places 
on the object.

Consider, for example, the experiment diagrammed in 
Figure 6.10 (Egly et al., 1994). As participants kept their eyes 
on the +, one end of the rectangle was briefl y highlighted 
(Figure 6.10a). This was the cue signal that indicated where a 
target, a dark square (Figure 6.10b), would probably appear. 
In this example, the cue indicates that the target is likely to 
appear in position A, at the upper part of the right rectangle, 
and the target is, in fact, presented at A. (The letters used to 
illustrate positions in our description did not appear in the 
actual experiment.)

The subjects’ task was to press a button when the target 
was presented anywhere on the display. The numbers indicate 
the reaction times, in milliseconds, for three target locations 
when the cue signal had been presented at A. Not surprisingly, 
subjects responded most rapidly when the target was pre-
sented at A, where the cue had been presented. However, the 
most interesting result is that subjects responded more rap-
idly when the target was presented at B (reaction time � 358 
ms) than when the target was presented at C (reaction time � 
374 ms). Why does this occur? It can’t be because B is closer to 
A than C, because B and C are exactly the same distance from A. 
Rather, B’s advantage occurs because it is located within the 
object that was receiving the subject’s attention. Attending at A, 
where the cue was presented, causes the maximum effect at A, 
but the effect of this attention spread throughout the object so 
some enhancement occurred at B as well. The faster respond-
ing that occurs when enhancement spreads within an object 
is called the same-object advantage (Marino & Scholl, 2005).

The same result occurs even when a horizontal bar is 
added to the display, as shown in Figure 6.11a (Moore et al., 
1998). Even though the bar is covering the vertical rectan-
gles, presenting the cue at A still results in enhancement 
at B. What this means is that enhancement still spreads 
throughout the object. This “spreading enhancement” may 

help us perceive partially obscured objects, such as our “ani-
mal” lurking behind the tree from Chapter 5 (Figure 6.11b). 
Because the effects of attention spread behind the tree, our 
awareness spreads throughout the object, thereby enhancing 
the chances we will interpret the interrupted shape as being 
a single object. (Also see Baylis & Driver, 1993; Driver  & 
 Baylis, 1989, 1998; Katzner et al., 2009; and Lavie & Driver, 
1996, for more demonstrations of how attention spreads 
throughout objects.)

Attention Can Infl uence Appearance
Does the fact that attention can result in faster reaction times 
show that attention can change the appearance of an object? 
Not necessarily. It is possible that the target stimulus always 
appears identical, but attention enhances the observer’s abil-
ity to press the button quickly. To answer the question of 
whether attention affects an object’s appearance, we need to 
do an experiment that measures the perceptual response to a 
stimulus rather than the speed of responding to the stimulus.

A study by Marissa Carrasco and coworkers (2004) was 
designed to measure the perceptual response to grating 
stimuli with alternating light and dark bars, like the ones in 
Figure 6.12c. She was interested in determining whether atten-
tion affected the perceived contrast between the bars, where per-
ceived contrast refers to how different the light and dark bars 

(a) (b)
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Figure 6.10 In Egly and coworkers’ (1994) experiment, (a) a cue 

signal appears at one place on the display, then the cue is turned off 

and (b) a target is fl ashed at one of four possible locations, A, B, C, or D. 

Numbers are reaction times in ms for positions A, B, and C, when the 

cue appeared at position A. © Cengage Learning

Figure 6.11 (a) Stimulus in Figure 6.10 but with a horizontal bar 

added (Moore et al., 1998). (b) Possible animal lurking behind a tree 

(see Chapter 5, page 114). © Cengage Learning
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appear. Carrasco’s hypothesis was that attention would cause 
an increase in the perceived contrast of the  gratings.

The procedure for Carassco’s experiment, shown in 
 Figure 6.12, was as follows: (a) Subjects were instructed to 
keep their eyes fi xed on the small fi xation dot at all times; 
(b) a cue stimulus was fl ashed for 67 ms either on the left or 
on the right. Subjects were told that this cue had no  relation 
to the stimuli that followed it; (c) a pair of gratings was 
fl ashed for 40 ms. The gratings were tilted in different direc-
tions (one to the left and one to the right).

The contrast between the bars of the gratings was ran-
domly varied from trial to trial, so sometimes the contrast of 
the right grating was higher, the contrast of the left grating 
was higher, or both gratings were identical. The subjects’ task 
was to indicate on each trial whether the grating stimulus 
with the greatest contrast was tilted to the left or to the right. 
Thus, the subject fi rst decided which grating had a higher 
contrast, and then indicated the orientation of that grat-
ing. Carrasco had subjects indicate orientation, rather than 
directly reporting how they perceived the gratings’ contrast, 
to reduce the chances they might be infl uenced by any expec-
tation they might have that attention might enhance the 
grating’s perceived contrast.

Carrasco found that when two gratings were different, 
the attention-capturing dot had no effect. However, when 
two gratings were physically identical, subjects were more 
likely to report the orientation of the one that was on the 
same side as the fl ashed cue. Thus, when the two gratings 

were the same, the one that received attention appeared to 
have more contrast. More than 100 years after William James 
suggested that attention makes an object “clear and vivid,” 
Carrasco provided experimental evidence that attention 
does, in fact, enhance the appearance of an object. (Also see 
Carrasco, 2011; Carrasco et al., 2006.)

From the experiments we have described, it is clear that 
attention can affect both how a person responds to a stimulus 
and how a person perceives a stimulus. It should be no surprise 
that these effects of attention are accompanied by changes in 
physiological responding.

Attention Can Infl uence 
Physiological Responding
A large number of experiments have shown that attention 
affects physiological responding in a number of ways. We 
begin by considering evidence that attention increases the 
neural response to an attended item.

Attention to Objects Increases the Response of  Specifi c 

Areas in the Brain In an experiment by Kathleen O’Craven 
and coworkers (1999), subjects saw a face and a house super-
imposed (Figure 6.13a). You may remember the experiment 
from Chapter 5 in which a picture of a house was presented to 
one eye and a picture of a face was presented to the other eye 
(Figure 5.47). In that experiment, presenting different images 

Fixation dot

(a) Fixate (b) Cue flashed (c) Stimuli presented

Cue flashed

Figure 6.12 Procedure for Carrasco and coworkers’ (2004) experiment. See text for explanation. 
© Cengage Learning 2014
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Figure 6.13 (a) Superimposed face and house stimulus used in O’Craven and coworkers’ (1999) experiment. (b) FFA activation when the subject 

attended to the face or the house. (c) PPA activation for attention to the face or the house. Based on data from O’Craven, K. M., Downing, P. E., & Kanwisher, N. (1999). fMRI evidence for 

objects as the units of attentional selection. Nature, 401, 584–587. Reproduced by permission.
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to each eye created binocular rivalry, so perception alternated 
between the two images. When the face was perceived, activa-
tion occurred in the fusiform face area (FFA). When the house 
was perceived, activation occurred in the parahippocampal 
place area (PPA).

In O’Craven’s experiment, the superimposed face and 
house stimuli were presented to both eyes, so there was no 
binocular rivalry. Instead of letting rivalry select the image 
that is visible, O’Craven asked subjects to direct their atten-
tion to one stimulus or the other. For each pair, one of the 
stimuli was stationary and the other was moving slightly 
back and forth. When looking at a pair, subjects were told to 
attend to either the moving or stationary house, the moving 
or stationary face, or to the direction of movement. As they 
were doing this, activity in their FFA, PPA, and MT/MST (the 
area specialized for movement) was measured.

The results for when subjects attended to the house or 
the face show that attending to the moving or stationary face 
caused enhanced activity in the FFA (Figure 6.13b) and attend-
ing to the moving or stationary house caused enhanced activity 
in the PPA (Figure 6.13c). In addition, attending to the move-
ment caused activity in the movement areas, MT/MST, for 
both moving face and moving house stimuli. Thus, attention 
to different types of objects infl uences the activity in areas of 
the brain that process information about that type of object.

Attention to Locations Increases the Response at 

 Specifi c  Locations in the Brain What happens in the 
brain when people shift their attention to different loca-
tions while keeping their eyes stationary? Ritobrato Datta 
and Edgar DeYoe (2009) answered this question by measur-
ing how brain activity changed when covert attention was 
focused on different locations. They measured brain activity 
using fMRI as subjects kept their eyes fi xed on the center of 
the display in Figure 6.14a and shifted their attention to dif-
ferent locations in the display. They found that the area of the 
brain that was activated  depended on where the subject was 
directing his or her  attention. 

The colors in the circles in Figure 6.14b indicate the area 
of brain that was activated when the subject directed his or 
her attention to different locations indicated by the  numbers 

on the stimulus in Figure 6.14a. Notice that the yellow 
“hot spot,” which is the place of greatest activation, moves 
out from the center and also becomes larger as attention is 
directed farther from the center. By collecting brain activa-
tion data for all of the locations on the stimulus, Datta and 
DeYoe created “attention maps” that show how directing 
attention to a specifi c area of space activates a specifi c area 
of the brain.

The attention maps are like the retinotopic map we 
described in Chapter 4 (see Figure 4.1), in which presenting 
objects at different locations on the retina activates differ-
ent locations on the brain. However, in Datta and DeYoe’s 
experiment, brain activation is changing not because images 
are appearing on different places on the retina, but because 
the subject is directing his or her mind to different places in 
the visual fi eld.

What makes this experiment even more interesting is 
that after attention maps were determined for a particular 
subject, that subject was told to direct his or her attention to 
a “secret” place, unknown to the experimenters. Based on the 
location of the resulting yellow “hot spot,” the experimenters 
were able to predict, with 100 percent accuracy, the “secret” 
place where the subject was attending. This is similar to the 
“mind reading” experiment we described on page 117 of 
Chapter 5, in which brain activity caused by an oriented line 
was analyzed to determine what orientation the person was 
seeing. In the attention experiments, brain activity caused by 
where the person was attending was analyzed to determine where 
the person was directing his or her mind!

Attention Can Shift the Location of a Neuron’s  Receptive 

Field Another physiological effect of attention was dem-
onstrated by Thilo Womelsdorf and coworkers (2006), who 
showed that attention can cause a monkey’s receptive fi eld to 
shift toward the place where attention is directed.

Remember from Chapter 3 that a neuron’s receptive fi eld 
is the area of retina that, when stimulated, infl uences the 
response of the neuron. The idea behind the receptive fi elds 
we described in Chapter 3 was simple: A particular neuron 
receives signals from a specifi c area on the retina, so when 
that area is stimulated, the neuron responds.
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Figure 6.14 (a) Subjects in Datta and 

DeYoe’s (2009) experiment directed their 

attention to different areas of this circular 

display while keeping their eyes fi xed on 

the center of the display. (b) Activation of 

the brain that occurred when the subjects 

attended to the areas indicated by the 

numbers on the stimulus. The center of 

each circle is the place on the brain that 

corresponds to the center of the stimulus. 

The yellow “hot spot” is the area of the brain 

that is maximally activated. From Datta, R., & DeYoe, 

E. A. (2009). I know where you are secretly attending! The topography 

of human visual attention revealed with fMRI. Vision Research, 49, 

1037–1044. Reproduced with permission.
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In our discussion in Chapter 3, we never considered the 
possibility that a neuron’s receptive fi eld could change. But 
Womelsdorf showed that attention can cause slight shifts in 
a receptive fi eld’s location on the retina. He demonstrated 
this by recording from neurons in a monkey’s middle tempo-
ral (MT) cortex, an area in the temporal lobe responsible for 
processing information about motion. Womelsdorf mapped 
the receptive fi elds of a neuron as the monkey shifted its 
attention to locations that correspond to different locations 
on the retina. Figure 6.15 shows maps of the receptive fi elds 
on the monkey’s retina, which were determined (a) when the 
monkey was attending to a location that corresponded to 
the small diamond and (b) when the monkey was attend-
ing to a location corresponding to the small circle. Yellow 
indicates the area of retina that, when stimulated, causes the 
greatest response.

Notice that the receptive fi eld is shifted to the left when 
the monkey is attending to the diamond on the left and is 
shifted to the right when the monkey shifts its  attention 
to the circle on the right. This is an amazing result because 
it means that attention is changing the organization of 
part of the visual system. Receptive fi elds, it turns out, 
aren’t fi xed in place but can move in response to where the 
 monkey is attending. This concentrates neural processing 
power right at the place that is important to the  monkey 
at that moment.

TEST YOURSELF 6.1

1. What are the two main points that William James makes about 

attention? (Hint: what it is and what it does.) What are two rea-

sons for paying attention to some things and ignoring others?

2. What does the demonstration that involved fi nding Justin 

Bieber’s face tell us about attention and scanning?

3. What are fi xations? Saccadic eye movements? Overt  attention? 

How is overt attention measured? What is covert attention?

4. Describe the following factors that determine where we 

look: stimulus factors, cognitive factors, and task demands. 

Describe the examples or experiments that illustrate each 

   factor. (Be sure you understand the role of stimulus saliency, 

attentional capture, scene schemas, and scene statistics.)

 5. What is spatial attention? Describe Posner’s experiment on 

speeding response to locations. Be sure you understand the 

precueing procedure, covert attention, and what Posner’s 

results demonstrated.

 6. Describe Egly’s and Moore’s experiments on speeding 

response to objects (see Figures 6.10 and 6.11). What is the 

same-object advantage?

 7. Describe Carrasco’s experiment that showed an object’s 

appearance can be changed by attention. Why did Carrasco 

have subjects report the orientations of the gratings rather 

than the contrast of the gratings?

 8. Describe O’Craven’s experiment that showed how attention 

to faces or houses affects responding of areas specialized to 

respond to faces or houses.

 9. Describe Datta and DeYoe’s experiment on how attending to 

different locations activates the brain. What is an attention 

map? What was the point of the “secret place” experiment? 

Compare this experiment to the “mind reading” experiments 

described at the end of Chapter 5.

10. Describe Womelsdorf’s experiment that demonstrated how 

receptive fi elds are affected by attention.

What Happens When 
We Don’t Attend?

We have seen that paying attention affects both responding 
to stimuli and perceiving them. But what happens when we 
don’t pay attention? One idea is that you don’t perceive things 
your aren’t attending to. After all, if you’re looking at some-
thing over to the left, you’re not going to see something else 
that is far to the right. But research has shown not only that 
we miss things that are out of our fi eld of view, but that not 
attending can cause us to miss things even if we are  looking 
directly at them. One example of this is a phenomenon called 
inattentional blindness.

(a) (b)

Figure 6.15 Receptive fi eld maps on the retina 

determined when a monkey was attending to locations 

corresponding to (a) the small diamond and (b) the small 

circle. The yellow areas are areas of the receptive fi eld that 

generate the largest response. Notice that the receptive fi eld 

map shifts to the right when the monkey shifts its attention 

from the diamond to the circle. From Womelsdorf, T., Anton-Erxleben, K., 

Pieper, F., & Treue, S. (2006). Dynamic shifts of visual receptive fi elds in cortical area MT by spatial 

attention. Nature Neuroscience, 9, 1156–1160. Reproduced with permission.

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



138 CHAPTER 6 Visual Attention

Inattentional Blindness
In 1998, Arien Mack and Irvin Rock published a book titled 
Inattentional Blindness, in which they described experiments 
that showed that subjects can be unaware of clearly visible 
stimuli if they aren’t directing their attention to them. In 
an experiment based on one of Mack and Rock’s experi-
ments, Ula Cartwright-Finch and Nilli Lavie (2007) pre-
sented the cross stimulus shown in Figure 6.16. The cross 
was presented for fi ve trials, and the observer’s task was to 
indicate which arm of the briefl y fl ashed cross was longer, 
the horizontal or the vertical. This is a diffi cult task because 
the cross was fl ashed rapidly, the arms were just slightly dif-
ferent in length, and the arm that was longer changed from 
trial to trial. On the sixth trial, a small outline of a square 
was added to the display (Figure 6.16b). Immediately after 
the sixth trial, subjects were asked whether they noticed if 
anything had appeared on the screen that they had not seen 
before. Out of 20 subjects, only 2 reported that they had seen 
the square. In other words, most of the subjects were “blind” 
to the small square, even though it was located right next to 
the cross. VL

This demonstration of inattentional blindness used a 
rapidly fl ashed geometric test stimulus. But similar effects 
occur for more naturalistic stimuli that are visible for longer 
periods of time. For example, imagine looking at a display in 
a department store window. When you focus your attention 
on the display, you probably fail to notice the refl ections on 
the surface of the window. Shift your attention to the refl ec-
tions, and you become less aware of the display inside the 
window.

The idea that attention can affect perception of overlap-
ping scenes was tested in an experiment by Daniel Simons 
and Christopher Chabris (1999), who created a 75-second 
fi lm that showed two “teams” of three players each. One 
team, dressed in white, was passing a basketball around, 
and the other was “guarding” that team by following them 

around and putting their arms up as in a basketball game 
( Figure  6.17). Observers were told to count the number of 
passes, a task that focused their attention on the team wear-
ing white. After about 45 seconds, one of two events occurred. 
Either a woman carrying an umbrella or a person in a gorilla 
suit walked through the “game,” an event that took 5  seconds.

After seeing the video, observers were asked whether they 
saw anything unusual happen or whether they saw anything 
other than the six players. Nearly half of the observers—46 
percent—failed to report that they saw the woman or the 
gorilla. This experiment demonstrated that when observers 
are attending to one sequence of events, they can fail to notice 
another event, even when it is right in front of them (also see 
Goldstein & Fink, 1981; Neisser & Becklen, 1975).

Change Detection
Following in the footsteps of the superimposed image experi-
ments, researchers developed another way to demonstrate 
how a lack of attention can affect perception. Instead of pre-
senting several stimuli at the same time, they fi rst presented 
one picture, then another slightly different picture. To appre-
ciate how this works, try the following demonstration. VL

DEMONSTRATION

Change Detection
When you are fi nished reading these instructions, look at the 

 picture in Figure 6.18 for just a moment, and then turn the 

page and see whether you can determine what is different in 

 Figure 6.20. Do this now.

Were you able to see what was different in the second 
picture? People often have trouble detecting the change 
even though it is obvious when you know where to look. 

Trials 1 – 5 Trial (6)

(a) (b)

Figure 6.16 Inattentional blindness experiment. (a) The cross display 

is presented for fi ve trials. One arm of the cross is slightly longer on 

each trial. The subject’s task is to indicate which arm (horizontal or 

vertical) is longer. (b) On the sixth trial, the subjects carry out the same 

task, but a small square is included in the display. After the sixth trial, 

subjects are asked if they saw anything different than before. Adapted 

from Lavie, N. (2010). Attention, distraction, and cognitive control under load. Current Directions in Psychological 

Science, 19, 143–148. Reproduced with permission.

Figure 6.17 Frame from Simons and Chabris’s (1999) experiment. 

Figure provided by Daniel Simons. Simons, D. J., & Chabris, C. F. (1999). Gorillas in our midst: Sustained 

inattentional blindness for dynamic events. Perception, 28, 1059–1074. Used by permission.
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(See the bottom of page 149 for a hint and then try again.) 
Ronald Rensink and coworkers (1997) did a similar experi-
ment in which they presented one picture, followed by a blank 
fi eld, followed by the same picture but with an item missing, 
followed by a blank fi eld, and so on. The pictures were alter-
nated in this way until observers were able to determine what 
was different about the two pictures. Rensink found that the 
pictures had to be alternated back and forth a number of 
times before the difference was detected.

This diffi culty in detecting changes in scenes is called 
change blindness (Rensink, 2002). The importance of atten-
tion (or lack of it) in determining change blindness is demon-
strated by the fact that when Rensink added a cue indicating 
which part of a scene had been changed, participants detected 
the changes much more quickly (also see  Henderson & 
 Hollingworth, 2003).

The change blindness effect also occurs when the scene 
changes in different shots of a fi lm. Figure 6.19 shows succes-
sive frames from a video of a brief conversation between two 
women. The noteworthy aspect of this video is that changes 
take place in each new shot. In (b), the woman’s scarf has disap-
peared; in (c), the other woman’s hand is on her chin, although 
seconds later, in (d), both arms are on the table. Also, the plates 
change color from red in the initial views to white in (d).

Although participants who viewed this video were told to 
pay close attention, only 1 of 10 participants claimed to notice 
any changes. Even when the participants were shown the 
video again and were warned that there would be changes in 
“objects, body position, or clothing,” they noticed fewer than a 
quarter of the changes that occurred (Levin & Simons, 1997).

This blindness to change in fi lms is not just a laboratory 
phenomenon. It occurs regularly in popular fi lms, in which 
some aspect of the scene, which should remain the same, 
changes from one shot to the next, just as objects changed in the 
fi lm shots in Figure 6.19. These changes in fi lms, called continu-
ity errors, are spotted by viewers who are looking for them, usu-
ally by viewing the fi lm multiple times, but are usually missed 
by viewers in theaters who are not looking for these errors. 

For example, in the fi lm Oceans 11 (2001), Rusty, the character 
played by Brad Pitt, is talking to Linus, the character played by 
Matt Damon. In one shot, Rusty is holding a cocktail glass full 
of shrimp in his hand, but in the next shot, which moves in 
closer and is from a slightly different angle, the glass has turned 
into a plate of fruit, and then in the next shot the plate changes 
back to the cocktail glass full of shrimp! If you are interested 
in exploring continuity errors further, you can fi nd websites 
devoted to them by searching for “continuity errors in movies.”

We have seen from the inattentional blink and change 
detection experiments that people can miss things that they 
aren’t attending to. But does the fact that attention is impor-
tant for perception mean that it is always necessary? Some 
researchers have concluded that it is possible to perceive 
the gist of a scene and to detect objects in a scene without 
attention. We will now consider two experiments: one that 
concludes attention is not necessary for perceiving objects in 
scenes and another that comes to the opposite conclusion.

Is Attention Necessary 
for Perceiving Scenes?
One reason it seems reasonable to suppose that attention may 
not be necessary for perceiving scenes is that people can iden-
tify the gist of a scene after seeing a picture for less than a quar-
ter of a second (see page 109; also see Van Rullen & Thorpe, 
2001). Fei Fei Li and coworkers (2002) took this as their start-
ing point for an experiment using the dual-task procedure, 
in which subjects are required to carry out simultaneously a 

Figure 6.18 Stimulus for change blindness demonstration. See text.
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Figure 6.19 Frames from a video that demonstrates change blindness. 

The woman on the right is wearing a scarf around her neck in shots 

(a), (c), and (d), but not in shot (b). Also, the color of the plates changes 

from red in the fi rst three frames to white in frame (d), and the hand 

position of the woman on the left changes between shots (c) and (d). From 

Levin, D., & Simons, D. (1997). Failure to detect changes to attended objects in motion pictures. Psychonomic 

Bulletin and Review, 4, 501–506.

(a) (b)

(c) (d)
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central task that demands attention and a peripheral task that 
involves making a decision about the contents of a scene. 

Li’s subjects looked at the + on a fi xation screen (Figure 

6.21a) and then saw the central stimulus, an array of fi ve let-
ters (Figure 6.21b). On some trials, all of the letters were the 
same; on other trials, one of the letters was different from 
the other four. The letters were followed immediately by the 
peripheral stimulus—either a disc that was half green and 
half red or a picture of a scene—fl ashed for 27 ms at a random 
position on the edge of the screen (Figure 6.21c). 

The subjects’ central task was to indicate if all of the let-
ters in the central stimulus were the same, and their peripheral 
task was to indicate whether the scene contained an animal 
(for the picture) or whether the colored discs were red–green 
or green–red (for the discs). Even though subjects had to keep 
their attention focused on the letters in the middle in order 

to carry out the central letter task, their performance was 
90 percent on the peripheral picture task, but only 50 percent 
on the peripheral colored-disc task (Figure 6.21d). Thus, per-
formance on the colored discs was reduced to chance levels by 
the central task but stayed high for the pictures. Li concluded 
from this result that properties of scenes can be perceived 
with little or no attention (see also Tsuchiya & Koch, 2009).

Recently, however, Michael Cohen and coworkers (2011) 
wondered if Li’s central letter task did not distract attention 
enough. To test this idea, Cohen created a letter–number task 
in which a series of letters and numbers were rapidly fl ashed 
(for example, G, N, W, 4, A, Y, 5, T) and subjects indicated how 
many numbers they saw. While they were doing this central 
task, subjects indicated if a rapidly fl ashed picture contained 
an animal or a vehicle. When the peripheral animal–vehicle 
task was presented alone, without the central task, subjects 
were correct 89 percent of the time. However, their perfor-
mance dropped to 63 percent when their attention was dis-
tracted by the central letter–number task. From this result, 
Cohen concluded that “the perception of natural scenes does 
require attention” (p. 1170). VL

But Cohen also noted that even though performance 
dropped when attention was distracted from the scene, it was 
still above chance. Perhaps, suggests Cohen, a more diffi cult 
central task would have caused a larger decrease in perfor-
mance, or perhaps there are some aspects of scene perception 
that require attention and some that don’t. 

What can we conclude from this? Cohen states that 
perceiving scenes requires attention, but then leaves open 
the possibility that some aspects of scene perception may 
not require attention. Another recent experiment confi rms 
Cohen’s fi nding that a distracting task can decrease the abil-
ity to perceive scenes (Mack & Clarke, 2012). Clearly, further 
research is needed to determine whether attention is neces-
sary for perceiving scenes. 

Figure 6.21 (a–c) Procedure for Li and coworkers’ (2002) experiment. See text for details. (d) Results of the experiment. Performance is the 

percent correct when carrying out the central task compared to the percent correct when not carrying out the central task. Performance drops only 

slightly for the scene task but drops to near chance for the colored-disc task. Adapted from Li, F., VanRullen, R., Koch, C., & Perona, P. (2002). Rapid natural scene categorization in the near 

absence of attention. Proceedings of the National Academy of Sciences, 99, 9596–9601. Photo of polar bear: Barbara Goldstein.
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Figure 6.20 Stimulus for change blindness demonstration. See text.
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The Distracting Effect of 
Task-Irrelevant Stimuli

We mentioned earlier in the chapter that stimuli that are 
highly salient, such as a bright fl ash, can capture our attention 
and possibly warn us of a dangerous situation that we want to 
avoid (see page 130). But sometimes when unattended stimuli 
attract our attention, they simply distract us from something 
we are doing. For example, a colorful pop-up ad for a dating 
service that suddenly appears on your computer screen might 
interfere with your search for a recently received email in your 
inbox; or an eye-catching billboard along the side of the high-
way might distract your attention from the traffi c situation 
on the road in front of you (Forster & Lavie, 2008).

Stimuli that don’t provide information relevant to the 
task with which we are involved are task-irrelevant stimuli. 
Examples such as the computer pop-up or the billboard 
are distracting task-irrelevant stimuli, which can potentially 
decrease our performance of a task. It isn’t surprising that the 
amount of distraction depends on properties of the distract-
ing stimulus, with highly salient stimuli being more likely to 
cause distraction. However, the effect of a potentially distract-
ing stimulus also depends on the characteristics of the task.

Distraction and Task Characteristics
The idea that the effect of an unattended stimulus depends 
on the nature of the task was suggested by Nilli Lavie (1995, 
2006, 2010), who showed, in a number of experiments, that 

if the task is easy, then task-irrelevant stimuli have an effect 
on performance. However, if the task is hard, task-irrelevant 
stimuli have little or no effect on performance.

An experiment by Sophie Forster and Lavie (2008) illus-
trates this result. The subjects’ task was to respond as quickly 
as possible when they identifi ed a target, either X or N, in 
displays like the ones in Figure 6.22a. Subjects pressed one key 
if they saw the X and another key if they saw the N. This task 
is easy for displays like the one on the left in which the target 
is surrounded by just one type of letter, like the o’s. However, 
the task becomes harder when the target is surrounded by 
different letters, as in the display on the right. This difference 
is refl ected in the reaction times, with the hard task resulting 
in slower reaction times than the easy task. However, when 
a task-irrelevant stimulus is fl ashed off to the side, like the 
cartoon character in the displays in Figure 6.22b, responding 
slows for the easy task and is affected only slightly for the 
hard task. VL

Attention and Perceptual Load
Lavie explains results such as the ones in Figure 6.22b in 
terms of her load theory of attention, which involves two key 
concepts: perceptual capacity and perceptual load. Perceptual 
capacity refers to the idea that a person has a certain capacity 
that can be used for carrying out perceptual tasks. Perceptual 
load is the amount of a person’s perceptual capacity needed to 
carry out a particular perceptual task. Some tasks, especially 
easy, well-practiced ones, have low perceptual loads; these 
low-load tasks use up only a small amount of the p erson’s 
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Figure 6.22 The task in Forster and Lavie’s (2008) experiment was to indicate the identity of a target (X or N) as quickly as possible. (a) The 

reaction time for the easy condition like the display on the left, in which the target is accompanied by small o’s, is faster than the reaction time for 

the hard condition, in which the target is accompanied by other letters. (b) Flashing a distracting cartoon character increases the reaction time for 

the easy task but has a smaller effect on the hard task. The increase for each task is indicated by the blue extensions of the bars. Adapted from Forster, S., & 

Lavie, N. (2008). Failures to ignore entirely irrelevant distractors: The role of load. Journal of Experimental Psychology: Applied, 14, 73–83.
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perceptual capacity. Other tasks, those that are diffi cult and 
perhaps not as well practiced, are high-load tasks and use 
more of a person’s perceptual capacity. Lavie proposes that 
the amount of perceptual capacity that remains as a person is 
carrying out a task determines how well the person can avoid 
being distracted by task-irrelevant stimuli.

This idea is illustrated in Figure 6.23. The circle in this 
fi gure represents a person’s total perceptual capacity, and 
the shading represents the portion that is used up by a task. 
In  Figure 6.23a, only part of the person’s resources are being 
used by a low-load task, leaving resources available for pro-
cessing other stimuli that may be present, as was the case for 
the “easy” or low-load task in Forster and Lavie’s experiment 
(Figure 6.22).

Figure 6.23b shows a situation in which all or most of 
a person’s perceptual capacity is being used by a high-load 
task, such as the hard task in the experiment. When this 
occurs, no resources remain to process other stimuli, so irrel-
evant stimuli can’t be processed and they have little effect on 
performance of the task.

One way to understand the idea that load is important 
is to think about situations in which you have been totally 
focused on something, because it is either extremely interest-
ing or diffi cult to carry out. Saying that such a situation is 
demanding all your attention is another way of saying that 
you are using all your cognitive resources and therefore are 
less likely to be distracted by task-irrelevant stimuli.

We can also apply Lavie’s load theory to the phenome-
non of inattentional blindness we described earlier. Remem-
ber that when subjects had to decide which line in a display 
like Figure 6.16 was longer, only 10 percent of the subjects 
were aware of the small square presented near the cross. In 
terms of load theory, the diffi cult length estimation task is 
a high-load task that uses up most of a person’s perceptual 

capacity, so there are few resources left to detect the small, 
unattended stimulus. However, when the task was turned 
into a low-load task by asking subjects to indicate which of 
the cross-hairs was green (horizontal or vertical), then 55 
percent of the subjects reported seeing the unattended object 
(Cartwright-Finch & Lavie, 2007; Lavie, 2010).

Attention and Experiencing 
a Coherent World

We have seen that attention is an important determinant of 
what we perceive. Attention brings things to our awareness 
and can enhance our ability to perceive and to respond. We 
now consider yet another function of attention, one that is 
not obvious from our everyday experience. This function of 
attention is to help create binding, which is the process by 
which features—such as color, form, motion, and location—
are combined to create our perception of a coherent object.

Why Is Binding Necessary?
We can appreciate why binding is necessary by remembering 
our discussion of modularity in Chapter 4, when we saw that 
separated areas of the brain are specialized for the perception 
of different qualities. In Chapter 4 we focused on the infero-
temporal (IT) cortex, which is associated with perceiving forms. 
But there are also areas associated with motion, location, and 
possibly color (the exact locations of areas for color are still 
being researched) located at different places in the cortex.

Thus, when the person in Figure 6.24 observes a red ball 
roll by, cells sensitive to the ball’s shape fi re in his IT cor-
tex, cells sensitive to movement fi re in his middle temporal 

Resources used by
low-load primary task

Resources used by
high-load primary task

Remaining perceptual
capacity

No perceptual
capacity remains

(a) (b)

Figure 6.23 The rationale for the idea that (a) low-load tasks 

that use few cognitive resources may leave resources available 

for processing unattended task-irrelevant stimuli, whereas 

(b) high-load tasks that use all of a person’s cognitive resources 

don’t leave any resources to process unattended task-irrelevant 

stimuli. © Cengage Learning 2014

Depth
Motion

Color

Form

Location

Rolling ball

Figure 6.24 Any stimulus, even one as simple as a rolling ball, 

activates a number of different areas of the cortex. Binding is the 

process by which these separated signals are combined to create a 

unifi ed perception. © Cengage Learning
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 cortex, and cells sensitive to color fi re in other areas. But even 
though the ball’s shape, movement, and color cause fi ring in 
different areas of the person’s cortex, he doesn’t perceive the 
ball as separated shape, movement, and color perceptions. 
He experiences an integrated perception of a ball, with all of 
the ball’s features being bound together to create a coherent 
perception of a “rolling red ball.” The question of how an 
object’s individual features become bound together, which 
is called the binding problem, has been addressed by Anne 
 Treisman’s (1986, 1988, 1999)   feature integration theory.

Feature Integration Theory
Treisman’s feature integration theory tackles the question of 
how we perceive individual features as part of the same object. 
In her theory, the fi rst step in processing an image of an object 
is the preattentive stage (the fi rst box in the fl ow diagram 
in Figure 6.25). In the preattentive stage, objects are analyzed 
into separate features. For example, the rolling red ball would 
be analyzed into the features color (red), shape (round), and 
movement (rolling to the right). Because each of these fea-
tures is processed in a separate area of the brain, they exist 
independently of one another at this stage of  processing.1

The idea that an object is automatically broken into features 
may seem counterintuitive because when we look at an object, 
we see the whole object, not an object that has been divided into 
its individual features. The reason we aren’t aware of this pro-
cess of feature analysis is that it occurs early in the perceptual 
process, before we have become conscious of the object. Thus, 
when you see this book, you are conscious of its rectangular 
shape, but you are not aware that before you saw this rectangu-
lar shape, your perceptual system  analyzed the book into indi-
vidual features such as lines with different orientations.

Evidence That Objects Are Analyzed Into Features To 
provide some perceptual evidence that objects are, in fact, 
analyzed into features, Anne Treisman and H. Schmidt 
(1982) did an ingenious experiment to show that early in the 
perceptual process, features may exist independently of one 
another. Treisman and Schmidt’s display consisted of four 
objects fl anked by two black numbers (Figure 6.26). They 
fl ashed this display onto a screen for one-fi fth of a second, 
followed by a random-dot masking fi eld designed to elimi-
nate any residual perception that might remain after the 

1This is a simplifi ed version of feature integration theory. For a more detailed 
 description of the model, which also includes “feature maps” that code the 
 location of each of an object’s features, see Treisman (1999).

stimuli were turned off. Participants were told to report the 
black numbers fi rst and then to report what they saw at each 
of the four locations where the shapes had been.

In 18 percent of the trials, participants reported seeing 
objects that were made up of a combination of features from 
two different stimuli. For example, after being presented 
with the display in Figure 6.26, in which the small triangle 
is red and the small circle is green, they might report seeing 
a small red circle and a small green triangle. These combi-
nations of features from different stimuli are called illusory 
 conjunctions. Illusory conjunctions can occur even if the 
stimuli differ greatly in shape and size. For example, a small 
blue circle and a large green square might be seen as a large 
blue square and a small green circle.

Although illusory conjunctions are usually demon-
strated in laboratory experiments, they can occur in other 
situations as well. Recently I ran a class demonstration to 
illustrate that observers sometimes make errors in eyewitness 
testimony. In the demonstration, a male wearing a green shirt 
burst into the class, grabbed a yellow purse that was sitting 
on a desk (the owner of the purse was in on the demonstra-
tion), and left the room. This event happened very rapidly 
and was a surprise to students in the class. Their task was 
to describe what had happened as eyewitnesses to a “crime.” 
Interestingly enough, one of the students reported that a 
male wearing a yellow shirt grabbed a green purse from the 
desk! Interchanging the colors of these objects is an example 
of illusory conjunctions (Treisman, 2005).

According to Treisman, illusory conjunctions occur 
because at the beginning of the perceptual process, each 
feature exists independently of the others. That is, features 
such as “redness,” “curvature,” or “tilted line” are, at this early 
stage of processing, not associated with a specifi c object. They 
are, in Treisman’s (1986) words, “free fl oating,” as shown in 
 Figure 6.27, and can therefore be incorrectly combined if there 
is more than one object, especially in laboratory situations 
when briefl y fl ashed stimuli are followed by a masking fi eld.

Preattentive
stage

Object Perception
Focused
attention

stage

Features
separated

Features
combined

Figure 6.25 Flow diagram of Treisman’s (1988) feature integration 

theory. © Cengage Learning

1 8

Figure 6.26 Stimuli similar to those used in Treisman and Schmidt’s 

(1982) experiment. When participants fi rst attended to the black 

numbers and then to the other objects, some illusory conjunctions, 

such as “green triangle,” occurred. © Cengage Learning
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You can think of these features as components of a visual 
“alphabet.” At the very beginning of the process, perceptions 
of each of these components exist independently of one 
another, just as the letter tiles in a game of Scrabble exist as 
individual units when the tiles are scattered at the beginning 
of the game. However, just as the individual Scrabble tiles are 
combined to form words, the individual features combine to 
form perceptions of whole objects.

Focused Attention Stage According to Treisman’s model, 
these features are combined in the second stage, called the 
focused attention stage (Figure 6.25). Once the features have 
been combined in this stage, we perceive the object.

During the focused attention stage, the observer’s atten-
tion plays an important role in combining the features to 
create the perception of whole objects. To illustrate the 
importance of attention for combining the features, Treis-
man repeated the illusory conjunction experiment using the 
stimuli in Figure 6.26, but this time she instructed her par-
ticipants to ignore the black numbers and to focus all of their 
attention on the four target items. This focusing of atten-
tion eliminated illusory conjunctions so that all of the shapes 
were paired with their correct colors.

When I describe this process in class, some students 
aren’t convinced. One student said, “I think that when peo-
ple look at an object, they don’t break it into parts. They just 
see what they see.” To convince this student (and the many 
others who, at the beginning of the course, are not comfort-
able with the idea that perception sometimes involves rapid 
processes we aren’t aware of), I describe the case of R.M., a 
patient who had parietal lobe damage that resulted in a con-
dition called Balint’s syndrome. A crucial characteristic of 
Balint’s syndrome is an inability to focus attention on indi-
vidual objects.

According to feature integration theory, lack of focused 
attention would make it diffi cult for R.M. to combine fea-
tures correctly, and this is exactly what happened. When 
R.M. was presented with two different letters of  different 
 colors, such as a red T and a blue O, he reported illusory con-
junctions such as “blue T” on 23 percent of the trials, even 
when he was able to view the letters for as long as 10 seconds 

( Friedman-Hill et al., 1995; Robertson et al., 1997). The case 
of R.M. illustrates how a breakdown in the brain can reveal 
processes that are not obvious when the brain is functioning 
normally.

The feature analysis approach involves mostly bottom-
up processing because knowledge is usually not involved. In 
some situations, however, top-down processing can come 
into play. For example, when Treisman and Schmidt (1982) 
did an illusory conjunction experiment using stimuli such 
as the ones in Figure 6.28 and asked participants to identify 
the objects, the usual illusory conjunctions occurred; the 
orange triangle, for example, would sometimes be perceived 
to be black. However, when she told participants that they 
were being shown a carrot, a lake, and a tire, illusory conjunc-
tions were less likely to occur, and participants were more 
likely to perceive the triangular “carrot” as being orange. In 
this situation, the participants’ knowledge of the usual col-
ors of objects infl uenced their ability to correctly combine 
the features of each object. In our everyday experience, in 
which we often perceive familiar objects, top-down process-
ing  combines with feature analysis to help us perceive things 
accurately.

Visual Search Another approach to studying the role of 
attention in binding has used a task called visual search. 
Visual search is something we do anytime we look for an 
object among a number of other objects, such as looking for 
Justin Bieber in a group of musicians or trying to fi nd Waldo 
in a “Where’s Waldo?” picture (Handford, 1997). A type of 
visual search called a conjunction search has been particularly 
useful in studying binding.

DEMONSTRATION

Searching for Conjunctions
We can understand what a conjunction search is by fi rst de-

scribing another type of search called a feature search. Before 

reading further, fi nd the horizontal line in Figure 6.29a. This is a 

feature search because you could fi nd the target by looking for a 

single feature—“horizontal.” Now fi nd the green horizontal line in 

Figure 6.29b. This is a conjunction search because you had to 

search for a combination (or conjunction) of two or more features 

in the same stimulus—“horizontal” and “green.” In Figure 6.29b, 

you couldn’t focus just on green because there are vertical green 

lines, and you couldn’t focus just on horizontal because there are 

horizontal red lines. You had to look for the conjunction of horizon-

tal and green.

Small Triangle Red

“Free-Floating” Features

Circle Large Yellow

Figure 6.27 Illustration of the idea that in the preattentive stage, an 

object’s features are “free fl oating.” Because they are not attached to 

a particular object, they can potentially become associated with any 

object in a display. When this happens, an illusory conjunction 

is created. © Cengage Learning

Figure 6.28 Stimuli used to show that top-down processing can 

reduce illusory conjunctions. © Cengage Learning
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disorder in which one of the major symptoms is the with-
drawal of contact from other people. People with autism 
typically do not make eye contact with others and have 
difficulty telling what emotions others are experiencing in 
social situations.

Research has revealed many differences in both behavior 
and brain processes between autistic and nonautistic people 
(Grelotti et al., 2002, 2005). Ami Klin and coworkers (2003) 
note the following paradox: Even though people with autism 
can often solve reasoning problems that involve social situa-
tions, they cannot function when placed in an actual social 
situation. One possible explanation is differences in the way 
autistic people observe what is happening. Klin and cowork-
ers (2003) demonstrated this by comparing eye fi xations 
of autistic and nonautistic people as they watched the fi lm 
Who’s Afraid of Virginia Woolf?

Figure 6.30 shows fi xations on a shot of the actor’s faces. 
The shot occurs just after another character has smashed a 
bottle. The nonautistic observers fi xated on the male actor’s 
eyes in order to access his emotional reaction, but the autis-
tic observers looked near the female actor’s mouth or off to 
the side.

Another difference between how autistic and nonautis-
tic observers direct their attention is related to the tendency 
of nonautistic people to direct their eyes to the place where 
a person is pointing. Figure 6.31 compares the fi xations of a 
nonautistic person (shown in white) and an autistic p erson 
(shown in black). In this scene, the male character points 
to the painting and asks the actor on the right, “Who did 
the painting?” The nonautistic person follows the pointing 
movement from the fi nger to the painting and then looks 
at the actor’s face to await a reply. In contrast, the autistic 
observer looks elsewhere fi rst, then back and forth between 
the pictures.
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Conjunction searches are useful for studying binding 
because fi nding the target in a conjunction search involves 
scanning a display in order to focus attention at a specifi c 
location. To test the idea that attention to a location is 
required for a conjunction search, a number of researchers 
have tested the Balint’s patient R.M. and have found that he 
cannot fi nd the target when a conjunction search is required 
(Robertson et al., 1997). This is what we would expect because 
of R.M’s diffi culty in focusing attention. R.M. can, however, 
fi nd targets when only a feature search is required, as in 
 Figure 6.29a, because attention-at-a-location is not required 
for this kind of search. Feature integration theory therefore 
considers attention to be an essential component of the 
mechanism that creates our perception of objects from a 
number of  different features.

SOMETHING TO CONSIDER:

Attention in Autism

Not only is attention important for detecting objects in the 
environment, as described above, it is also a crucial compo-
nent of social situations. People pay attention not only to 
what others are saying, but also to their faces (Gullberg & 
Holmqvist, 2006) and to where they are looking (Kuhn & 
Land, 2006; Tatler & Kuhn, 2007), because these things pro-
vide information about the other person’s thoughts, emo-
tions, and feelings.

The link between attention and perceptions of social 
interactions becomes especially evident when we consider 
a situation in which that link is disturbed, as occurs in 
people with autism. Autism is a serious developmental 

Figure 6.29 Find the horizontal line in (a) and then the green 

horizontal line in (b). Which task took longer? © Cengage Learning 2014

(a)

(b)

Typically developing viewers

Viewers with autism

Figure 6.30 Where people look when viewing this image from 

the fi lm Who’s Afraid of Virginia Woolf? Nonautistic viewers: white 

crosses; autistic viewers: black crosses. From Klin, A., Jones, W., Schultz, R., & Volkmar, 

F. (2003). The enactive mind, or from actions to cognition: Lessons from autism. Philosophical Transactions of the 

Royal Society of London B, 358, 345–360.
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These results indicate that because of the way autistic 
people attend to events as they unfold in a social situation, 
they may perceive the environment differently than normal 
observers. Autistic people look more at things, whereas non-
autistic observers look at other people’s actions and espe-
cially at their faces and eyes. It is likely, therefore, that autistic 
observers create a mental representation of a situation that 
does not include much of the information that nonautistic 
observers usually use in interacting with others.

The exact cause of the differences in eye movement pat-
terns of autistic and nonautistic observers is, however, not 
clear. One suggestion is that the differences may have to do 
with negative emotional reactions autistic observers experi-
ence when looking at or interacting with other people. These 
negative emotions infl uence where they look, which infl u-
ences how well they can understand what is happening, which 
in turn makes it even more diffi cult to function in social situ-
ations. Another idea is that autistic observers process face 
stimuli differently, so when they do look at faces they focus 
on individual features or details within the face and don’t 
see faces as whole (Behrmann et al., 2006). The most likely 
explanation is that attentional differences are caused by a 
 combination of social and perceptual factors.

Other experiments provide clues to physiological differ-
ences in attention between autistic and nonautistic people. 
Kevin Pelphrey and coworkers (2005) measured brain activ-
ity in the superior temporal sulcus (STS; see Figure 5.52), an 
area in the temporal lobe that has been shown to be sensitive 
to how other people direct their gaze in social situations. For 
example, the STS is strongly activated when a passerby makes 
eye contact with a person, but is more weakly activated if the 
passerby doesn’t make eye contact (Pelphrey et al., 2004).

Pelphrey measured STS activity as autistic and non-
autistic people watched an animated character’s eyes move 

1 second after a fl ashing checkerboard appeared (Figure 

6.32a). The character either looked at the checkerboard 
 (congruent condition) or in a direction away from the check-
erboard (incongruent condition). To determine whether the 
observers saw the eye movements, Pelphrey asked his observ-
ers to press a button when they saw the character’s eyes move. 
Both autistic and nonautistic observers performed this task 
with 99 percent accuracy.

But even though both groups of observers saw the char-
acter’s eyes move, there was a large difference between how 
the STS responded in the two groups. The STS of the non-
autistic observers was activated more for the incongruent 
situation (left pair of bars in Figure 6.32b), but the STS of the 
autistic observers was activated equally in the congruent and 
incongruent situations (right pair of bars).

What does this result mean? Since both groups saw the 
character’s eyes move, the difference may have to do with 
how observers interpreted what the eye movements meant. 
Pelphrey suggests that there is a difference in autistic and 
nonautistic people’s ability to read other people’s intentions. 
The nonautistic observers expected that the character would 
look at the checkerboard, and when that didn’t happen, this 
caused a large STS response. Autistic observers, on the other 
hand, may not have expected the observer to look at the 

Typically developing viewer
Viewer with autismViewer with autism

Figure 6.31 Scan paths for nonautistic viewers (white path) and 

autistic viewers (black path) in response to the picture and dialogue 

while viewing this shot from Who’s Afraid of Virginia Woolf? From Klin, A., 

Jones, W., Schultz, R., & Volkmar, F. (2003). The enactive mind, or from actions to cognition: Lessons from autism. 

Philosophical Transactions of the Royal Society of London B, 358, 345–360. 

S
ig

n
al

.2

.1

.4

.3

0

(a)

(b)

C ICCIC

AutisticNonautistic

Congruent Incongruent

Figure 6.32 (a) Observers in Pelphrey and coworkers’ (2005) 

experiment saw either the congruent condition, in which the animated 

character looked at the checkerboard 1 second after it appeared, or 

the incongruent condition, in which the character looked somewhere 

else 1 second after the checkerboard appeared. (b) Response of the 

STS in nonautistic and autistic observers to the two conditions. 

C = congruent; IC = incongruent. From Pelphrey, K. A., Morris, J. P., & McCarthy, G. (2005). 

Neural basis of eye gaze processing defi cits in autism. Brain, 128, 1038–1048. By permission of Oxford University Press.
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Although newborns have limited visual acuity (see Develop-
mental Dimension: Infant Visual Acuity in Chapter 2, page 46), 
they show by their looking behavior that they prefer to look at 
some objects more than others. They look more at contours 
and high contrasts, and exhibit a preference for faces (see De-
velopmental Dimension: Infant Face Perception in Chapter 5, 
page 120). However, many attentional processes don’t begin 
emerging until after 3 months of age, and the full development 
of processes such as scanning the details of scenes continues 
well unto childhood and early adolescence (Amso, 2010).

Our concern here is not to survey the research on the 
development of attention, but to consider a possible link 
between the early emergence of attentional processes and 
 perceptual completion—the perception of an object as 
 extending behind occluding objects, such as the horizon-
tal boards that partially block the view of the three men 
in  Figure  5.24 (see page 104). (This is also referred to as 
 achieving object unity.)

When adults look at a scene like the one in Figure 5.24, 
they perceive the men’s bodies as continuing behind the 
boards on which they are leaning. But would a young infant 
perceive the upper, middle, and lower parts of the bodies 
as separate units or as parts of a single object that contin-
ues behind the boards? Research on this question has used 
the habituation procedure, which is based on the following 
fact about infant looking behavior: When given a choice 
between a familiar stimulus and a novel one, an infant is 
more likely to look at the novel one (Fagan, 1976; Slater 
et al., 1984).

METHOD

Habituation
Because infants are more likely to look at a novel stimulus, we can 

create a preference for one stimulus over another by familiarizing 

the infant with one stimulus but not with the other. For this tech-

nique, which is called habituation, one stimulus is presented to 

the infant repeatedly, and the infant’s looking time is measured on 

each presentation (Figure 6.33). As the infant becomes more famil-

iar with the stimulus, he or she habituates to it, looking less and 

less on each trial, as indicated by the green circles in  Figure 6.33.

Once the infant has habituated to this stimulus, we determine 

whether the infant can tell the difference between it and another 

stimulus by presenting a new stimulus. In Figure 6.33, the new 

stimulus is presented on the eighth trial. If the infant can tell the 

difference between the habituation stimulus and the new stimulus, 

he or she will exhibit dishabituation, an increase in looking time 

when the stimulus is changed, as shown by the open red circles. 

If, however, the infant cannot tell the difference between the two 

stimuli, he or she will continue to habituate to the new stimulus 

(because it will not be perceived as novel), as indicated by the 

open blue squares. Remember that the occurrence of dishabitua-

tion means that the second stimulus appears different to the infant 

from the habituation stimulus.

Habituation has been used to study the development of 
perceptual completion by presenting stimuli like the one in 
Figure 6.34a, which is a rod moving back and forth behind 
a rectangular occluder. Adults perceive the gray bars as part 
of a single rod that extends behind the rectangle. To deter-
mine how 4-month-old infants perceive this display, Philip 
Kellman and Elizabeth Spelke (1983) fi rst habituated the in-
fants to the rod moving back and forth behind a block, so 
the infants looked less and less at this stimulus. They then 
presented either two separated moving rods (top stimulus in 
Figure 6.34b) or a single longer moving rod (bottom stimulus 
in Figure 6.34b).

Remember that the principle of habituation is that 
 after habituation to a stimulus, the infant looks longer at a 
new stimulus that is perceived as different from the habitua-
tion stimulus. Thus, looking longer at the separated bars on 
top would indicate that the infants perceived the display in 

DEVELOPMENTAL DIMENSION: Attention and Perceptual Completion

Figure 6.33 Possible results of a habituation experiment. See 

text for details. © Cengage Learning
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checkerboard, so the STS responded in the same way to both 
the congruent and incongruent stimuli.

The idea that neural responding may reflect cogni-
tive factors, such as what people expect will happen in 

a particular situation, is something we will encounter 
again in the next chapter when we consider the connec-
tion between perception and how people interact with the 
environment.

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



148 CHAPTER 6 Visual Attention

 Figure 6.34a as a single bar moving behind the rectangle. Kell-
man and Spelke obtained this result, and concluded that 
the infants had perceived a single rod moving behind the 
rectangle and therefore are capable of perceptual comple-
tion. This result did not occur, however, when the infant was 
habituated to a stationary rod and rectangle display. Thus, 
movement helped the 4-month-old infants infer that the bar 
extended behind the block. VL

If 4-month-olds perceive a moving object as continuing 
behind an occluding stimulus, can younger infants do this as 
well? When Alan Slater and coworkers (1990) repeated Kell-
man and Spelke’s experiment with newborns, they found that 
when the newborns saw the moving rod during habituation, 
they looked more at the single rod when given the choice be-
tween the segmented or single rod. This suggests that they 
saw the moving rods as two separate units and not as a single 
rod extending behind the occluder. Apparently newborns do 
not make the inference that 4-month-olds make about the 
moving display.

Thus, the capacity demonstrated at 4 months does not 
exist (or can’t be measured using this particular procedure) 
at birth. But when does it appear? Scott Johnson and Richard 
Aslin (1995) helped determine the answer when they tested 
2-month-olds and obtained results for some of the infants 
that was similar to those for the 4-month-olds. Apparently, 
the ability to use movement as a way to organize the percep-
tual world develops rapidly over the first few months of life.

The fact that young infants demonstrate perceptual com-
pletion only when the rod stimulus is moving has led to the hy-
pothesis that perceptual completion depends on the infants’ 
development of the ability to perceive motion, and specifi cally 
the common motion of objects such as the rods (Johnson 
et al., 2008). But further research suggests that perhaps motion 
perception isn’t the crucial variable. For example, Johnson and 

coworkers (2008) traced the development of infants’ ability to 
detect the direction of motion and to follow moving objects 
with their eyes and found that there was no connection be-
tween the development of these aspects of motion perception 
and performance on the perceptual  completion task.

But Johnson and coworkers (2004) found evidence for 
a connection between perceptual completion and attention. 
They fi rst determined that at the age of 3 months, some in-
fants perceived the moving rod as continuing behind the 
occluder and some did not. They labeled the infants who 
demonstrated perceptual completion perceivers and those 
who did not, nonperceivers. They then determined the eye 
fi xation patterns for the two groups. Figure 6.35 shows eye 

Rod movement

(a) Habituate to (b) Show infant

or

4-month-old
infants look
more at this

Figure 6.34 (a) Stimulus used in the habituation phase of the 

Kellman and Spelke (1983) experiment. A rod moves back and forth 

behind a rectangular occluder. (b) Stimuli that are presented in the 

dishabituation phase of the experiment. Reprinted from Kellman, P. J., & Spelke, E. S. 

Perception of partly occluded objects in infancy. Cognitive Psychology, 15, 483–524, fi gure 3. Copyright © 1983, with 

permission from Elsevier. 

Figure 6.35 How infants looked at a display during habituation, in 

which a rod moved back and forth behind a rectangular occluder. (a) 

Fixations for an infant who perceived the moving rod as a single object 

(a “perceiver”). (b) Fixations for an infant who did not perceive the 

moving rod as a single object (a “nonperceiver”). From Johnson, S. P., Slemmer, J. A., 

& Amso, D. (2004). Where infants look determines how they see: Eye movements and object perception performance in 

3-month olds. Infancy, Vol. 6, Issue 2, pp. 185–201, Taylor & Francis. Records courtesy of Scott Johnson.

(a) Infants who perceived rod as continuing behind the occluder

(b)  Infants who did not perceive rod as continuing
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are not attending. How does the situation in Li’s 

experiment differ from the situation in the change 

blindness experiments?

3. Describe the study by Forster and Lavie that shows that the 

distracting effect of a task-irrelevant stimulus depends on the 

nature of the task.

4. How is Forster and Lavie’s result explained by Lavie’s load 

theory of attention? Be sure you understand the concepts of 

perceptual resources and perceptual load.

5. How has load theory been applied to inattentional blindness 

experiments?

6. What are the two stages in feature integration theory? What 

does feature integration theory propose about the role of 

 attention in perception and binding?

7. What evidence links attention and binding? Describe evidence 

that involves both illusory conjunctions and conjunction search 

in normal subjects and patients with Balint’s syndrome.

8. Describe the results of experiments that measured (a) eye move-

ments in autistic and nonautistic observers while they watched a 

fi lm; (b) the response of the STS to “congruent” and “incongru-

ent” conditions. What can we conclude from these results?

9.  What is perceptual completion? Describe the experiment 

that demonstrates the existence of perceptual completion 

in infants. What is the role of movement in this experiment? 

What is the role of attention in determining perceptual 

completion?

 Think About It 149 

THINK ABOUT IT

 1. If salience is determined by characteristics of a scene such 
as contrast, color, and orientation, why might it be cor-
rect to say that paying attention to an object can  increase 
its salience? (p. 130)

 2. How is the idea of regularities of the environment that 
we introduced in Chapter 5 (see page 110) related to 
the cognitive factors that determine where people look? 
(p. 130)

 3. Can you think of situations from your experience that 
are similar to the change detection experiments in that 
you missed seeing an object that became easy to see 
once  you  knew it was there? What do you think was 
 behind your initial failure to see this object? (p. 138)

 4. The “Something to Consider” section discussed differ-
ences between how autistic and nonautistic people di-
rect their attention. Do you think differences in direct-
ing  attention may also occur in nonautistic people? Can 
you think of situations in which you and another person 
perceived the same scene or event differently? (p. 145)

 5. In describing the habituation procedure, it was stated that 
when given a choice between a familiar stimulus and a novel 
one, an infant is more likely to look at the novel one. But in 
the Developmental Dimension of Chapter 5, we saw that 
young infants tend to look more at a mother’s face than 
at a stranger’s face. Why do you think this would occur 
if infants usually tend to prefer looking at novel objects? 
(p. 147)

fixation records measured during habituation for a perceiver 
( Figure 6.35a) and a nonperceiver (Figure 6.35b). The two rods 
in each figure indicate the left- and right-most positions of 
the moving rod.

Notice that the perceiver fixated mainly on the rod, 
whereas the nonperceiver fixated on the rectangular occluder. 
Eye movement records also showed that, as a group,  perceivers 
made more horizontal eye movements than nonperceivers. 
The perceivers, therefore, tended to look at the rod and fol-
low its movement, whereas the nonperceivers looked more 
at the stationary occluder and other parts of the display that 
were not related to perceiving the rod as extending behind 
the occluder. Based on these results and others, Johnson 
and coworkers (2008) concluded that the infants’ ability 
to achieve perceptual completion is most closely linked to 
the development of scanning patterns that enable them to 
actively explore the display and pick up the information nec-
essary to infer that the two separated rods are actually one. 
Not surprisingly, there is a connection between how infants 
attend and what they perceive.

TEST YOURSELF 6.2

1. Describe the following two situations that illustrate how not 

attending can result in not perceiving: (1) inattentional blind-

ness and (2) change detection.

2. Describe Li’s experiment that shows that under certain con-

ditions we can perceive qualities of things that we 

  Hint for change detection demonstration on page 
138: Pay attention to the sign near the lower left portion 
of the picture.
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KEY TERMS

Attention (p. 127)
Attentional capture (p. 130)
Autism (p. 145)
Balint’s syndrome (p. 144)
Binding (p. 142)
Binding problem (p. 143)
Change blindness (p. 139)
Conjunction search (p. 144)
Covert attention (p. 129)
Dishabituation (p. 147)
Dual-task procedure (p. 139)
Feature integration theory (p. 143)
Feature search (p. 144)

Fixation (p. 128)
Focused attention stage (p. 144)
Habituation (p. 147)
High-load task (p. 142)
Illusory conjunction (p. 143)
Inattentional blindness (p. 137)
Load theory of attention (p. 141)
Low-load task (p. 141)
Overt attention (p. 129)
Perceptual capacity (p. 141)
Perceptual completion (p. 147)
Perceptual load (p. 141)

Preattentive stage (p. 143)
Precueing (p. 133)
Saccadic eye movement (p. 128)
Saliency map (p. 130)
Same-object advantage (p. 134)
Scene schema (p. 131)
Scene statistics (p. 132)
Spatial attention (p. 133)
Stimulus salience (p. 130)
Task-irrelevant stimuli (p. 141)
Visual scanning (p. 128)
Visual search (p. 144)

MEDIA RESOURCES

CourseMate 
Go to CengageBrain.com to access Psychology CourseMate, 
where you will fi nd the Virtual Labs plus an interactive eBook, 
fl ashcards, quizzes, videos, and more.

Virtual Labs VL

The Virtual Labs are designed to help you get the most out 
of this course. The Virtual Lab icons direct you to specifi c 
media demonstrations and experiments designed to help you 
visualize what you are reading about. The numbers below in-
dicate the number of the Virtual Lab you can access through 
Psychology CourseMate.

6.1 Task-driven Eye Movements (p. 132) 
Eye movements made by a person making a peanut butter 
and jelly sandwich. (Courtesy of Mary Hayhoe)

6.2 Eye Movements: Adult Walking (p. 132) 
Eye movements made as a person walks through a room. 
(Courtesy of John Franchak, Karen Adolph, and Kara Kretch)

6.3 Eye Movements: Infant Crawling (p. 132)
Eye movements made by an infant while retrieving objects 
to give to mother.  (Courtesy of John Franchak, Karen 
Adolph, and Kara Kretch)

6.4 Inattentional Blindness Stimuli (p. 138)
Stimuli presented in Mack and Rock’s (1998) inattentional 
blindness experiment. (Courtesy of Arien Mack)

6.5 Change Detection: Gradual Change (p. 138) 
Demonstration of diffi culty of detecting changes in a scene 
that is gradually changing. 

6.6 Change Detection: Airplane (p. 138)
Change detection demonstration with picture of airplane. 
(Courtesy of Ronald Rensink)

6.7 Change Detection: Farm (p. 138) 
Change detection demonstration with picture of farm. 
(Courtesy of Ronald Rensink)

6.8 Change Detection: Harborside (p. 138)
Change detection demonstration with picture of harborside. 
(Courtesy of Ronald Rensink)

6.9 Change Detection: Money (p. 138)
Change detection demonstration with picture of money. 
(Courtesy of Ronald Rensink)

6.10 Change Detection: Sailboats (p. 138)
Change detection demonstration with picture of sailboats. 
(Courtesy of Ronald Rensink)

6.11 Change Detection: Tourists (p. 138) 
Change detection demonstration with picture of tourists. 
(Courtesy of Ronald Rensink)

6.12 Change Detection: Watch the Cards (p. 138) 
Count the red cards. 

6.13 Change Blindness (p. 138)
Demonstration of a change detection experiment carried out 
in the environment, focusing on experiments by Daniel Levin. 

6.14 Perception Without Focused Attention: Reddy 
(2007) Experiment (p. 140) 
Stimulus from an experiment that tested observers’ ability 
to identify stimuli presented while carrying out a competing 
task. (Courtesy of Lila Reddy)

6.15 Perception Without Focused Attention: 
Cohen (2011) Experiment (p. 140)
Stimulus from another experiment that tested observers’ 
ability to identify stimuli presented while carrying out a 
competing task. (Courtesy of Michael Cohen)
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6.16 Effect of Distracting Contrast (p. 141) 
A demonstration that shows how a distracting contrast-
stimulus can affect perception of two fl ashing dots. 
(Courtesy of Arthur Shapiro)

6.17 Rod Moving Behind Occluder (p. 148) 
Stimulus used to habituate infants to a rod moving back 
and forth behind a block. (Courtesy of Scott Johnson)
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6.18 Eye Movements Following a Ball (p. 148) 
How 4- and 6-month-old infants follow a moving ball that 
disappears behind an occluder and then reappears. 
(Courtesy of Scott Johnson)
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Some Questions We Will Consider:

■  What is the connection between perceiving and moving through 

the environment? (p. 154)

■  What is the connection between somersaulting and vision? 

(p. 155)

■  How do neurons called mirror neurons respond when a person 

perceives an action and when the person watches someone 

else perceive the same action? (p. 166)

S
erena straps on her helmet for what she anticipates will 
be a fast, thrilling, and perhaps dangerous ride. As an 
employee of the Speedy Delivery Package Service, her 

mission is to deliver the two packages strapped to the back of 
her bicycle to an address 30 blocks uptown. Once on her bike, 
she weaves through traffi c, staying alert to close calls with 
cars, trucks, pedestrians, and potholes. Seeing a break in traf-
fi c, she reaches down to grab her water bottle to take a quick 
drink before having to deal with the next obstacle. “Yes,” 
 Serena thinks, “I can multitask!” As she replaces the  water 
bottle, she downshifts and keeps a wary eye out for the pedes-
trian ahead who looks as though he might decide to step off 
the curb at any moment.

Serena faces a number of challenges that involve both 
perception—using her sight and hearing to monitor what 
is happening in her environment—and action—staying bal-
anced on her bike, staying on course, reaching for her water 
bottle, and being ready to avoid the pedestrian who does, as 
Serena predicted, step off the curb just as she is approaching.

We have discussed some of these things in the last two 
chapters: perceiving a scene and individual objects within it, 
scanning the scene to shift attention from one place to another, 
focusing on what is important and ignoring what is not, and 
relying on prior knowledge about characteristics of the envi-
ronment. This chapter takes all of these things a step further 
by considering the processes involved in being physically active 
and interacting with objects within a scene. In other words, 
we are taking perception out into the world, where perception 
often occurs “on the run,” as in Serena’s bike trip, or in a more 
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The Virtual Lab icons direct you to specific anima-

tions and videos designed to help you visualize what 

you are reading about. Virtual Labs are listed at the end 

of the chapter, keyed to the page on which they appear, 

and can be accessed through Psychology CourseMate.

C H A P T E R  7

Taking Action

▲  How did McKayla Maroney of the U.S. gymnastics team, 

vaulting at the 2012 London Olympics, get into this position, 

and how did she execute a successful landing just moments 

later? As we will see in this chapter, the answer involves a close 

connection between perception and action, and this  connection 

holds not just for spectacular athletic feats, but also for 

 everyday actions such as walking across campus or reaching 

across a table to pick up a cup of coffee.

VL
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relaxed setting, as when Serena, resting in a coffee shop after 
her ride, reaches across the table to pick up her coffee cup. As 
we explain how Serena is able to stay on course, grab her water 
bottle, predict what is going to happen ahead, and reach for her 
cup of coffee, we will be describing how perceiving and taking 
action interact with one another. We will see, in this chapter, 
that we need to consider action to truly understand perception. 
To begin our discussion of perception and action, we consider 
an early and infl uential approach proposed by J. J. Gibson, who 
founded the  ecological approach to perception.

The Ecological Approach 
to Perception

During World War II, J. J. Gibson studied the kind of percep-
tual information that airplane pilots use when coming in for a 
landing. In his fi rst book, The Perception of the Visual World (1950), 
Gibson proposed that pilots use information that is created by 
their own movement. What this means is that they look out the 
window and, because of their movement, the terrain is rush-
ing by beneath them. The perceived movement of the terrain 
provides information that helps the pilot guide the plane in for 
a landing. We will consider how pilots might use this informa-
tion in a moment, but fi rst it is important to note the difference 
between Gibson’s approach and the way perception was being 
studied in the mid-20th century ( Goldstein, 1981).

From the 1950s until the 1980s, the dominant way percep-
tion research was carried out was by having stationary observ-
ers look at stimuli in a laboratory situation. Gibson’s idea 
was that this traditional way of studying perception couldn’t 
explain perception as experienced by moving observers, such 
as pilots landing an airplane or people riding a bike or walking 
down the street. The correct approach, suggested Gibson, was 
to study how people perceive as they move through the envi-
ronment. This focus on observers moving through the envi-
ronment was the starting point for the  ecological approach 
to perception. The ecological approach focuses on studying 
moving observers and on determining how their movement 
creates perceptual information that both guides further 
movement and helps observers perceive the environment.

The Moving Observer Creates 
Information in the Environment
To understand what it means to say that movement creates 
perceptual information, imagine that you are driving down 
the street. No other cars or people are visible, so everything 
around you—buildings, trees, traffi c signals—is stationary. But 
even though the objects are stationary, your movement rela-
tive to the objects causes you to see the houses and trees  moving 
past when you look out the side window. And when you look 
at the road ahead, you see the road moving toward the front of 
your car. As your car hurtles forward when  crossing a bridge, 
everything around you—the sides and top of the bridge and 

the road below—moves past you in a direction opposite to the 
direction you are moving (Figure 7.1). All of the movement 
you are seeing is called optic fl ow. According to Gibson, optic 
fl ow provides information about how  rapidly we are moving 
and where we are headed. Optic fl ow has two characteristics:

 1. Optic fl ow is more rapid near the moving observer, as 
indicated by the length of the arrows in Figure 7.1, with 
longer arrows indicating more rapid fl ow. The differ-
ent speed of fl ow—fast near the observer and slower 
farther away—is called the gradient of fl ow. According 
to  Gibson, the gradient of fl ow provides information 
about how fast the observer is moving.

 2. There is no fl ow at the destination toward which the 
observer is moving. The absence of fl ow at the destina-
tion point is called the focus of expansion (FOE). In 
Figure 7.1 the FOE, marked by the dot, is at the end of 
the bridge, and in Figure 7.2, which shows optic fl ow 
lines for an airplane coming in for a landing, the FOE 
is indicated by a small red dot. The FOE indicates the 
place where the plane will touch down on the runway 
if it maintains its present course. VL

Figure 7.1 The side and top of the bridge and the road below 

appear to move toward a car that is moving forward. This movement 

is called optic fl ow.
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Figure 7.2 Optic fl ow created by an airplane coming in for a 

landing. The focus of expansion (FOE), indicated by the red dot, is the 

place where the plane will touch down on the runway. From Gibson, J. J. 

The perception of the visual world. Boston: Houghton Miffl in. 1950. Figure 58, page 128.
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Another important concept of the ecological approach 
is the idea of invariant information—information that 
remains constant even when the observer is moving. Optic 
fl ow provides invariant information because fl ow informa-
tion is present as long as the observer is moving through the 
environment. Of course, as the observer moves through a 
scene, the fl ow might look different—houses fl ow past on a 
city street, and trees on a country road—but fl ow is still there.

The FOE is another invariant property because it always 
occurs at the point toward which the observer is moving. If an 
observer changes direction, the FOE shifts to a new location, 
but the FOE is still there. Thus, even when specifi c aspects 
of a scene change, fl ow and the FOE continue to provide 
information about how fast a person is moving and where 
he or she is heading. When we consider depth perception in 
Chapter 11, we will see that Gibson proposed other sources 
of invariant information that indicate an object’s size and its 
distance from the observer.

Self-Produced Information
Another idea of the ecological approach is self-produced 
 information: When a person makes a movement, that move-
ment creates information, and this information is, in turn, 
used to guide further movement (Figure 7.3). For example, 
when a person is driving down the street, movement of the 
car provides fl ow information, and the observer then uses this 
fl ow information to help steer the car in the right direction. 
Another example of movement that creates information that is 
used to guide further movement is provided by somersaulting.

We can appreciate the problem facing a gymnast who 
wants to execute an airborne backward somersault (or back 
fl ip) by realizing that, within 600 ms, the gymnast must exe-
cute the somersault and then end in exactly the correct body 
confi guration precisely at the moment that he or she hits the 
ground (Figure 7.4). One way this could be accomplished is 
to learn to run a predetermined sequence of motions within 
a specifi c period of time. In this case, performance should be 
the same with eyes open or closed. However, Benoit Bardy and 
Makel Laurent (1998) found that expert gymnasts performed 
somersaults better with their eyes open. Films showed that 

when their eyes were open, the gymnasts appeared to be mak-
ing in-the-air corrections to their trajectory. For example, a 
gymnast who initiated the extension of his or her body a little 
too late compensated by performing the rest of the move-
ment more rapidly.

Another interesting result was that closing the eyes did 
not affect the performance of novice somersaulters as much 
as it affected the performance of experts. Apparently, experts 
learn to coordinate their movements with their perceptions, 
but novices have not yet learned to do this. Therefore, when 
the novices closed their eyes, the loss of visual information 
had less effect than it did for the experts. Thus, somersaulting, 
like driving a car or piloting an airplane, involves using infor-
mation created by movement to guide further  movement.

The Senses Do Not Work in Isolation
Gibson also proposed that the senses do not work in  isolation. 
He believed that rather than considering vision, hearing, 
touch, smell, and taste as separated senses, we should  consider 
how each one provides information for the same behaviors. 
One example of how a behavior originally thought to be the 
exclusive responsibility of one sense is also served by another 
one is provided by the sense of balance.

Your ability to stand up straight and to keep your bal-
ance while standing still or walking depends on systems that 
enable you to sense the position of your body. These systems 
include the vestibular canals of your inner ear and receptors 
in the joints and muscles. However, Gibson argued that infor-
mation provided by vision also plays a role in keeping our 
balance. One way to illustrate the role of vision in balance 
is to consider what happens when visual information isn’t 
available, as in the following demonstration.

DEMONSTRATION

Keeping Your Balance
Keeping your balance is something you probably take for granted. 

Stand up. Raise one foot from the ground and stay balanced on 

the other. Then close your eyes and notice what happens.

Movement

Car moving

Object moving
relative to car

Flow

Provides information for
guiding further movement

Creates
flow

Figure 7.3 The relationship between movement and fl ow is 

reciprocal, with movement causing fl ow and fl ow guiding movement. 

This is the basic principle behind much of our interaction with the 

environment. © Cengage Learning 2014

Figure 7.4 “Snapshots” of a somersault, or backfl ip, starting on the 

left and fi nishing on the right. From Bardy, B. G., & Laurent, M. (1998). How is body orientation 

controlled during somersaulting? Journal of Experimental Psychology: Human Perception and Performance, 24, 

963–977. Copyright © 1998 by The American Physiological Society. Reprinted by permission.
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Did staying balanced become more diffi cult when you 
closed your eyes? Vision provides a frame of reference that 
helps the muscles constantly make adjustments to help 
maintain balance.

The importance of vision in maintaining balance was 
demonstrated by David Lee and Eric Aronson (1974). Lee and 
Aronson placed 13- to 16-month-old toddlers in a “swinging 
room” (Figure 7.5). In this room, the fl oor was stationary, but 
the walls and ceiling could swing toward and away from the 
toddler. Figure 7.5a shows the room swaying toward the tod-
dler. This movement of the wall creates the optic fl ow pattern 
on the right. Notice that this pattern is similar to the optic 
fl ow that occurs when moving forward, as when you are driv-
ing through a tunnel.

The fl ow pattern that the toddler observes creates the 
impression that he or she is swaying forward. This causes 
the toddler to sway back to compensate (Figure 7.5b). When 
the room moves back, as in Figure 7.5c, the fl ow pattern cre-
ates the impression of swaying backward, so the toddler 
sways forward to compensate. Although a few of the toddlers 

were unaffected by the sway, 26 percent swayed, 23 percent 
staggered, and 33 percent fell down, even though the fl oor 
remained stationary throughout the entire experiment!

Adults were also affected by the swinging room. Some 
of them braced themselves so they just swayed back and 
forth rather than staggering or falling down. Lee describes 
their behavior as follows: “oscillating the experimental room 
through as little as 6 mm caused adult subjects to sway 
approximately in phase with this movement. The subjects 
were like puppets visually hooked to their surroundings and 
were unaware of the real cause of their disturbance” (p. 173). 
Adults who didn’t brace themselves could, like the toddlers, 
be knocked over by their perception of the moving room.

The swinging room experiments show that vision is such 
a powerful determinant of balance that it can override the tra-
ditional sources of balance information provided by the inner 
ear and the receptors in the muscles and joints (see also Fox, 
1990). In a developmental study, Bennett  Berthenthal and 
coworkers (1997) showed that infants as young as 4 months 
old sway back and forth in response to movements of a room, 

(c) When room swings away, person sways forward to compensate.

(a) Room swings toward person.

(b) Person sways back to compensate.

Flow when wall 
is moving

toward person
Floor remains stationary

Flow when wall 
is moving 

away from person

Figure 7.5 Lee and Aronson’s swinging room. 

(a) Moving the wall toward the observer creates an 

optic fl ow pattern associated with moving forward, 

so (b) the observer sways backward to compensate. 

(c) As the wall moves away from the observer, fl ow 

corresponds to moving backward, so the person 

leans forward to compensate and may even lose 

his or her balance. Based on Lee, D. N., & Aronson, E. (1974). Visual 

proprioceptive control of standing in human infants. Perception and Psychophysics, 15, 

529–532, Figure 2.
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in the brain that respond to fl ow patterns. One place where 
these neurons are found is in the medial superior temporal 
area (MST), which we will see in Chapter 8 is important for 
perceiving movement (Figure 7.7).

and that the coupling of the room’s movement and the s waying 
becomes closer with age. (See also Stoffregen et al., 1999, for 
more evidence that fl ow information can infl uence posture 
while standing still; and Warren et al., 1996, for evidence that 
fl ow is involved in maintaining  posture while walking.)

Gibson’s emphasis on (1) the moving observer, 
(2)  identifying invariant information in the environment that 
observers use for perception, and (3) considering the senses 
as working together was revolutionary for its time. But even 
though perception researchers were aware of Gibson’s ideas, 
most research continued in the traditional way—testing station-
ary subjects looking at stimuli in laboratory settings. Of course, 
there is nothing wrong with testing stationary observers in the 
laboratory, and much of the research described in this book 
takes this approach. However, Gibson’s idea that perception 
should also be studied as it is often experienced (by observers 
who are moving and in more naturalistic settings) fi nally began 
to take hold in the 1980s, and today perception in naturalistic 
settings is one of the major themes of perception research.

In the remainder of this chapter we will consider the fol-
lowing ways that perception and action occur together in the 
environment: (1) navigating through the environment by 
walking or driving; (2) interacting with objects in the environ-
ment by reaching out and grasping them; and (3)  watching 
other people take action in the environment.

Navigating Through 
the Environment

Gibson proposed that optic fl ow provides information about 
where a moving observer is heading. But can observers actu-
ally use this information? We consider this question next and 
then consider sources of information in addition to optic 
fl ow that help people navigate through the  environment.

Do Observers Use Optic Flow 
Information?
Research on whether people use fl ow information has asked 
observers to make judgments regarding where they are head-
ing based on computer-generated displays of moving dots 
that create optic fl ow stimuli. The observer’s task is to judge, 
based on optic fl ow stimuli, where he or she would be head-
ing relative to a reference point such as the vertical line in 
 Figures 7.6a and b. The fl ow in Figure 7.6a indicates movement 
directly toward the line, and the fl ow in Figure 7.6b indicates 
movement to the right of the line. Observers viewing stimuli 
such as this can judge where they are heading relative to the 
vertical line to within about 0.5 to 1 degree (Warren, 1995, 
2004; also see Fortenbaugh et al., 2006; Li, 2006). VL

Psychophysical results such as these support Gibson’s 
idea that optic fl ow provides information about where a 
person is heading. Researchers have also identifi ed neurons 

 Navigating Through the Environment 157 

(a)

(b)

Figure 7.6 (a) Optic fl ow generated by a person moving straight 

ahead toward the vertical line on the horizon. The lengths of the lines 

indicate the person’s speed. (b) Optic fl ow generated by a person 

moving in a curved path that is headed to the right of the vertical line. 

From Warren, W. H. (1995). Self-motion: Visual perception and visual control. In W. Epstein & S. Rogers (Eds.), 

Handbook of perception and cognition: Perception of space and motion (pp. 263–323). Copyright © 1965, with 

permission from Elsevier.

Medial superior
temporal area

Parietal lobe

Premotor
(mirror area)

Figure 7.7 The human brain, showing the medial superior temporal 

area (MST), which responds to optic fl ow, as discussed here. Other 

areas, which will be discussed later, are the parietal reach region 

(PRR) in the parietal lobe, which is involved in reaching and grasping, 

and the premotor cortex (PM), which is involved in observing other 

people’s actions. © Cengage Learning 2014
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Figure 7.8 shows the response of a neuron in a monkey’s 
MST that responds best as the monkey observes a pattern of 
dots that are expanding outward, as would occur if the mon-
key were moving forward (Figure 7.8a), and another neuron 
that responds best to circular motions, as would occur if the 
monkey were swinging through the trees (Figure 7.8b; see also 
Duffy & Wurtz, 1991; Orban et al., 1992; Raffi  et al., 2002; 
Regan & Cynader, 1979). What does the existence of these 
optic fl ow neurons mean? We know from previous discussions 
that fi nding a neuron that responds to a specifi c stimulus is 
only the fi rst step in determining whether this neuron has 
anything to do with perceiving that stimulus (see Chapter 3, 
page 66). The next step is to demonstrate a connection 
between the neuron’s response and behavior.

Kenneth Britten and Richard van Wezel (2002) dem-
onstrated a connection between the response of neurons 
in MST and behavior by fi rst training monkeys to indicate 
whether the fl ow of dots on a computer screen indicated 
movement to the left or right of straight ahead. For example, 
Figure 7.9 shows a monkey viewing a fl ow that would occur if 
the  monkey were moving slightly to the left.

The left bar in Figure 7.9b shows that the monkey 
responded to a stimulus like this by judging the movement as 

being to the left on 60 percent of the trials. But if, as the mon-
key was making its judgment, Britten and van Wezel electri-
cally stimulated MST neurons that were tuned to respond 
to fl ow associated with movement to the left, the monkey’s 
judgment was shifted even more to the left, increasing from 
60 percent to 80 percent of the trials. This demonstration 
that stimulating fl ow neurons can infl uence the monkey’s 
judgment of the direction of movement supports the idea 
that fl ow neurons can, in fact, help determine the direction 
of perceived movement.

Driving a Car
The experiments described above show that observers and 
neurons can respond to the fl ow indicated by computer- 
generated patterns of moving dots. But what about the fl ow 
that occurs in an actual environmental situation such as 
driving? To study information people use to stay on course 
when driving, Michael Land and David Lee (1994) fi tted 
an automobile with instruments to record the angle of the 

Time (s)

(a)

(b)

1010

10 10

Circular Expansion

Figure 7.8 (a) Response of a neuron in the monkey’s MST that responds 

to an expanding stimulus, but hardly responds to a stimulus that moves 

in a circular motion. (b) A neuron that responds to circular movement, but 

doesn’t respond to expansion. Based on Graziano, M. S. A., Andersen, R. A., & Snowden, R. J. 

(1994). Tuning of MST neurons to spiral motions. Journal of Neuroscience, 14, 54-67. 
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Figure 7.9 (a) A monkey watches a display of moving dots on a 

computer monitor. The dots indicate the fl ow pattern for movement 

slightly to the left of straight ahead. (b) Effect of microstimulation of 

the monkey’s MST neurons that were tuned to respond to leftward 

movement. Stimulation (red bar) increases the monkey’s judgment of 

leftward movement. Based on data from Britten, K. H., & van Wezel, R. J. A. (2002). Area MST and 

heading perception in macaque monkeys. Cerebral Cortex, 12, 692–701.
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steering wheel and the speed, and measured where the driver 
was looking with a video eye tracker. According to Gibson, 
the focus of expansion (FOE) provides information about 
the place toward which a moving observer is headed. How-
ever, Land and Lee found that although drivers look straight 
ahead while  driving, they tend to look at a spot in front of 
the car rather than looking directly at the FOE (Figure 7.10a). 

Land and Lee also studied where drivers look as they are 
negotiating a curve. This task poses a problem for the idea of 
FOE because the driver’s destination keeps changing as the 
car rounds the curve. Land and Lee found that when going 
around a curve, drivers don’t look directly at the road, but 
instead look at the tangent point of the curve on the side of 
the road, as shown in Figure 7.10b. Because drivers don’t look 
at the FOE, which would be in the road directly ahead, Land 
and Lee suggested that drivers probably use information in 
addition to optic fl ow to determine the direction they are 
heading. An example of this additional information would 
be noting the position of the car relative to the lines in the 
center of the road or relative to the side of the road. (See 
also  Kandil et al., 2009; Land & Horwood, 1995; Rushton & 
Salvucci, 2001; Wann & Land, 2000; Wilkie & Wann, 2003, 
for more research on the information drivers use to stay on 
the road.) VL

Walking
How do people navigate on foot? Apparently, an important 
strategy used by walkers (and perhaps drivers as well) that does 
not involve optic fl ow is the visual direction strategy, in which 
observers keep their body pointed toward a target. If they go 
off course, the target will drift to the left or right ( Figure 7.11). 
When this happens, the walker can correct course by recenter-
ing the target (Fajen & Warren, 2003; Rushton et al., 1998).

Another indication that fl ow information is not always 
necessary for navigation is that we can fi nd our way even when 
fl ow information is minimal, such as at night or in a snow-
storm (Harris & Rogers, 1999). Jack Loomis and coworkers 
(Loomis et al., 1992; Philbeck, Loomis, & Beall, 1997) have 
demonstrated this by eliminating fl ow altogether, with a 
“blind walking” procedure in which people observe a target 
object located up to 12 meters away, then walk to the target 
with their eyes closed. VL

(b)

Focus of
expansion

(a)

Figure 7.10 Results of Land and Lee’s (1994) experiment. The ellipses indicate the place where the drivers were most likely to look while driving 

down (a) a straight road and (b) a curve to the left. From Land, M. F., & Lee, D. N. (1994). Where we look when we steer. Nature, 377, 742–744..

These experiments show that people are able to walk 
directly toward the target and stop within a fraction of a 
meter of it (red lines in Figure 7.12). In fact, people can do this 
even when they are asked to walk off to the side fi rst and then 
make a turn and walk to the target, while keeping their eyes 
closed. Some records from these “angled” walks are shown 
by the blue lines in Figure 7.12, which depict the paths taken 

(a) (b)

(c) (d)

Walking 
toward tree

Correcting course
back toward tree Arriving at tree

Moving off course
to the right

Figure 7.11 (a) As long as a person is moving toward the tree, it 

remains in the center of the person’s fi eld of view. (b) When the person 

walks off course, the tree drifts to the side. (c) When the person 

corrects course, the tree moves back to the center of the fi eld of view, 

until (d) the person arrives at the tree.
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experiment described in Chapter 6 in which eye movements 
were measured as a subject made a peanut butter and jelly 
sandwich (see page 132). This maze contained both decision-
point landmarks—objects at corners where the subject had to 
decide which direction to turn—and non-decision-point land-
marks—objects located in the middle of corridors that pro-
vided no information about how to navigate.

The eye-tracking measurements showed that subjects 
spent more time looking at decision-point landmarks than 
at non-decision-point landmarks, probably because the deci-
sion-point landmarks were more important for navigating the 
maze. In fact, when maze performance was tested with half of 
the landmarks removed, removing landmarks that had been 
viewed less (and were likely to be in the middle of the corri-
dors) had little effect on performance (Figure 7.13a). However, 
removing landmarks that observers had looked at longer 
caused a substantial drop in performance ( Figure 7.13b).

It makes sense that landmarks that are looked at the 
most would be the ones that are used to guide navigation. 
Another study, in which subjects learned a walking route 
through the University of Pennsylvania campus, showed that 
after subjects had learned the route, they were more likely to 
recognize pictures of buildings that were located at decision 
points than those located in the middle of the block ( Schinazi 
& Epstein, 2010).

The studies we have described have measured eye move-
ments, maze performance, and recognition, all of which are 
behaviors related to landmarks. But what is happening in the 
brain? When subjects in the University of Pennsylvania study 
were shown pictures of buildings when in an fMRI scanner, 
the brain response in areas of the brain known to be asso-
ciated with navigation, such as the parahippocampal gyrus 

when a person fi rst walked to the left from the “start” posi-
tion and then was told to turn either at turning point 1 or 2 
and walk to a target that was 6 meters away. The fact that the 
person generally stopped close to the target shows that we are 
able to accurately navigate short distances in the absence of 
any visual stimulation at all (also see Sun et al., 2004).

Wayfi nding
So far we have been considering information that observers 
might use to travel toward a destination they can see. But 
we often travel to destinations we can’t see from the starting 
point, such as when we walk across campus from one class to 
another or drive to a destination several miles away. This kind 
of navigation, in which we take a route that involves making 
turns, is called wayfi nding.

Our ability to get from one place to another may seem 
simple, especially for routes you have traveled many times. 
But just as there is nothing simple about perception, there is 
nothing simple about wayfi nding. It is a complex process that 
involves perceiving objects in the environment, remembering 
objects and their relation to the overall scene, and knowing 
when to turn and in what direction.

The Importance of Landmarks One important source 
of information for wayfi nding is landmarks—objects on 
the route that serve as cues to indicate where to turn. Sahar 
Hamid and coworkers (2010) studied how subjects used land-
marks as they learned to navigate through a mazelike envi-
ronment displayed on a computer screen in which pictures 
of common objects served as landmarks. Subjects fi rst navi-
gated through the maze until they learned its layout (train-
ing phase) and then were told to travel from one location in 
the maze to another (testing phase). During both the training 
and testing phases, subjects’ eye movements were measured 
using a head-mounted eye tracker like the one used in the 

Target Judged position
of target

Turning points
2 1 Start

Figure 7.12 The results of a “blind walking” experiment (Philbeck 

et al., 1997). Participants looked at the target, which was 6 meters 

from the starting point, then closed their eyes and begin walking to 

the left. They turned either at point 1 or 2, keeping their eyes closed 

the whole time, and continued walking until they thought they had 

reached the target. © Cengage Learning 2014

Figure 7.13 Effect of removing landmarks on maze performance. 

Red � all landmarks are present; green � half have been removed. 

(a) Removing half of the least fi xated landmarks has no effect on 

performance. (b) Removing half of the most fi xated landmarks causes 

a decrease in performance. Based on Hamid, S. N., Stankiewicz, B., & Hayhoe, M. (2010). Gaze 

patterns in navigation:  Encoding information in large-scale environments. Journal of Vision, 10 (12):18, 1–11. Figure 4.
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through it. Objects (“exhibits”) were located along the hall-
way of this museum. Decision-point objects, like the object 
at (a), marked a place where it was necessary to make a turn. 
Non-decision-point objects, like the one at (b), were located 
at a place where a decision was not required.

After studying the museum’s layout in the fi lm, observers 
were given a recognition test while in an fMRI scanner. They 
saw objects that had been in the hallway and some objects 
they had never seen. Their brain activation was measured in 
the scanner as they indicated whether they remembered see-
ing each object. Figure 7.15c indicates activity in the right 
parahippocampal gyrus for objects the observers had seen as 
they learned their way through the museum. The left pair of 
bars indicates, as we might expect, that for objects that the 
observers remembered, activation was greater for decision-
point objects than for non-decision-point objects. But the 
most interesting result, indicated by the right pair of bars, was 
that the advantage for decision-point objects also occurred for 
objects that were not remembered during the recognition test.

Janzen and van Turennout concluded that the brain 
automatically distinguishes objects that are used as land-
marks to guide navigation. The brain therefore responds not 
just to the object but also to how relevant that object is for 
guiding navigation. This means that the next time you are 
trying to fi nd your way along a route that you have traveled 
before but aren’t totally confi dent about, activity in your 

(see  Figure 7.14), was larger than the response to non- decision-
point buildings. Thus, decision-point landmarks are not only 
more likely to be recognized than non- decision-point land-
marks, but they generate greater levels of brain activity.

In another brain scanning experiment, Janzen and van 
Turennout (2004) had observers fi rst study a fi lm sequence 
that moved through a “virtual museum” (Figure 7.15). 
Observers were told that they needed to learn their way 
around the museum well enough to be able to guide a tour 

Hippocampus

Retrosplenial
cortex

Parahippocampal gyrus

Figure 7.14 The human brain, showing three structures important 

to navigation: the parahippocampal gyrus, the hippocampus, and the 

retrosplenial cortex. © Cengage Learning 2014
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Figure 7.15 (a & b) Two locations in the “virtual museum” 

viewed by Janzen and van Turennout’s (2004) observers. 

(c) Brain activation during the recognition test for objects 

that had been located at decision points (red bars) and 

non-decision points (blue bars). Notice that brain activation 

was greater for decision-point objects even if they weren’t 

remembered. Adapted by permission from Macmillan Publishers Ltd., from Janzen, G., & van 

Turennout, M., Selective neural representation of objects relevant for navigation, Nature Neuroscience, 7, 

673–677. Copyright 2004.
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the streets of central London as seen through the front window 
of a car, including all the buildings and landmarks along the 
road and some pedestrians as well (Figure 7.17).

T.T. was able to do this as well as control subjects, a group 
of retired London taxi drivers, but only if the route involved 
just main roads. As soon as it was necessary to navigate along 
side streets, T.T. became lost, even though he had been tak-
ing people on taxi rides though the same side streets for 37 
years. Eleanor Maguire and coworkers (2006) concluded that 
the hippocampus is important for accessing details of routes 
that were learned long ago.

The research we have described on how the brain is involved 
in wayfi nding has focused on three structures: the parahippo-
campal gyrus, the retrosplenial cortex, and the hippocampus. 
Physiological research studying the behavior of patients with 

p arahippocampal gyrus may automatically be “highlighting” 
landmarks that indicate when you should continue going 
straight, or make a right turn or a left turn, even in cases when 
you may not remember having seen these landmarks before.

From both the behavioral and physiological experi-
ments we have described, it is apparent that landmarks play 
an important role in wayfi nding. But there is more to way-
fi nding than landmarks. Before you begin a trip, you need 
to know which direction to go, and you probably also have a 
mental “map” of your route and the surrounding area in your 
mind. You may not think of route planning as involving a 
map, especially for routes that are very familiar, but research 
studying people who have lost the ability to fi nd their way 
because of damage to the brain shows that identifying land-
marks is just one of the abilities needed to fi nd one’s way.

The Effect of Brain Damage on Wayfi nding A large 
amount of research shows how the ability to navigate 
through the environment is affected by damage to various 
brain structures. We will describe cases that involved dam-
age to two structures that have been shown to be involved 
in navigation, the retrosplenial cortex and the hippocampus 
(see Figure 7.14).

Retrosplenial Cortex Damage On the evening of December 11, 
2000, a 55-year-old taxi driver was suddenly unable to fi nd his 
way home from work. He was able to recognize buildings, so he 
knew where he was, but he couldn’t fi gure out which direction 
to turn to get home. He called his wife and got home by fol-
lowing her directions (Ino et al., 2007). When this patient was 
tested at the hospital, it was found that he had damage to his 
retrosplenial cortex. Behavioral testing revealed that he could 
identify buildings and other common objects and was able to 
remember the positions of objects in a room, but he couldn’t 
describe or draw routes between his house and familiar places 
or draw the layout of his house. Results such as these led to the 
conclusion that this patient had lost his directional ability—he 
couldn’t determine the direction of any familiar destination 
with respect to his current position, and wasn’t able to use 
directional information provided by familiar landmarks.

This problem in determining direction is illustrated 
by another case of retrosplenial cortex damage, a 70-year-
old retired schoolteacher who was unable to determine the 
viewpoints from which photographs of familiar places were 
taken. For example, the three red arrows in Figure 7.16 show 
her judgments of the viewpoint from which she thought a 
photograph of her garden was taken. These responses were, 
however, completely different from the correct viewpoint, 
shown by the green arrow (Suzuki, 1998).

Hippocampus Damage Patient T.T. had been a London taxi 
driver for 37 years when he contracted a severe case of encepha-
litis that damaged his hippocampus (Maguire et al., 2006). 
After the damage, he was unable to fi nd his way around his own 
neighborhood. T.T. was tested on his ability to drive from one 
place to another in London by navigating a car in an  interactive 
 computer game called “The Getaway,” which accurately depicted 

House
Correct
viewpoint

Garden tableEntrance

Gate

Trees

Figure 7.16 Responses of a patient with retrosplenial cortex 

damage when she was asked to identify the viewpoint of a 

photograph of her garden. The green arrow indicates the correct 

viewpoint of the photograph. The three red arrows are the patient’s 

indications of the viewpoints. She was able to identify the garden 

table, but she could not indicate the direction from which it was seen. 

From Suzuki, K., Yamadori, A., Hayakawa, Y., & Fujii, T. (1998). Pure topographical  disorientation related to 

dysfunction of the viewpoint dependent visual system.   Cortex, 34, 589–599. Reproduced by permission.

Figure 7.17 A view similar to the one in the video game The 

Getaway (© Sony Computer Entertainment Europe), which duplicates 

the roadways and buildings of downtown London.
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up, as Serena did on her bike ride when she reached down, 
grabbed her water bottle, and raised it to her mouth. One of 
the characteristics of reaching and grasping is that it is usually 
directed toward a specifi c object, to accomplish a specifi c goal. 
We reach for and grasp a doorknob to open a door; we reach 
for a hammer to pound a nail. An important concept related 
to reaching and grasping is affordances, which we describe next.

Affordances: What Objects 
Are Used For
Remember that Gibson’s ecological approach involves iden-
tifying information in the environment that is useful for per-
ception. Earlier in the chapter we described optic fl ow, which 
is created by movement of the observer. Another type of infor-
mation that Gibson specifi ed is affordances— information 
that indicates what an object is used for. In  Gibson’s (1979) 
words, “The affordances of the environment are what it 
offers the animal, what it provides for or furnishes.” A chair, or 
anything that is sit-on-able, affords sitting; an object of the 
right size and shape to be grabbed by a person’s hand affords 
grasping; and so on.

What this means is that perception of an object not only 
includes physical properties, such as shape, size, color, and 
orientation, that might enable us to recognize the object; our 
perception also includes information about how the object is 
used. For example, when you look at a cup, you might receive 
information indicating that it is “a round white coffee cup, 
about 5 inches high, with a handle,” but your perceptual sys-
tem would also respond with information indicating “you 
can pick the cup up” and “you can pour liquid into it.” Infor-
mation such as this goes beyond simply seeing or recognizing 
the cup; it provides information that can guide our actions 
toward it. Another way of saying this is that “potential for 
action” is part of our perception of an object.

One way that affordances have been studied is by look-
ing at the behavior of people with brain damage. Glyn 
 Humphreys and Jane Riddoch (2001) studied affordances by 
testing patient M.P., who had damage to his temporal lobe 
that impaired his ability to name objects. M.P. was given a 
cue, either (1) the name of an object (“cup”) or (2) an indi-
cation of the object’s function (“an item you could drink 
from”). He was then shown 10 different objects and was told 
to press a key as soon as he found the object. The results 
of this testing showed that M.P. identifi ed the object more 
accurately and rapidly when given the cue that referred to the 
object’s function. Humphreys and Riddoch concluded from 
this result that M.P. was using his knowledge of an object’s 
affordances to help fi nd it.

Although M.P. wasn’t reaching for these objects, it is 
likely that he would be able to use the information about an 
object’s function to help him take action with respect to the 
object. In line with this idea, there are other patients with 
temporal lobe damage who cannot name objects, or even 
describe how they can be used, but who can pick them up 
and use them nonetheless.

brain damage and analysis of the results of brain scanning 
experiments have also identifi ed a number of other brain areas 
involved in various components of wayfi nding (Schinazi & 
Epstein, 2010). The important message of all of these studies, 
taken together, is that wayfi nding is distributed throughout 
many structures in the brain. This isn’t surprising when we con-
sider that wayfi nding involves seeing and recognizing objects 
along a route (perception), paying attention to specifi c objects 
(attention), using information stored from past trips through 
the environment (memory), and combining all this informa-
tion to create maps that help us relate what we are perceiving to 
where we are now and where we need to go next.

TEST YOURSELF 7.1

 1. What two factors does the ecological approach to perception 

emphasize?

 2. What is optic fl ow? What are two characteristics of optic fl ow?

 3. What is invariant information? How is invariance related to 

optic fl ow?

 4. What is observer-produced information? Describe its role in 

somersaulting and why there is a difference between novices 

and experts when they close their eyes.

 5. Describe the swinging room experiments. What principles do 

they illustrate?

 6. What is the evidence (a) that optic fl ow provides information 

for the direction someone is heading and (b) that there are 

neurons that respond to optic fl ow?

 7. What does research on driving a car and walking tell us about 

how optic fl ow may (or may not) be used in navigation? What 

are some other sources of information for navigation?

 8. What is wayfi nding? Describe the research of Hamid et al. 

(computer maze) and Schinazi and Epstein (walking on the Penn 

campus) that investigated the role of landmarks in  wayfi nding.

 9. What do the brain scanning experiments of Schinazi and 

Epstein (measuring responses to buildings on the Penn 

campus) and Janzen and van Turennout (measuring activa-

tion when navigating a virtual museum) indicate about brain 

 activity and landmarks?

10. Describe the case studies of patients with damage to their 

RSP and hippocampus. What conclusions about the function 

of these structures were reached from these observations?

11. What does it mean to say that wayfi nding is “multifaceted”?

Acting on Objects

So far, we have been describing how we move around in the 
environment. But our actions go beyond walking or driving. 
One of the major actions we take is reaching to pick something 

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



164 CHAPTER 7 Taking Action

in reaching for objects have been called the parietal reach 
region (PRR). This region contains neurons that control 
not only grasping but also reaching (Connolly et al., 2003). 
Recently, evidence has been presented suggesting that there 
are a number of different parietal reach regions in the human 
parietal lobe (Filimon et al., 2009), and recording from single 
neurons in a monkey’s parietal lobe has revealed neurons in 
an area next to the parietal reach region that respond to spe-
cifi c types of hand grips (Fattori et al., 2010).

The procedure for the monkey hand grip experiment, 
which was carried out by Patrizia Fattori and coworkers 
(2010), is shown in Figure 7.19: (1) The monkey observes a 
small fi xation light in the dark; (2) lights are turned on for 
half a second to reveal the object to be grasped; (3) the lights 
go out and then, after a brief pause, the fi xation light changes 
color, signaling that the monkey should reach for the object.

The key part of this sequence occurs when the monkey 
reaches for the object in the dark. The monkey knows what 
the object is from seeing it when the lights were on (a round 
ball in this example), so while it is reaching for the object in 
the dark, it adjusts its grip to match the object. A number of 
different objects were used, as shown in Figure 7.19b, each of 
which required a different grip. VL

The key result of the experiment is that there are neu-
rons that respond best to specifi c grips. For example, neuron 
A in Figure 7.20 responds best to “whole hand prehension” 
whereas neuron B responds best to “advanced precision grip.” 
There are also neurons, like C, that respond to a number of 
different grips. Remember that when these neurons were fi r-
ing, the monkey was reaching for the object in the dark, so 
the fi ring refl ected not perception but the monkey’s actions.

In a follow-up experiment on the same monkeys, Fattori 
and coworkers (2012) discovered neurons that responded not 
only when a monkey was preparing to grasp a specifi c object, 
but also when the monkey viewed that specifi c object. An exam-
ple of this type of neuron, which Fattori calls  visuomotor grip 
cells, is a neuron that initially responds when the monkey 
sees a specifi c object, and then also responds as the monkey is 

The Physiology of Reaching 
and Grasping
An important breakthrough in the study of the physiology of 
reaching and grasping came with the discovery of ventral (or 
what) and dorsal (or where/how) pathways that we described in 
Chapter 4 (see Figure 4.14).

The Dorsal and Ventral Pathways Remember that D.F., 
who had damage to her ventral pathway, had diffi culty rec-
ognizing objects or judging their orientation, but she could 
“mail” an object by placing it through an oriented opening. 
The idea that there is one processing stream for perceiving 
objects and another for acting on them helps us understand 
what is happening when Serena, sitting at the coffee shop 
after her ride, reaches for her cup of coffee (Figure 7.18). She 
fi rst identifi es the coffee cup among the fl owers and other 
objects on the table (ventral pathway). Once the coffee cup is 
perceived, she reaches for it, taking into account its location 
on the table (dorsal pathway). As she reaches, avoiding the 
fl owers, she positions her hand and fi ngers to grasp the cup 
(dorsal), taking into account her perception of the cup’s han-
dle (ventral). She then lifts the cup with just the right amount 
of force (dorsal), taking into account her estimate of how 
heavy it is based on her perception of its fullness (ventral).

Thus, reaching and picking up a cup involves continu-
ally perceiving the position of the cup, shaping the hand and 
fi ngers relative to the cup, and calibrating actions in order 
to accurately grasp the cup and pick it up without spilling 
any coffee (Goodale, 2011). Even a seemingly simple action 
like picking up a coffee cup involves a number of areas of the 
brain, which coordinate their activity to create perceptions 
and behaviors.

The Parietal Reach Region One of the most important 
areas of the brain for reaching and grasping is the parietal 
lobe at the end of the dorsal pathway (Figure 7.7). The areas 
in the monkey and human parietal cortex that are involved 

Figure 7.18 Picking up a cup of coffee: (a) perceiving and recognizing the cup, (b) reaching for it, and (c) grasping and picking it up. This action 

involves coordination between perceiving and action that is carried out by two separate streams in the brain, as described in the text. From Goldstein, E. B., 

Cognitive Psychology, 3rd ed. © 2011 Wadsworth, a part of Cengage Learning, Inc. Reproduced by permission. www.cengage.com/permissions.

(a) Perceive cup (b) Reach for cup (c) Grasp cup
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Figure 7.19 (a) The monkey’s task in Fattori and coworkers’ (2010) experiment. The monkey always looks at the small 

light above the sphere. The monkey sees the object to be grasped when the lights go on, then reaches for and grasps the 

object once the lights go off and the fi xation light changes color. (b) Four of the objects used in the task. Each one involves 

a different type of grasping movement. Based on Fattori, P., Raos, V., Breveglieri, R, Bosco, A., Marzocchi, N., & Galleti, C. (2010). The dorsomedial pathway is not just for 

reaching: Grasping neurons in the medial parieto-occipital cortex of the Macaque monkey. Journal of Neuroscience, 30, 342–349. Figure 2b, c.
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Figure 7.20 Results of Fattori and coworkers’ (2010) experiment showing how three different neurons respond to 

reaching and grasping each of the objects. Neuron A responds best to “whole hand prehension” (starred record). Neuron B 

responds to “advanced precision grip.” Neuron C responds to all of the grips. Based on Fattori, P., Raos, V., Breveglieri, R, Bosco, A., Marzocchi, N., & 

Galleti, C. (2010). The dorsomedial pathway is not just for reaching: Grasping neurons in the medial parieto-occipital cortex of the Macaque monkey. Journal of Neuroscience, 30, 342–349. Figure 2.
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Observing Other 
People’s Actions

We not only take action ourselves, but we regularly watch 
other people take action. This “watching others act” is most 
obvious when we watch other people’s actions on TV or in 
a movie, but it also occurs any time we are around someone 
else who is doing something. One of the most exciting out-
comes of research studying the link between perception and 
action was the discovery of neurons in the premotor cortex 
(Figure 7.7) called mirror neurons.

Mirroring Others’ Actions 
in the Brain
In the early 1990s, Giacomo Rizzolatti and coworkers (2006; 
also see di Pelligrino et al., 1992; Gallese et al., 1996) were 
investigating how neurons in the monkey’s premotor cor-
tex fi red as the monkey performed actions like picking up 
a toy or a piece of food. Their goal was to determine how 
neurons fi red as the monkey carried out specifi c actions. But 
as sometimes happens in science, they observed something 
they didn’t expect. When one of the experimenters picked 
up a piece of food while the monkey was watching, neurons 
in the monkey’s cortex fi red. What was so unexpected was 
that  the  neurons that fi red to observing the experimenter 
pick up the food were the same ones that had fi red earlier 
when the monkey had itself picked up the food.

This initial observation, followed by many additional 
experiments, led to the discovery of mirror neurons— 
neurons that respond both when a monkey observes someone 
else grasping an object such as food on a tray (Figure 7.22a) 
and when the monkey itself grasps the food (Figure 7.22b; 
 Rizzolatti et al., 2006). They are called mirror neurons because 

forming its hand to grasp the same object. This type of neu-
ron is therefore involved in both perception (identifying the 
object by seeing) and action ( reaching for the object and grip-
ping it with the hand).

Avoiding Other Objects When Reaching When we reach, 
we have to take into account not only the location toward 
which we are reaching, so we can direct our hand toward that 
location, but also the location of other nearby objects, so we 
can avoid them as we reach. Serena faced this problem when 
she had to reach toward her coffee cup while avoiding the 
vase of fl owers and the glass of orange juice.

The fact that obstacle avoidance is also controlled by the 
parietal regions responsible for reaching was demonstrated 
in an experiment by Igor Schindler and coworkers (2004), 
who tested two patients with parietal lobe damage who had 
trouble pointing to visual stimuli, a condition called optic 
ataxia. These ataxia patients and a group of normal control 
subjects were presented with two cylinders, separated by 8 
to 10 inches (Figure 7.21a). Their task was to reach between 
the two cylinders and touch anywhere on a gray strip located 
20 cm behind the cylinders. The cylinders were moved to dif-
ferent positions, as shown by the top views of pairs of cylin-
ders in Figure 7.21b.

The arrows indicate where the subject’s hand passed 
between the cylinders as he or she reached to touch the strip. 
Notice that the control subjects (red arrows) changed their 
reach in response to changes in the cylinders’ position, shift-
ing their reach to the left when the cylinders were shifted 
to the left. In contrast, the reach of the ataxia patients was 
the same for all arrangements of the cylinders, as shown for 
one of the patients by the blue arrows. In other words, they 
didn’t take account of the varying locations of the obstacles. 
Schindler concludes from this result that the dorsal stream, 
which was damaged in the ataxia patients, not only provides 
guidance as we reach toward an object but also guides us 
away from potential obstacles.

(a) (b)

A

B

C

DTouch here

Reach

Figure 7.21 (a) Subjects in Schindler and coworkers’ (2004) experiment had to reach between the two cylinders to touch a gray strip located 

behind the cylinders. (b) The pairs of cylinders in Schindler and coworkers’ (2004) experiment were located in different positions on different trials, 

as shown in this top view. The red arrows show that control subjects adjusted their reach to compensate for the different locations of the cylinders. 

The blue arrows, which show the data for one of the ataxia patients, indicate that the patients’ reach stayed the same for all arrangements of the 

cylinders. Based on Schindler, I., Rice, N. J., McIntosh, R. D., Rossetti, Y., Vighetto, A., & Milner, D.A. (2004). Automatic avoidance of obstacles is a dorsal stream function: Evidence from optic ataxia. Nature Neuroscience, 7, 779–784. 
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for her coffee cup, we might wonder why she is reaching for it. 
One obvious answer is that she intends to drink some coffee, 
although if we notice that the cup is empty, we might instead 
decide that she is going to take the cup back to the counter 
to get a refi ll, or if we know that she never drinks more than 
one cup, we might decide that she is going to place the cup 
in the used cup bin. Thus, there are a number of different 
 intentions that may be associated with the same action.

the neuron’s response to watching the experimenter grasp an 
object is similar to the response that would occur if the mon-
key were performing the same action. Just looking at the food 
causes no response, and watching the experimenter grasp the 
food with a pair of pliers, as in Figure 7.22c, causes only a 
small response (Gallese et al., 1996; Rizzolatti et al., 2000).

Most mirror neurons are specialized to respond to only 
one type of action, such as grasping or placing an object some-
where. Although you might think that the monkey may have 
been responding to the anticipation of receiving food, the 
type of object made little difference. The neurons responded 
just as well when the monkey observed the experimenter pick 
up an object that was not food. VL

But could the mirror neurons simply be responding to 
the pattern of motion? The fact that the neuron does not 
respond when watching the experimenter pick up the food 
with pliers argues against this idea. Further evidence that 
mirror neurons are doing more than just responding to a 
particular pattern of motion is the discovery of neurons 
that respond to sounds that are associated with actions. These 
 neurons in the premotor cortex, called audiovisual mirror 
neurons, respond when a monkey performs a hand action 
and when it hears the sound associated with this action 
(Kohler et al., 2002). For example, the results in Figure 7.23 
show the response of a neuron that fi res (a) when the monkey 
sees and hears the experimenter break a peanut, (b) when the 
monkey just sees the experimenter break the peanut, (c) when 
the monkey just hears the sound of the breaking peanut, and 
(d) when the monkey breaks the peanut. What this means 
is that just hearing a peanut breaking or just seeing a peanut 
being broken causes activity that is also associated with the 
perceiver’s action of breaking a peanut. These neurons are 
responding, therefore, to what is “happening”—breaking a 
peanut—rather than to a specifi c pattern of movement.

Predicting People’s Intentions
Some researchers have proposed that there are mirror neu-
rons that respond not just to what is happening but to why 
something is happening, or more specifi cally, to the intention 
behind what is happening. To understand what this means, 
let’s return to Serena in the coffee shop. As we see her reach 
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Figure 7.22 Response of a mirror neuron. (a) Response 

to watching the experimenter grasp food on the tray. 

(b) Response when the monkey grasps the food. 

(c) Response to watching the experimenter pick up 

food with a pair of pliers. Reprinted from Rizzolatti, G., et al., Premotor cortex 

and the recognition of motor actions, Cognitive Brain Research, 3, 131–141. Copyright 2000, 

with permission from Elsevier.
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Figure 7.23 Response of an audiovisual mirror neuron to four 

different stimuli. From Kohler, E., et al., 2002, Hearing sounds, understanding actions: Action 

representation in mirror neurons. Science, 297, 846–848. Copyright © 2002 by AAAS. Reprinted with permission 

from AAAS.
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168 CHAPTER 7 Taking Action

What is the evidence that the response of mirror neu-
rons can be infl uenced by different intentions? Mario 
Iacoboni and coworkers (2005) provide this evidence in an 
experiment in which they measured subjects’ brain activity 
as they watched short fi lm clips represented by the stills in 
Figure 7.24. Stills for the two Intention fi lms, on the right, 
show a hand reaching in to pick up a cup, but there is an 
important difference between the two scenes. In the top 
panel, the table is neatly set up, the food is untouched, and 
the cup is full of tea. In the bottom panel, the table is a mess, 
the food has been eaten, and the cup appears to be empty. 
Iacoboni hypothesizes that it is likely that viewing the top 
fi lm would lead the viewer to infer that the person picking 
up the cup intends to drink from it, and that viewing the 
bottom fi lm would lead the viewer to infer that the person 
is cleaning up.

Iacoboni’s subjects also viewed the control fi lms shown 
in the other panels. The Context fi lm showed the table set-
ting, and the Action fi lm showed the hand reaching in to pick 
up an isolated cup. The reason these two types of fi lms were 
presented was that they contained the visual elements of the 
intention fi lms, but didn’t suggest a particular intention.

When Iacoboni compared the brain activity in the Inten-
tion fi lms to the activity in the Context and Action fi lms, he 
found that the Intention fi lms caused greater activity than 
the control fi lms in areas of the brain known to have mir-
ror neuron properties. Figure 7.25 shows that the amount 
of activity was least in the Action condition, was higher for 
the Cleaning Up condition, and was highest for the Drinking 
condition. Based on the increased activity for the two Inten-
tion conditions, Iacoboni concluded that the mirror neuron 
area is involved with understanding the intentions behind 
the actions shown in the fi lms. He reasoned that if the mirror 
neurons were just signaling the action of picking up the cup, 
then a similar response would occur regardless of whether a 
context surrounding the cup was present. Mirror neurons, 

according to Iacoboni, code the “why” of actions and respond 
differently to different intentions.

If mirror neurons do, in fact, signal intentions, how 
do they do it? One possibility is that the response of these 
neurons is determined by the chain of motor activities that 
could be expected to happen in a particular context (Fogassi 
et al., 2005; Gallese, 2007). For example, when a person picks 
up a cup with the intention of drinking, the next expected 
actions would be to bring the cup to the mouth and then 
to drink some coffee. However, if the intention is to clean 
up, the expected action might be to carry the cup over to the 
sink. According to this idea, mirror neurons that respond 
to  different intentions are responding to the action that is 
 happening plus the sequence of actions that is most likely to 
follow, given the context.

After tea

Before tea

Control film: Context Control film: Action Intention film

Cleaning up

Drinking

Figure 7.24 Images from the Context, Action, 

and Intention fi lm clips viewed by Iacoboni and 

coworkers’ (2005) subjects. See text for details. 

From Iacoboni, M., Molnar-Szakacs, I., Gallese, V., Buccino, G., Mazziotta, J. C., & 

Rizzolatti, G. (2005). Grasping the intentions of others with one’s own mirror neuron 

system. PLoS Biology, 3(3), e79. Used by permission.

0
Action Drinking Cleaning

0.1

0.2

0.3

0.4

0.5

0.6

0.7

 S
ig

na
l c

ha
ng

e 
(%

)

Figure 7.25 Iacoboni and coworkers’ (2005) results, showing the 

brain response for the Action, Drinking, and Cleaning conditions. 
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The exact functions of mirror neurons in humans are 
still being actively researched (Caggiano et al., 2011; de Lange 
et al., 2008; Gazzola et al., 2007; Kilner, 2011). In addition 
to proposing that mirror neurons signal what is happening 
as well as the intentions behind various actions, researchers 
have also proposed that mirror neurons help us understand 
(1) communications based on facial expressions (Buccino 
et al., 2004; Ferrari et al., 2003); (2) gestures used while speak-
ing (Gallese, 2007); (3) the meanings of sentences (Gallese, 
2007); and (4) differences between ourselves and others 
(Uddin et al., 2007). As might be expected from this list, it has 
also been proposed that mirror neurons play an important 
role in guiding social interactions (Rizzolatti & Sinigaglia, 
2010; Yoshida et al., 2011).

As with any newly discovered phenomenon, more 
research is needed before we can state with more certainty 
exactly what the function of mirror neurons is. Consider 
that when feature detectors that respond to oriented mov-
ing lines were discovered in the 1960s, some researchers 
proposed that these feature detectors could explain how we 
perceive objects. With the information available at the time, 
this was a reasonable proposal. However, later, when neurons 
that respond to faces, places, and bodies were discovered, 
researchers revised their initial proposals to take these new 
fi ndings into account. In all likelihood, a similar process will 
occur for mirror neurons. Some of the proposed functions 
will be confi rmed, but others may need to be revised. This 
evolution of thinking about what research results mean is 
a basic property not only of research in perception but of 
scientifi c research in general.

SOMETHING TO CONSIDER:

Action-Based Accounts 
of Perception

The traditional approach to perception has focused on how 
the environment is represented in the nervous system and in 
the perceiver’s mind. According to this idea, the purpose of 
visual perception is to create a representation in the mind 
of whatever we are looking at. Thus, if you look at a scene 
and see buildings, trees, grass, and some people, your percep-
tion of the buildings, trees, grass, and people is representing 
what is “out there,” and so accomplishes vision’s purpose of 
 representing the environment.

But as you might have suspected after reading this chap-
ter, many researchers believe that the purpose of vision is not 
to create a representation of what is out there but to guide 
our actions. We can appreciate the reasoning behind this idea 
by imagining a situation in which action is important for sur-
vival. Consider a monkey foraging for food in the forest. The 
monkey’s color perception enables it to see some orange fruit 
that stands out against green leaves. The monkey reaches for 
the fruit and eats it. Of course, seeing (and perhaps  smelling) 

the fruit is crucial, because it makes the monkey aware that 
the fruit is present. But the second step—reaching for the 
fruit—is just as important, because the monkey can’t live on 
visual experiences alone. It has to reach for and grab the fruit 
in order to survive.

Although there may be situations—such as looking at 
paintings in an art gallery or looking out at a misty lake in the 
morning—when seeing what is out there is an end in itself, 
the vast majority of our experience involves a two-step pro-
cess: fi rst perceiving an object or scene and then taking action 
toward the objects or within the scene.

The idea that action is crucial for survival has been 
described by Mel Goodale (2011) as follows: “Many research-
ers now understand that brains evolved not to enable us to 
think (or perceive), but to enable us to move and interact 
with the world” (p. 17). According to this idea, perception 
may provide valuable information about the environment, 
but taking a step beyond perception and acting on this infor-
mation enables us to survive so we can perceive another day 
(Milner & Goodale, 2006).

The idea that the purpose of perception is to enable us to 
interact with the environment has been taken a step further 
by researchers who have turned the equation around from 
“action depends on perception” to “perception depends on 
action” or “people perceive their environment in terms of 
their ability to act on it.” This last statement, by Jessica Witt 
(2011), is based on the results of many experiments, some of 
which involve sports. For example, Witt and Dennis Prof-
fi tt (2005) presented a series of circles to softball players just 
after they had fi nished a game and asked them to pick the 
circle that best corresponded to the size of a softball. When 
they compared the players’ estimates to their batting averages 
from the just-completed game, they found that batters who 
hit well perceived the ball to be bigger than batters who were 
less successful. VL

Other experiments that have focused on sports have 
shown that tennis players who have recently won report that 
the net is lower (Witt & Sugovic, 2010), and that subjects who 
were most successful at kicking football fi eld goals estimated 
the goal posts to be farther apart (Witt & Dorsch, 2009). The 
fi eld goal experiment is especially interesting because the 
effect occurred only after they had attempted 10 fi eld goals. 
Before they began, the estimates of the poor kickers and the 
good kickers were the same.

The sports examples all involved making judgments 
after doing either well or poorly. This supports the idea that 
perception can be affected by performance. What about sit-
uations in which the person hasn’t carried out any action 
but has an expectation about how diffi cult it would be to 
perform that action? For example, what if people who were 
physically fi t and people who were not physically fi t were 
asked to estimate the steepness of a hill? When Mukul Bhalla 
and Dennis Proffi tt (1999) asked people ranging from varsity 
athletes to people who didn’t work out regularly to estimate 
the slant of steep hills, they found that the least fi t people (as 
measured by heart rate and oxygen consumption during and 
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170 CHAPTER 7 Taking Action

after exercise) judged the hills as being steeper. The reason 
for this, according to Bhalla and Proffi tt, is that over time 
people’s general fi tness level affects their perception of how 
diffi cult it will be to carry out various types of physical activ-
ity, and this in turn affects their perception of these activi-
ties. Thus, a person who isn’t very fi t experiences steep hills 
as being diffi cult to climb, and this causes them to perceive 
the hills as being steeper even if they are just looking at them 
(Proffi tt, 2009).

The idea that the expected diffi culty of carrying out an 
action can infl uence a person’s judgment of an object’s prop-
erties was also studied by Adam Doerrfeld and coworkers 
(2011), who asked subjects to estimate the weight of a bas-
ket of golf balls before and after lifting the basket. Subjects 
made this estimate under two conditions: (1) solo, in which 
the subject expected that he or she would be lifting the bas-
ket alone, and (2) joint, in which the subject expected that 
he or she would be lifting the basket with another person. 
The actual weight of the basket of golf balls was 20 pounds. 
Before lifting the basket, the subjects estimated that the bas-
ket weighed 21 pounds if they thought they would be lifting it 
alone, and 17.5 pounds if they thought they would be lifting 
it with another person. After lifting the basket, the average 
estimate was about 20 pounds for both conditions. Doerrfeld 
and coworkers conclude from this result that anticipation of 
how diffi cult a task will be can infl uence the perception of an 
object’s properties.

There are, however, researchers who question whether 
the perceptual judgments measured in some of the experi-
ments we have described are actually measuring perception. 
Subjects might be affected, they suggest, by “judgmental 
bias,” caused by their expectations about what they think 
will happen in a particular situation. For example, Bhalla and 
Proffi tt (1999), who found that people who were not in good 
physical condition judged hills as being steeper, also found 
that people who were wearing a heavy backpack judged hills 
to be steeper. Bhalla and Proffi tt interpreted this result as 
showing that wearing the heavy backpack infl uenced the per-
son’s perception of steepness. An alternative interpretation is 
that perhaps the subjects’ expectation that hills could appear 
steeper when carrying something heavy might cause them to 
say a hill appears steeper when they are wearing a heavy back-
pack, even though their perception of the hill’s steepness was 
actually not affected (Durgin et al., 2010; Loomis & Philbeck, 
2008; Woods et al., 2009).

This explanation highlights a basic problem in measur-
ing perception in general: Our measurement of perception is 
based on people’s responses, and there is no guarantee that 
these responses accurately refl ect what a person is perceiv-
ing. Thus, as pointed out above, there may be some instances 
in which subjects’ responses may refl ect not what they are 
perceiving, but what they think they should be perceiving. 
Even though some experiments may be open to criticism 
(Durgin et al., 2010; Proffi tt, 2009), it is important to note 
that there are some experiments that do demonstrate a 

relationship between a person’s ability to act and perception 
(Creem-Regehr & Kunz, 2010).

The results of the experiments demonstrating this rela-
tionship between ability to act and perception are consis-
tent with J. J. Gibson’s idea of affordances, described earlier 
(page 163). Affordances, according to Gibson, are an object’s 
“possibilities for action.” Thus, perception of a particular 
object is determined both by what the object looks like and 
by the way we might interact with it.

This brings us to the following statement by J. J. Gibson, 
from his fi nal book, The Ecological Approach to Perception (1979): 
“Perceiving is an achievement of the individual, not an appear-
ance in the theater of his consciousness. It is a keeping- in-
touch with the world, an experiencing of things, rather than 
a having of experiences” (p. 239). This statement did not lead 
to much research when it was proposed, but years later many 
researchers have embraced the idea that perception is not just 
“an appearance in the theater of consciousness,” but is the 
fi rst step toward taking action in the environment. In addi-
tion, some researchers have gone a step farther and suggested 
that action, or the potential for action, may affect perception.

TEST YOURSELF 7.2

 1. What is an affordance? Describe the results of the experi-

ments on patient M.P. that illustrates the operation of 

 affordances.

 2. Describe the early experiments that showed that there are 

neurons in the parietal cortex that respond to goal-directed 

reaching.

 3. How does the idea of what (ventral) and how (dorsal) streams 

help us describe an action such as reaching for a coffee cup?

 4. Describe Fattori et al.’s experiments on “grasping neurons” 

and “visuomotor grip cells.”

 5. What is the parietal reach region?

 6. Describe the experiment on optic ataxia patients that shows 

that the dorsal stream is involved in helping to avoid  obstacles.

 7. What are mirror neurons? What is the evidence that mirror 

neurons aren’t just responding to a specifi c pattern of motion?

 8. Describe Iacoboni’s experiment that suggested that there are 

mirror neurons that respond to intentions.

 9. What is a possible mechanism that might be involved in mirror 

neurons that respond to intentions?

10. What are some of the proposed functions of mirror neurons? 

What is the scientifi c status of these functions?

11. Describe the action-based account of perception. In your 

discussion, indicate (a) why some researchers think the brain 

evolved to enable us to take action; (b) how experiments have 

demonstrated a link between perception and “ability to act.”
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THINK ABOUT IT

 4. If mirror neurons do signal intentions, what does that say 
about the role of top-down and bottom-up processing in 
determining the response of mirror neurons? (p. 166)

 5. How do you think the response of your mirror neurons 
might be affected by how well you know a person whose 
actions you were observing? (p. 166)

 6. How does your experience in interacting with the envi-
ronment (climbing hills, playing sports) correspond or 
not correspond to the fi ndings of the “potential for ac-
tion” experiments described in the Something to Con-
sider section? (p. 169)

 1. It is a common observation that people tend to slow 
down as they are driving through long tunnels. Explain 
the possible role of optic fl ow in this situation. (p. 154)

 2. We have seen that gymnasts appear to take visual infor-
mation into account as they are in the act of executing a 
somersault. In the sport of synchronized diving, two peo-
ple execute a dive simultaneously from two side-by-side 
diving boards. They are judged based on how well they 
execute the dive and how well the two divers are synchro-
nized with each other. What environmental stimuli do 
you think synchronized divers need to take into account 
in order to be successful? (p. 155)

 3. Can you identify specifi c environmental information 
that you use to help you carry out actions in the envi-
ronment? This question is often particularly relevant to 
athletes.

KEY TERMS

Affordance (p. 163)
Audiovisual mirror neuron (p. 167)
Ecological approach to perception 

(p. 154)
Focus of expansion (FOE) (p. 154)
Gradient of fl ow (p. 154)

Invariant information (p. 155)
Landmarks (p. 160)
Mirror neuron (p. 166)
Optic ataxia (p. 166)
Optic fl ow (p. 154)

Parietal reach region (PRR) (p. 164)
Self-produced information (p. 155)
Visual direction strategy (p. 159)
Visuomotor grip cells (p. 164)
Wayfi nding (p. 160)

MEDIA RESOURCES

CourseMate
Go to CengageBrain.com to access Psychology CourseMate, 
where you will fi nd the Virtual Labs plus an interactive eBook, 
fl ashcards, quizzes, videos, and more.

Virtual Labs VL

The Virtual Labs are designed to help you get the most out 
of this course. The Virtual Lab icons direct you to specifi c 
media demonstrations and experiments designed to help you 
visualize what you are reading about. The numbers below in-
dicate the number of the Virtual Lab you can access through 
Psychology CourseMate.

7.1 Flow From Moving Down a Hallway (p. 154)
A computer-generated program showing the optic fl ow that 
occurs when moving through a patterned hallway. (Courtesy 
of William Warren)

7.2 Optic Flow Over Surface (p. 154)
Flow from moving across a texture fi eld. (Courtesy of Zhi Li 
and Frank Durgin)

7.3 Stimuli Used in Warren’s Experiment (p. 157)
Moving stimulus pattern seen by observers in William 
Warren’s experiment. (Courtesy of William Warren)

7.4 Eye Movements While Driving (p. 159) 
Eye tracking while driving under different conditions. 
(Courtesy of Farid Kandil)

7.5 Optic Flow and the Visual Control 
of Locomotion (p. 159)
A review of optic fl ow and visual direction as sources of 
information for locomotion, and description of ongoing 
research. (Courtesy of William Warren)

7.6 Blind Walking Experiment (p. 159)
Subjects carrying out instructions in a blind walking 
experiment. (Courtesy of John Philbeck)

7.7 Monkey Grasping (p. 164)
Shows how monkeys grasped objects in the Fattori and 
colleagues’ (2010) experiment. (Courtesy of Patrizia 
Fattori)
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172 CHAPTER 7 Taking Action

7.8 Monkey Perception While Grasping (p. 164)
Shows what monkey sees during the Fattori grasping 
experiment. (Courtesy of Patrizia Fattori)

7.9 Mirror Neurons (p. 167)
Describes EEG research of Jaime Pineda that is related to 
mirror neurons in humans.

7.10 Connection Between Action and Perception in 
Tennis (p. 169)
Description of the results of Jessica Witt’s experiments on the 
connection between tennis performance and how tennis play-
ers perceive the speed of the ball and the height of the net. 
(Courtesy of Karin Heineman, American Institute of Physics) 
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Some Questions We Will Consider:

■  Why do some animals freeze in place when they sense danger? 

(p. 177)

■  When we scan or walk through a room, the image of the room 

moves across the retina, but we perceive the room and the 

 objects in it as remaining stationary. Why does this occur? 

(p. 182)

■  Why is motion of the human body “special”? (p. 190)

W
e are always taking action, either dramatically—as 
in Serena’s bike ride in Chapter 7 (page 153)—
or routinely, as in reaching for a coffee cup or 

w alking across a room. Whatever form action takes, it 
 involves  motion, and one of the things that makes the 
study of  motion perception both fascinating and chal-
lenging is that we are not simply passive observers of the 
 motion of others. We are often moving ourselves. Thus, 
we perceive motion when we are stationary, as when we are 
watching other people cross the street (Figure 8.1a), and we 
also  perceive motion as we ourselves are moving, as might 
 happen when playing basketball (Figure 8.1b). We will see 
in this chapter that both the “simple” case of a stationary 
 observer  perceiving motion and the more complicated case 
of a moving  observer perceiving motion involve complex 
“behind-the-scenes” mechanisms.

CHAPTER CONTENTS

Functions of Motion Perception
Motion Helps Us Understand Events in Our Environment
Motion Attracts Attention
Motion Provides Information About Objects

Studying Motion Perception
When Do We Perceive Motion?
Comparing Real and Apparent Motion
What We Want to Explain

Motion Perception: Information in the 
Environment

Motion Perception: Retina/Eye Information
The Reichardt Detector
Corollary Discharge Theory

Motion Perception and the Brain
The Movement Area of the Brain
Effect of Lesioning and Microstimulation
Motion From a Single Neuron’s Point of View

Motion and the Human Body
Apparent Motion of the Body
Motion of Point-Light Walkers

Representational Momentum: Motion Responses 
to Still Pictures

SOMETHING TO CONSIDER: Event Perception

Think About It

The Virtual Lab icons direct you to specific anima-

tions and videos designed to help you visualize what 

you are reading about. Virtual Labs are listed at the end 

of the chapter, keyed to the page on which they appear, 

and can be accessed through Psychology CourseMate.

C H A P T E R  8

Perceiving Motion

▲  Our perception of motion depends on the movement of 

 images across our retina, as would occur if these birds flew 

across our field of view; on signals generated by movement 

of our eyes, which would occur if we followed the birds’ 

 movement; and on cognitive mechanisms based on what we 

have learned by  observing our environment. Our  perception 

of this picture as birds in motion is based on our general 

 knowledge of birds and on cues to motion such as the blurred 

images of some of the birds.

VL
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176 CHAPTER 8 Perceiving Motion

Functions of Motion 
Perception

Motion perception has a number of different functions, 
ranging from providing us with updates about what is hap-
pening to helping us perceive things such as the shapes of 
objects and people’s moods. Perhaps most important of all, 
especially for animals, the perception of motion is intimately 
linked to survival.

Motion Helps Us Understand Events 
in Our Environment
As you walk through a shopping mall, looking at the displays 
in the store windows, you are also observing other actions—
a group of people engaged in an animated conversation, a 
salesperson rearranging piles of clothing and then walking 
over to the cash register to help a customer, a TV program 
in a restaurant that you recognize as a dramatic moment in 
a soap opera.

Much of what you observe involves information  provided 
by motion. The gestures of the people in the group indi-
cate the intensity of their conversation; the motions of the 
 salesperson indicate what she is doing and changes in motion 
indicate when she has shifted to a new task; and motion 
indicates, even in the absence of sound, that  something 

 important is happening in the soap opera (Zacks, 2004; 
Zacks &  Swallow, 2007).

A particularly compelling demonstration of motion’s 
power to indicate what is happening was provided by 
Fritz Heider and Marianne Simmel (1944), who showed 
a 2½- minute animated fi lm to subjects and asked them to 
describe what was happening in the movie. The movie con-
sisted of a “house” and three “characters”—a small circle, a 
small triangle, and a large triangle. These three geometric 
objects moved around both inside and outside the house, 
and sometimes interacted with each other (Figure 8.2).

(a) (b)

Figure 8.1 Motion perception occurs (a) when a stationary observer perceives moving stimuli, such as this couple crossing the street; and 

(b) when a moving observer, like this basketball player, perceives moving stimuli, such as the other players on the court.
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Figure 8.2 One image from the fi lm used by Heider and Simmel 

(1944). The objects moved in various ways, going in and out of the 

“house” and sometimes interacting with each other. The nature of 

the movements led subjects to make up stories that often described 

the objects as having feelings, motivations, and personalities. Adapted 

from Heider, F., & Simmel, M. (1944). An experimental study of apparent behavior. American Journal of 

Psychology, 13, 243–259.
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Although the characters were geometric objects, the 
 subjects created stories to explain the objects’ actions, 
and often gave them humanlike characteristics and 
 personalities. For example, one account described the small 
triangle and  circle as a couple who were trying to be alone 
in the house when the big triangle (“a bully”) entered the 
house and interrupted them. The small triangle didn’t 
appreciate this  intrusion and attacked the big triangle. 
Who would have thought the world of geometric objects 
could be so exciting?

Returning to the world of people, motion perception is 
essential for our ability to move through the environment. 
As we saw in Chapter 7 when we described how people 
navigate (see page 157), one source of information about 
where we are going and how fast we are moving is the way 
objects in the environment flow past us as we move. As 
a person moves forward, objects move relative to the per-
son in the opposite direction. This movement, called optic 
flow (Figures 7.1 and 7.2, page 154), provides information 
about the walker’s direction and speed. In Chapter 7 we 
discussed how we can use this information to help us stay 
on course.

While motion provides information about what is going 
on and where we are moving, it provides information for 
more subtle actions as well. Consider, for example, the action 
of pouring water into a glass. As we pour the water, we watch 
the level rise, and this helps us know when to stop pouring. 
We can appreciate the importance of this ability by consid-
ering the case of a 43-year-old woman who lost the ability 
to perceive motion when she suffered a stroke that damaged 
an area of her cortex involved in motion perception. Her 
 condition, called akinetopsia (blindness to motion), made 
it difficult for her to pour tea or coffee into a cup because 
the l iquid appeared frozen, so she couldn’t perceive the 
fluid  rising in the cup and had trouble knowing when to 
stop  pouring. It was also difficult for her to follow dialogue 
because she couldn’t see the motions of a speaker’s face and 
mouth (Zihl et al., 1983, 1991).

But the most disturbing effect of her brain damage 
occurred when people suddenly appeared or disappeared, 
because she couldn’t see them approaching. Crossing the 
street presented serious problems because at first a car might 
seem far away, but then suddenly, without warning, it would 
appear very near. This disability was not just a social incon-
venience but enough of a threat to the woman’s well-being 
that she rarely ventured outside into the world of moving—
and sometimes dangerous—objects. This case of a  breakdown 
in the ability to perceive motion provides a  dramatic 
 demonstration of the importance of motion perception in 
day-to-day life.

Motion Attracts Attention
As you try to find your friend among the sea of faces in the 
student section of the stadium, you realize that you have no 
idea where to look. But you suddenly see a person waving 

and recognize that it is your friend. The ability of motion 
to attract attention is called attentional capture. This effect 
occurs not only when you are consciously looking for some-
thing but also while you are paying attention to something 
else. For example, as you are having a conversation, your 
attention may suddenly be captured by something moving in 
your peripheral vision.

The fact that movement can attract attention plays an 
important role in animal survival. You have probably seen 
animals freeze in place when they sense danger. If a mouse’s 
goal is to avoid being detected by a cat, one thing it can do 
is to stop moving. Freezing in place not only eliminates the 
attention-attracting effects of movement, it also makes it 
harder for the cat to differentiate between the mouse and its 
surroundings.

Motion Provides Information 
About Objects
The idea that not moving can help an animal blend 
into the  background is illustrated by the following 
d emonstration. VL

DEMONSTRATION

Perceiving a Camouflaged Bird
For this demonstration, you will need to prepare stimuli 

by  photocopying the bird and the hatched-line pattern in 

 Figure 8.3. Then cut out the bird and the hatched pattern so 

Figure 8.3 The bird becomes camoufl aged when the random 

lines are superimposed on it. When the bird is moved relative to 

the lines, it becomes visible, an example of how movement enhances 

the perception of form. From Regan, D. (1986). Luminance contrast: Vernier discrimination. Spatial 

Vision, 1, 305–318. Reprinted by permission of David Regan.
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they are separated. Hold the picture of the bird up against 

a window during the day. Turn the copy of the hatched pat-

tern over so the pattern is facing out the window (the white 

side of the  paper should be facing you) and place it over the 

bird. If the window is adequately illuminated by daylight, you 

should be able to see the hatched pattern. Notice how the 

presence of the hatched pattern makes it more difficult to see 

the bird. Then, slide the bird back and forth under the p attern, 

and  notice what happens to your perception of the bird (from 

 Regan, 1986).

The stationary bird is difficult to see when it is covered 
by  the pattern because the bird and the pattern are made 
up of similar lines. But as soon as all the elements of the 
bird begin moving in the same direction, the bird becomes 
visible. Movement has perceptually organized all the ele-
ments of the bird, so they create a figure that is separated 
from the background. Returning to our mouse hiding from 
the cat, we can say that it is to the mouse’s advantage to 
freeze because this decreases the chances that the mouse will 
become perceptually separated from its surroundings in the 
cat’s mind. VL

You might say, in reaction to the camouflaged bird 
demonstration, that although motion does make the bird 
easy to perceive amid the tangle of obscuring lines, this 
seems like a special case because most of the objects we 
see are not camouflaged. But if you remember our dis-
cussion from C hapter 5 (page 97) about how even clearly 
 visible objects may be ambiguous, you can appreciate how 
motion of an object can reveal characteristics of the object 
that might not be obvious from a single, stationary view 
(Figure  8.4a).  Movement of an observer around an object 
causes a  similar effect: viewing the “horse” in Figure 8.4b 

from  different  perspectives reveals that its shape is not 
exactly what you may have expected based on your initial 
view. Thus, our own motion relative to objects is constantly 
adding to the information we have about the objects, and 
most relevant to this chapter, we receive similar informa-
tion when objects move relative to us. Observers perceive 
shapes more rapidly and accurately when an object is mov-
ing (Wexler et al., 2001).

Studying Motion 
Perception

To describe how motion perception is studied, the first ques-
tion we will consider is: When do we perceive motion?

When Do We Perceive Motion?
The answer to this question may seem obvious: We per-
ceive motion when something moves across our field of 
view. Actual motion of an object is called real motion. 
 Perceiving a car driving by, people walking, or a bug scur-
rying across a tabletop are all examples of the perception 
of real motion.

There are also a number of ways to produce the percep-
tion of motion that involve stimuli that are not moving. 
Perception of motion when there actually is none is called 
illusory motion. The most famous, and best studied, type 
of illusory motion is called apparent motion. We intro-
duced apparent motion in Chapter 5 when we told the story 
of Max Wertheimer’s observation that when two stimuli in 

Figure 8.4 (a) The shape and features of this car are revealed as different aspects of it become 

visible as it moves. (b) Moving around this “horse” reveals its true shape.
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slightly different locations are alternated with the correct 
timing, an observer perceives one stimulus moving back and 
forth smoothly between the two locations (Figure 8.5a). This 
p erception is called apparent motion because there is no 
actual (or real) motion between the stimuli. This is the basis 
for the motion we perceive in movies, on television, and in 
moving signs that are used for advertising and entertainment 
( Figure 8.5b). (Also see Figure 5.15, page 101.)

Induced motion occurs when motion of one object 
(usually a large one) causes a nearby stationary object (usu-
ally smaller) to appear to move. For example, the moon 
usually appears stationary in the sky. However, if clouds 
are moving past the moon on a windy night, the moon 
may appear to be racing through the clouds. In this case, 
movement of the larger object (clouds covering a large area) 
makes the smaller, but actually stationary, moon appear to 
be moving.

Motion aftereffects occur when viewing a moving stim-
ulus for 30 to 60 seconds causes a stationary stimulus to 
appear to move. One example of a motion aftereffect is the 
waterfall illusion (Addams, 1834) (Figure 8.6a). If you look at 
a waterfall for 30 to 60 seconds (be sure it fills up only part 
of your field of view) and then look off to the side at part of 
the scene that is stationary, you will see everything you are 
looking at—rocks, trees, grass—appear to move up for a few 
seconds (Figure 8.6b). 

Researchers studying motion perception have inves-
tigated all the types of perceived motion described 
above—and a number of others as well (Blaser &  Sperling, 
2008;  Cavanagh, 2011). Our purpose, however, is not 

(a) Flash FlashDark

(b)

Figure 8.5 Apparent motion (a) between two dots when they are 

fl ashed one after the other; (b) on a moving sign. Our perception of words 

moving across a lighted display is so compelling that it is often diffi cult to 

realize that signs like this one are simply dots fl ashing on and off.
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Figure 8.6 The waterfall 

movement aftereffect. 

(a) Observation of motion 

in one direction, such as 

occurs when viewing a 

waterfall, can cause (b) 

the perception of motion 

in the opposite direction, 

indicated by the arrows, when 

viewing stationary objects in 

the environment.
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to  understand every type of motion perception but to 
 understand some of the  principles governing motion per-
ception in  general. To do this, we will focus on real and 
apparent motion.

Comparing Real and Apparent 
Motion
For many years, researchers treated the apparent motion 
created by flashing stationary objects or pictures and the 
real motion created by actual motion through space as 
though they were separate phenomena, governed by dif-
ferent mechanisms. However, there is ample evidence that 
these two types of motion have much in common. For exam-
ple, Axel Larsen and coworkers (2006) presented three types 
of displays to a person in an fMRI scanner: (1) a control con-
dition, in which two dots in slightly different positions were 
flashed simultaneously (Figure 8.7a); (2) a real motion display, 
in which a small dot moved back and forth (Figure 8.7b); and 
(3) an apparent motion display, in which dots were flashed one 
after another so that they appeared to move back and forth 
(Figure 8.7c). VL

Larsen’s results are shown below the dot displays. The 
blue-colored area in Figure 8.7a is the area of visual cortex 
activated by the control dots, which are perceived as two 
dots simultaneously flashing on and off with no motion 
between them. Each dot activates a separate area of the 
cortex. In F igure 8.7b, the red indicates the area of cortex 
activated by real movement of the dot. In Figure 8.7c, the 
yellow indicates the area of cortex activated by the appar-
ent motion display. Notice that the activation associated 
with apparent motion is similar to the activation for the 
real motion display. Two flashed dots that result in appar-
ent motion activate the area of brain representing the space 
between the positions of the flashing dots even though no 
stimulus was presented there.

Because of the similarities between the neural responses 
to real and apparent motion, researchers study both types 
of motion together and concentrate on discovering  general 

mechanisms that apply to both. In this chapter, we will 
 follow this approach as we look for general mechanisms of 
motion perception.

What We Want to Explain
Our goal is to understand how we perceive things that are 
moving. At first this may seem like an easy problem. For 
example, Figure 8.8a shows what Maria sees when she looks 
straight ahead as Jeremy walks by. Because she doesn’t move 
her eyes, Jeremy’s image sweeps across her retina. Explaining 
motion perception in this case seems straightforward because 
as Jeremy’s image moves across Maria’s retina, it stimulates 
a series of receptors one after another, and this stimulation 
signals Jeremy’s motion.

Figure 8.8b shows what Maria sees when she follows 
Jeremy’s motion with her eyes. In this case, Jeremy’s image 
remains stationary on Maria’s foveas as he walks by. This 
adds an interesting complication to explaining motion per-
ception, because although Jeremy’s image remains stationary 
on her retina, Maria perceives Jeremy as moving. This means 
that motion perception can’t be explained just by the motion 
of an image across the retina.

Let’s consider what happens if Jeremy isn’t present, 
and Maria scans the room by moving her eyes from left 
to right. When Maria does this, the images of the walls 
and objects in the room move to the left across her retina 
( Figure 8.8c), but Maria doesn’t see the room or its con-
tents as moving. In this case, there is motion across the 
retina but no perception that objects are moving. This is 
another example of why we can’t simply consider what is 
happening on the retina. Table 8.1 summarizes the three 
situations in Figure 8.8.

In the sections that follow, we will consider a  number 
of different approaches to explaining motion percep-
tion, with the goal being to explain each of the situations 
in F igure  8.8 and Table 8.1. We begin by considering an 
approach that focuses on how information in the environ-
ment signals motion.

(a) Control (b) Real (c) Apparent

Figure 8.7 Three conditions in Larsen’s (2006) 

experiment: (a) control condition; (b) real motion; (c) 

apparent motion (fl ashing dots). Stimuli are shown on 

top, and the resulting brain activation is shown below. 

In (c), the brain is activated in the space that represents 

the area between the two dots, where movement 

was perceived but no stimuli were present. From Larsen, A., 

Madsen, K. H., Lund, T. E., & Bundesen, C., Images of illusory motion in primary visual cortex. 

Journal of Cognitive Neuroscience, 18, 1174–1180. © 2006 by the Massachusetts Institute 

of Technology.
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TABLE 8.1 Conditions for Perceiving and Not Perceiving Motion Depicted in Figure 8.8

SITUATION OBJECT EYES IMAGE ON OBSERVER’S RETINA OBJECT MOVEMENT PERCEIVED?

1 Look straight as an 

 object moves past

Moves Stationary Moves YES

2 Follow a moving o bject 

with eyes

Moves Move Stationary YES

3 Look around the room Stationary Move Moves NO

(a) Jeremy walks past Maria; Maria's eyes are stationary 
     (creates local disturbance in optic array)

(b) Jeremy walks past Maria; Maria follows him with her eyes 
     (creates local disturbance in optic array)

(c) Scans scene by moving her eyes from left to right
     (creates global optic flow)

Figure 8.8 Three motion situations: (a) Maria is stationary and looks straight ahead as Jeremy 

walks past; (b) Maria follows Jeremy’s movement with her eyes; (c) Maria scans the room by 

moving her eyes to the right. (The optic array and optic fl ow are described in the next section.) 

© Cengage Learning

© Cengage Learning
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Motion Perception: 
Information in the 
Environment

From the three situations in Figure 8.8, we saw that motion 
perception can’t be explained by considering just what is hap-
pening on the retina. A solution to this problem was suggested 
by J. J. Gibson, who founded the ecological approach to per-
ception. In Chapter 7 we noted that Gibson’s approach (1950, 
1966, 1979) involves looking for information in the environ-
ment that is useful for perception (see page 154). This infor-
mation for perception, according to Gibson, is located not on 
the retina but “out there” in the environment. He thought 
about information in the environment in terms of the optic 
array—the structure created by the surfaces, textures, and con-
tours of the environment—and he focused on how movement 
of the observer causes changes in the optic array. Let’s see how 
this works by returning to Jeremy and Maria in Figure 8.8.

In Figure 8.8a, when Jeremy walks across Maria’s field of 
view, portions of the optic array become covered as he walks 
by and then are uncovered as he moves on. This result is 
called a local disturbance in the optic array. This local dis-
turbance in the optic array occurs when Jeremy moves relative 
to the environment, covering and uncovering the stationary 
background. According to Gibson, this local disturbance in 
the optic array provides information that Jeremy is moving 
relative to the environment.

In Figure 8.8b, Maria follows Jeremy with her eyes. 
Remember that Gibson doesn’t care what is happening on 
the retina. Even though Jeremy’s image is stationary on the 
retina, the same local disturbance information that was avail-
able when Maria was keeping her eyes still—Jeremy covering 
and uncovering parts of the array—remains available when 
she is moving her eyes, and this local disturbance informa-
tion indicates that Jeremy is moving.

However, when Maria scans the scene in Figure 8.8c, something 
different happens: As her eyes move across the scene from left to 
right, everything around her—the walls, the window, the trash can, 
the clock, and the furniture—moves to the left of her fi eld of view. 
A similar situation would occur if Maria were to walk through the 
scene. The fact that everything moves at once in response to move-
ment of the observer’s eyes or body is called global optic flow; this 
signals that the environment is stationary. Thus, according to Gib-
son, motion is perceived when one part of the visual scene moves 
relative to the rest of the scene, and no motion is perceived when 
the entire fi eld moves, or remains stationary.

Motion Perception: Retina/
Eye Information

Gibson’s approach focuses on information that is “out there” 
in the environment. Another approach to explaining the 
various movement situations in Figure 8.8 is to consider the 
 neural signals that travel from the eye to the brain.

The Reichardt Detector
An early neural explanation for motion perception is a neu-
ral circuit proposed by Werner Reichardt (1969) called the 
 Reichardt detector, which results in neurons that fi re to 
movement in one direction. Figure 8.9 illustrates the basic 
principle of the Reichardt detector. Excitation and inhibition 
are arranged so that movement in one direction creates inhi-
bition that eliminates neural responding, whereas movement 
in the opposite direction creates excitation that enhances 
neural responding.

We can understand how this works by following what 
happens as a spot of light moves across the retinal recep-
tors. Figures 8.9a and b show what happens when the light 
is moving from left to right. Receptor A is stimulated fi rst. 
The  synapse between receptor A and E is excitatory (indicated 
by the Y), so stimulation of A excites E (indicated by green). 
Receptor E makes an inhibitory synapse with F (indicated by 
the vertical line), so F is inhibited (indicated by orange). While 
this is occurring, the light has moved to the right to receptor 
B and causes it to respond and to send an excitatory signal to 
F, but since F has already been inhibited by E, it does not fi re 
(Figure 8.9b). Thus, when the light is moving to the right, the 

Figure 8.9 Reichardt circuit. Green indicates excitation; orange 

indicates inhibition. (a) and (b) When the receptors are stimulated from 

left to right, neuron I does not fi re. (c) and (d) When the receptors are 

stimulated from right to left, neuron I fi res. © Cengage Learning 2014
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signals from receptors A and B do not get past F and  therefore 
never reach I, the neuron at the end of the c ircuit. This process 
is repeated as the stimulus moves across the remaining recep-
tors. The net result is that when the light is moving across the 
receptors from left to right, neuron I does not respond.

The outcome is different, however, when the light starts 
at receptor D and moves to the left. Receptor D sends a signal 
to H, which causes it to fi re (Figure 8.9c) and to excite neuron 
I. When the light moves to the left and stimulates receptor C, 
it activates neuron G, which sends inhibition back to H. This 
inhibition, however, arrives too late, because H has already 
fi red and has stimulated neuron I (Figure 8.9d). This process 
is repeated as the stimulus moves across the remaining recep-
tors. Thus, when the light is moving to the left, the inhibition 
arrives too late to stop the signal from getting to neuron I, so 
neuron I fi res. Neuron I, therefore, does not fi re to movement 
to the right (Figure 8.9a and b) but does fi re to movement to 
the left (Figure 8.9c and d).

Corollary Discharge Theory
Reichardt detectors can detect motion in a specifi c direc-
tion, but they can only explain the situation in Figure 8.8a, 
when an image (in this case, the image of Jeremy) sweeps 
across the receptors. In order to explain situations like those 
in  Figure 8.8b (when Maria moves her eyes to follow Jeremy’s 
movements) and Figure 8.8c (when Maria scans the room), we 
need to take into account not only how the image is  moving on 
the retina but also how the eye is moving.  Corollary  discharge 
theory takes eye movements into account. The fi rst step in 
understanding corollary discharge theory is to consider how 
neural signals associated with the retina and with the eye 
muscles are related to the three  situations in  Figure 8.8.

Signals From the Retina and the Eye Muscles Corol-
lary discharge theory explains motion perception by taking 
into account the following signals, which are generated by 
movement of a stimulus on the retina and by movement of 
the eyes. 

 1. An image displacement signal (IDS) (Figure 8.10a) 
occurs when an image moves across receptors in the 
retina, as when Jeremy walks across Maria’s  fi eld of view 
while she stares straight ahead.

 2. A motor signal (MS) (Figure 8.10b) occurs when a 
signal is sent from the brain to the eye muscles. This 
signal occurs when Maria moves her eyes to follow 
 Jeremy as he walks across the room.

 3. A corollary discharge signal (CDS) is a copy of the 
 motor signal that, instead of going to the eye muscles, is 
sent to a different place in the brain (Figure 8.10b). This 
is analogous to using the “cc” (copy) function when 
sending an email message. The email goes to the person 
it is addressed to, and a copy of the email is simultane-
ously sent to someone else at another address.

Now that we have introduced these signals, we can see a 
solution to our problem by asking what situations 1 and 2, 

in which the object is perceived to move, have in common. 
We can answer that question by focusing on the two signals 
that are transmitted toward the brain: the image displace-
ment signal (IDS) and the corollary discharge signal (CDS). 
In situation 1, when Maria keeps her eyes stationary and Jer-
emy’s image moves across her retina, only an IDS occurs. In 
situation 2, in which Maria moves her eyes to follow Jeremy 
so Jeremy’s image doesn’t move across her retina, only a CDS 
occurs. So perhaps the solution is this: When only one type of 
signal, either the IDS or the CDS, is sent to the brain, motion 
is perceived. Furthermore, if both signals occur, as happens 
in situation 3, when an observer scans the room as in Figure 
8.8c, then no motion is perceived. This solution is, in fact, the 
basis of corollary discharge theory.

According to corollary discharge theory, the brain con-
tains a structure or mechanism called the comparator that 
receives both the IDS and the CDS. The operation of the 
comparator is governed by the rules illustrated in Figure 8.11. 
If just one type of signal reaches the comparator—either 
the IDS (Figure 8.11a) or the CDS (Figure 8.11b)—it relays a 
message to the brain that “movement has occurred,” and 
motion is perceived. But if both the CDS and IDS reach the 
comparator at the same time (Figure 8.11c), they cancel each 

Muscle

Motor signal
(MS)Corollary

discharge
signal
(CDS)

Stationary
image on

retina

Eye is
moving
to follow
person

Moving person

Image displacement
signal (IDS)
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across retina

Eye is
stationary

Moving person
(a)
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Figure 8.10 (a) When the image of an object moves across the 

retina, movement of the image across the retina creates an image 

displacement signal (IDS). (b) When a motor signal (MS) to move 

the eyes is sent to the eye muscles, so the eye can follow a moving 

object, there is a corollary discharge signal (CDS), which splits off 

from the motor signal. © Cengage Learning
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other, so no signal is sent to the area of the brain responsible 
for motion perception. This handles our problem, because 
motion is perceived in situations 1 and 2, in which only one 
type of signal is present, but isn’t perceived in situation 3, 
when both types of signal are present. VL

Upon hearing this explanation, students often ask where 
the comparator is located. The answer is that the comparator 
is most likely not located in one specific place in the brain but 
may involve a number of different structures.  Similarly, the 
CDS probably originates from a  number of different places 
in the brain (Sommer & Crapse, 2010;  Sommer & Wurtz, 
2008). The important thing for our purposes is that corollary 
discharge theory proposes that the visual system takes into 
account both information about stimulation of the receptors 
and information about movement of the eyes. And although 
we can’t pinpoint exactly where the CDS and comparator are 
located, there is evidence that supports the theory. Here is 
some of the behavioral and  physiological e vidence.

Behavioral Evidence for Corollary Discharge  Theory 

These two demonstrations create a perception of motion 
even though there is no motion across the retina.

DEMONSTRATION

Eliminating the Image Displacement Signal 
With an Afterimage
Illuminate the circle in Figure 8.12 with your desk lamp and 

look at it for about 60 seconds. Then go into your closet (or a 

completely dark room) and observe what happens to the circle’s 

 afterimage (blink to make it come back if it fades) as you look 

around. Notice that the afterimage moves in synchrony with your 

eye  motions (Figure 8.13).

Figure 8.11 According to corollary discharge theory, (a) when the 

IDS reaches the comparator alone, a signal is sent to the brain and 

motion is perceived; (b) when the CDS reaches the comparator alone, 

a signal is sent to the brain and motion is perceived; (c) if both a CDS 

and an IDS reach the comparator simultaneously, they cancel each 

other, so no signals are sent to the brain and no motion is perceived. 

© Cengage Learning
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(a) Eye is stationary; stimulus is moving.

Perceive motion
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(b) Eye follows moving stimulus.

Perceive motion

CDS

(c) Eye moves across stationary scene.

No motion

Figure 8.12 Afterimage stimulus. © Cengage Learning

Figure 8.13 Afterimage demonstration. When the eye moves in the 

dark, the image remains stationary (the bleached area on the retina 

indicated by the red oval), but a CDS is sent to the comparator, so the 

afterimage appears to move. © Cengage Learning

Bleached patch stays stationary
on retina as eye moves

Eye moves in dark

Why does the afterimage appear to move when you move 
your eyes? The answer cannot be that an image is moving 
across your retina because the circle’s image always remains 
at the same place on the retina. (The circle’s image on the 
retina has created a circular area of bleached visual pigment, 
which remains in the same place no matter where the eye is 
looking.) Without motion of the stimulus across the retina, 
there is no image displacement signal. However, the motor 
signals sent to move your eyes are creating a corollary dis-
charge signal, which reaches the comparator alone, so the 
afterimage appears to move (Figure 8.11b).

DEMONSTRATION

Seeing Motion by Pushing on Your Eyelid
Pick a point in the environment and keep looking at it while very 

gently pushing back and forth on the side of your e yelid, as shown 

in Figure 8.14. As you do this, you will see the scene move.
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Why do you see motion when you push on your 
 eyelid? Lawrence Stark and Bruce Bridgeman (1983) did 
an  experiment in which they instructed observers to keep 
looking at a particular point while pushing on their  eyelid. 
Because the observers were paying strict attention to the 
instructions (“Keep looking at that point!”), the push in 
their  eyelid didn’t cause their eyes to move. This lack of 
movement occurred because the observer’s eye muscles 
were pushing back against the force of the finger to keep 
the eye in place. According to corollary discharge theory, 
the motor signal sent to the eye muscles to hold the eye in 
place created a corollary discharge signal, which reached the 
comparator alone, as in  Figure 8.11b, so Stark and Bridge-
man’s observers saw the scene move (also see B ridgeman 

& Stark, 1991; Ilg,  Bridgeman, & Hoffmann, 1989). (See 
“Think About It” #3 on page 196 for a question related to 
this explanation.)

These demonstrations support the central idea pro-
posed by corollary discharge theory that there is a signal (the 
c orollary discharge) that indicates when the observer moves, 
or tries to move, his or her eyes. When the theory was first 
proposed, there was little physiological evidence to support 
it, but now there is a great deal of physiological evidence for 
the theory.

Physiological Evidence for Corollary Discharge  Theory 

In both of our demonstrations, there was a corollary dis-
charge signal but no image displacement signal. What 
would happen if there were no corollary discharge signal 
but there was an image displacement signal? That is appar-
ently what happened to R.W., a 35-year-old male who expe-
rienced vertigo (dizziness) anytime he moved his eyes or 
experienced motion when he looked out the window of a 
moving car.

A brain scan revealed that R.W. had lesions in an area 
of his cortex called the medial superior temporal (MST) 
area (refer back to Figure 7.7). Behavioral testing of R.W. 
also revealed that as he moved his eyes, the stationary 
e nvironment appeared to move with a velocity that matched 
the velocity with which he was moving his eyes (Haarmeier et 
al., 1997). Thus, when he moved his eyes to the left, there was 
an IDS, because images were moving across his retina to the 
right but the damage to his brain had apparently eliminated 
the CDS. Because only the IDS reached the comparator, R.W. 
saw motion when there actually was none.

Other physiological evidence for the theory comes from 
experiments that involve recording from neurons in the mon-
key’s cortex. Figure 8.15 shows the response recorded from a 
motion-sensitive neuron in the monkey’s extrastriate  cortex. 

Figure 8.14 Why is this woman smiling? Because when she pushes 

on her eyelid, while keeping her eye fi xed on one place, she sees the 

world jiggle.
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Figure 8.15 Responses of a real-motion neuron in 

the extrastriate cortex of a monkey. In both cases, a 

bar (B) sweeps across the neuron’s receptive fi eld (RF) 

as the monkey looks at a fi xation point (FP). (a) The 

neuron fi res when the bar moves to the left across the 

receptive fi eld. (b) The neuron doesn’t fi re when the eye 

moves to the right even though this also causes the 

bar to move across the receptive fi eld. Adapted from Galletti, C., 

& Fattori, P. (2003). Neuronal mechanisms for detection of motion in the fi eld of view. 

Neuropsychologia, 41, 1717–1727.
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This neuron responds strongly when the monkey looks 
steadily at the fi xation point (FP) as a moving bar sweeps 
across the neuron’s receptive field (RF) (Figure 8.15a). But 
what if the monkey moves its eyes to follow a moving fi xation 
point so its eyes sweep across a stationary bar (Figure 8.15b)? 
In this case, the bar’s image will sweep across the neuron’s 
receptive fi eld, just as it did in Figure 8.15a. Even though the 
bar is sweeping across the receptive fi eld, just as before, the 
neuron doesn’t fi re (Galletti &  Fattori, 2003).

This neuron is called a real-motion neuron because it 
responds only when the stimulus moves and doesn’t respond 
when the eye moves, even though the stimulus on the retina—
a bar sweeping across the cell’s receptive field—is the same in 
both situations. This real-motion neuron must be receiving 
information like the corollary discharge signal, which tells 
the neuron when the eye is moving. Real-motion neurons 
have also been observed in many other areas of the cortex 
(Battaglini et al., 1996; Robinson & Wurtz, 1976), and more 
recent research has begun to determine where the corollary 
discharge signal is acting in the brain (Sommer & Wurtz, 
2006; Wang et al., 2007).

TEST YOURSELF 8.1

1. Describe four different functions of motion perception.

2. Describe four different situations that can result in motion 

perception. Which of these situations involve real motion, and 

which involve illusions of motion?

3. What is the evidence for similar neural responding to real 

motion and apparent motion?

4. Describe Gibson’s ecological approach to motion perception. 

What is the advantage of this approach? (Give a specific exam-

ple of how the ecological approach can explain the situations 

in Figure 8.8b and c.)

5. Describe the operation of the neural circuit that creates the 

Reichardt detector.

6. Describe the corollary discharge model. In your description, 

indicate (1) what the model is designed to explain; (2) the three 

types of signals—image displacement signal, motor signal, cor-

ollary discharge signal; and (3) when these signals do and do 

not cause motion perception when reaching the comparator.

Motion Perception 
and the Brain

In this section we will focus on the brain, and specifi cally on 
the middle temporal (MT) area, and the medial superior tem-
poral (MST) area, both of which play important roles in the 
perception of motion. 

The Movement Area of the Brain
When we described Hubel and Wiesel’s (1959, 1965) pioneer-
ing work on receptive fi elds, we saw that they recorded from 
neurons in the visual receiving area that responded to bars 
that moved in a specifi c direction (see Figure 3.29). Another 
area that contains many directionally sensitive cells is the 
middle temporal (MT) area. Evidence that the MT cortex 
is specialized for processing information about motion is 
 provided by experiments that have used moving dot  displays 
in which the direction of motion of individual dots can 
be v aried.

Figure 8.16a represents a display in which all of the 
dots are moving in random directions. William Newsome 
and coworkers (1995) used the term coherence to indicate 
the degree to which the dots move in the same direction. 
When the dots are all moving in random directions, coher-
ence is 0 percent. Figure 8.16b represents a coherence of 50 
percent, as indicated by the darkened dots, which means 
that at any point in time half of the dots are moving in the 
same direction. Figure 8.16c represents 100 percent coher-
ence, which means that all of the dots are moving in the 
same direction.

Newsome and coworkers used these moving dot stim-
uli to determine the relationship between (1) a monkey’s 
a bility to judge the direction in which dots were moving 
and (2) the response of a neuron in the monkey’s MT cortex. 
They found that as the dots’ coherence increased, two things 
happened: (1) the monkey judged the direction of motion 
more accurately, and (2) the MT neuron fired more rapidly. 
The monkey’s behavior and the firing of the MT neurons 
were so closely related that the researchers could predict one 
from the other. For example, when the dots’ coherence was 

50% correlation 100% correlationNo correlation
Coherence = 50% Coherence = 100%Coherence = 0

(c)(b)(a)

Figure 8.16 Moving dot displays used by Newsome, 

Britten, and Movshon (1989). These pictures represent 

moving dot displays that were created by a computer. 

Each dot survives for a brief interval (20–30 microseconds), 

after which it disappears and is replaced by another 

randomly placed dot. Coherence is the percentage of 

dots moving in the same direction at any point in time. 

(a) Coherence = 0 percent; (b) Coherence = 50 percent; 

(c) Coherence = 100 percent. From Newsome, W. T., & Paré, E. B. (1988). 

A selective impairment of motion perception following lesions of the middle temporal visual area 

(MT). Journal of Neuroscience, 8, 2201–2211. Reproduced by permission.
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0.8  percent, the monkey was not able to judge the  direction 
of the dots’ motion and the neuron’s response did not  differ 
appreciably from its baseline firing rate. But at a coherence of 
12.8 percent—so, out of 200 moving dots, about 25 were mov-
ing in the same direction—the monkey judged the direction 
of the dots that were moving together correctly on  virtually 
every trial, and the MT neuron always fired faster than its 
baseline rate.

We can appreciate the importance of Newsome’s experi-
ments by considering the following three basic relation-
ships in Figure 8.17, which we introduced in  Chapter 1 (see 
 Figure 1.10):

 ■  The stimulus–perception relationship (green arrow): Presenting 
a stimulus and determining whether motion is  perceived. 
For example, when an object moves fast enough, we 
 perceive movement; when an array of dots are moving 
in the same direction, we perceive movement in that 
 direction.

 ■  The stimulus–physiology relationship (orange arrow): Presenting 
a movement stimulus and measuring neural  responding. 
For example, in the experiment shown in Figure 8.15a, a 
moving bar caused a response in a  monkey’s cortex.

 ■  The physiology–perception relationship (red arrow): Measuring 
the relationship between physiological responding and 
perception. This is the relationship measured by  Newsome 
and coworkers because they measured the  response of the 
MT neurons to the moving dots and also measured the 
monkey’s perception of the  moving dots.

The simultaneous measurement of neural firing and 
perception indicated by the red arrow is extremely difficult 
because before the recording experiments can begin, mon-
keys must be trained for months to indicate the direction in 
which they perceive the dots moving. (They are given a reward 
when they correctly signal the direction of movement.) Only 
after this extensive behavioral training can the monkey’s per-
ception and neural firing be measured simultaneously. The 
payoff, however, is that the relationship between physiology 
and perception is measured directly, thereby completing the 
triangle by providing the third  relationship in Figure 8.17.

Effect of Lesioning 
and Microstimulation
Measuring perception and the firing of neurons in the mon-
key’s MT cortex simultaneously is one way of showing that 
the MT cortex is important for motion perception. The role of 
the MT cortex has also been studied by determining how the 
perception of motion is affected by (1) lesioning (destroying 
or deactivating) some or all of the MT cortex or (2)  electrically 
stimulating neurons in the MT cortex.

A monkey with an intact MT cortex can begin detecting 
the direction dots are moving when coherence is as low as 1 
to 2 percent. However, after the MT is lesioned, the coherence 
must be 10 to 20 percent before monkeys can begin detect-
ing the direction of motion (Newsome & Paré, 1988; also see 
Movshon & Newsome, 1992; Newsome et al., 1995;  Pasternak 
& Merigan, 1994). This example of the physiology– perception 
relationship provides further evidence linking the firing of 
MT neurons to the perception of the direction of motion.

Another way this link between the MT cortex and motion 
 perception has been studied is by electrically stimulating neu-
rons in the MT cortex using a technique called  microstimulation.

METHOD

Microstimulation
Microstimulation is achieved by lowering a small wire electrode 

into the cortex and passing a weak electrical charge through the 

tip of the electrode. This weak shock stimulates neurons that are 

near the electrode tip and causes them to fire, just as they would 

if they were being stimulated by chemical neurotransmitters 

 released from other neurons.

Remember from Chapter 4 that neurons are organized 
in columns in the cortex, with neurons in the same col-
umn responding best to one orientation (page 80). Because 
 neurons that respond to a specifi c direction of movement are 
also organized into columns, it is possible to activate neurons 
that respond to a specifi c direction of motion by applying 
microstimulation to a particular column.

When dots are moving in the
same direction, we perceive
movement in that direction.

Firing of MT cortex neuron
and perception of moving
dots are related.

Perception

Moving bar activates
cortical neurons.

StimuliPhysiology

Figure 8.17 The perceptual cycle from Chapter 1. 

Newsome measured the physiology–perception 

relationship by simultaneously recording from 

neurons and measuring the monkey’s behavioral 

response. Other research we have discussed, such 

as Hubel and Wiesel’s receptive fi eld studies, have 

measured the stimulus–physiology relationship. 

© Cengage Learning 2014
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Anthony Movshon and William Newsome (1992) 
used this microstimulation procedure in an experiment 
in which a monkey was looking at dots moving in a par-
ticular direction while indicating the direction of motion it 
was  perceiving. For example, Figure 8.18a shows that as the 
monkey observed dots moving to the right, it reported that 
the dots were moving to the right. But Figure 8.18b shows 
that when Movshon and Newsome stimulated a column of 
MT neurons that preferred downward motion, the monkey 
began responding as though the dots were moving down-
ward and to the right. The fact that stimulating the MT 
neurons shifted the monkey’s perception of the direction of 
movement provides more evidence linking MT neurons and 
motion perception.

In addition to the MT cortex, another area involved in 
motion perception is the nearby medial superior tempo-
ral (MST) area (see Figure 7.7). But motion activates other 
areas as well. Remember from Chapter 4 that there are areas 
specialized to respond to faces (the fusiform face area) and 
 bodies (the extrastriate body area), yet these objects also 
 activate many other areas of the brain (Figure 4.22).  Similarly, 

the MT and MST cortex are specialized to respond to motion, 
yet motion also activates a number of other areas distributed 
across the brain (Fischer et al., 2012).

Motion From a Single Neuron’s 
Point of View
Having established that the MT cortex is specialized for per-
ceiving motion, we will now look at a close-up of how motion 
perception is served by the fi ring of single neurons within the 
MT cortex. The obvious answer to the question of how the 
fi ring of neurons can signal the direction in which an object 
is moving is that as an image of the object sweeps across 
the retina, it activates directionally selective neurons that 
respond to movement in a specific direction (see Figure 3.29).

Although this appears to be a straightforward solution 
to signaling the direction an object is moving, it turns out 
that the response of individual directionally selective neu-
rons does not provide sufficient information to indicate the 
direction of movement. We can understand why this is so 
by considering how a directionally selective neuron would 
respond to movement of a vertically oriented pole like the 
one being carried by the woman in Figure 8.19.

Figure 8.18 (a) A monkey judges the motion of dots moving 

horizontally to the right. (b) When a column of neurons that prefer 

downward motion is stimulated, the monkey judges the same motion 

as being downward and to the right. © Cengage Learning

(b) Stimulation

(a) No stimulation

Perception

Perception

Figure 8.19 The pole’s overall motion is horizontally to the right 

(blue arrows). The ellipse represents the area in an observer’s fi eld of 

view that corresponds to the receptive fi eld of a cortical neuron on the 

observer’s retina. The pole’s motion across the receptive fi eld is also 

horizontal to the right (red arrows). © Cengage Learning
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(a) (b)

Figure 8.20 In this situation, the pole’s overall motion is up and 

to the right (blue arrows). However, the pole’s motion across the 

receptive fi eld is horizontal to the right (red arrows), as in Figure 8.19. 

Thus, the receptive fi eld “sees” the same motion for motion that is 

horizontal and motion that is up and to the right. © Cengage Learning

We are going to focus on the pole, which is essentially a 
vertical bar. The ellipse represents the area of the receptive 
field of a neuron in the cortex that responds when a verti-
cal bar moves to the right across the neuron’s receptive field. 
Figure 8.19 shows the pole entering the receptive field on the 
left. As the pole moves to the right, it moves across the recep-
tive field in the direction indicated by the red arrow, and the 
neuron fires.

But what happens if the woman climbs some steps? 
 Figure 8.20 shows that as she walks up the steps, she and the 
pole are now moving up and to the right (blue arrow). We 
know this because we can see the woman and the flag moving 
up. But the neuron, which only sees movement through the 
narrow view of its receptive field, only receives information 
about the rightward movement. You can demonstrate this 
for yourself by doing the following demonstration.

DEMONSTRATION

Movement of a Bar Across an Aperture
Make a small aperture, about 1 inch in diameter, by creating a cir-

cle with the fingers of your left hand, as shown in Figure 8.21 (or 

you can create a circle by cutting a hole in a piece of paper). Then 

orient a pencil vertically, and move the pencil from left to right 

behind the circle, as in Figure 8.21a. As you do this, focus on 

the direction that the front edge of the pencil appears to be mov-

ing across the aperture. Now, again holding the pencil vertically, 

position the pencil below the circle, as shown in Figure 8.21b, 

and move it up behind the aperture at a 45-degree angle (being 

careful to keep its orientation vertical). Again, notice the direction 

in which the front edge of the pencil appears to be moving across 

the  aperture.

If you were able to focus only on what was happening 
inside the aperture, you probably noticed that the direction 
that the front edge of the pencil was moving appeared the 
same whether the pencil was moving (a) horizontally to the 
right or (b) up and to the right. In both cases, the front edge 
of the pencil moves across the aperture horizontally, as indi-
cated by the red arrow. Another way to state this is that the 
movement of an edge across an aperture occurs perpendicular 
to the direction in which the edge is oriented. Because the pencil in 
our demonstration was oriented vertically, motion through 
the aperture was horizontal.

Because the motion of the edge was the same in both 
situations, a single directionally selective neuron would fire 
similarly in (a) and (b), so based just on the activity of this 
neuron, it isn’t possible to tell whether the pencil is moving 
horizontally to the right or upward at an angle. The fact that 
viewing only a small portion of a larger stimulus can result 
in misleading information about the direction in which the 
stimulus is moving is called the aperture problem.

Figure 8.21 Moving a pencil behind an aperture in the “Movement 

of a Bar Across an Aperture” demonstration. See text for details. 

© Cengage Learning
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The visual system appears to solve the aperture problem 
by pooling the responses of a number of neurons. Evidence 
that the MT cortex may be involved in pooling the responses 
from a number of neurons was provided by an experiment 
by Christopher Pack and Richard Born (2001), in which 
they determined how neurons in the monkey’s MT cortex 
responded to moving oriented lines like the pole or our pen-
cil. They found that the MT neurons’ initial response to the 
stimulus, about 70 msec after the stimulus was presented, was 
determined by the orientation of the bar. Thus the neurons 
responded in the same way to a vertical bar moving horizon-
tally to the right and a vertical bar moving up and to the right 
(red arrows in Figure 8.21). However, 140 ms after presenta-
tion of the moving bars, the neurons began responding to the 
actual direction in which the bars were moving (blue arrows 
in Figure 8.21). Apparently, MT neurons receive signals from 
a number of neurons in the striate cortex and then combine 
these signals to determine the actual direction of motion.

Can you think of another way a neuron might indicate 
that the pole in Figure 8.20 is moving up and to the right? 
One of my students tried the demonstration in Figure 8.21 
and noticed that when he followed the directions for the 
demonstration, the edge of the pencil did appear to be mov-
ing horizontally across the aperture, whether the pencil was 
moving horizontally or up at an angle. However, when he 
moved the pencil so that he could see its tip moving through 
the aperture, as in Figure 8.22, he could tell that the pencil 
was moving up. Thus, a neuron could use information about 
the end of a moving object (such as the tip of the pencil) to 
determine its direction of motion. As it turns out, neurons 
that could signal this information, because they respond to 
the ends of moving objects, have been found in the striate 
cortex (Pack et al., 2003).

What all of this means is that the “simple” situation 
of an object moving across the visual field as an observer 
looks straight ahead is not so simple because of the aperture 
p roblem. The visual system apparently solves this problem 
(1) by using information from neurons in the MT cortex 
that pool the responses of a number of directionally selective 
neurons, and (2) by using information from neurons in the 
striate cortex that respond to the movement of the ends of 
objects (also see Rust et al., 2006; Smith et al., 2005; Zhang & 
 Britten, 2006). VL

Motion and 
the Human Body

We have just seen that experiments using dots and lines as 
stimuli have taught us a great deal about the mechanisms of 
motion perception. But what about the more complex stim-
uli created by moving humans and animals that are so preva-
lent in our environment? We will now consider two examples 
of the ways in which researchers have studied how we perceive 
movement of the human body. 

Apparent Motion of the Body
Earlier in this chapter we described apparent motion as the per-
ception of motion that occurs when two stimuli that are in 
slightly different locations are presented one after the other. 
Even though these stimuli are stationary, movement is per-
ceived back and forth between them if they are alternated 
with the correct timing. Generally, this movement follows 
a principle called the shortest path constraint—apparent 
movement tends to occur along the shortest path between 
two stimuli.

Maggie Shiffrar and Jennifer Freyd (1990, 1993) had 
observers view photographs like the ones in Figure 8.23a, 
with the photographs alternating rapidly. Notice that in the 
fi rst picture, the woman’s hand is in front of her head, and in 
the second, it is behind her head. According to the shortest 
path constraint, motion should be perceived in a straight line 
between the hands in the alternating photos, which means 
observers would see the woman’s hand as moving through 
her head, as shown in Figure 8.23b. This is, in fact, exactly 
what happens when the pictures are alternated very rapidly 
(fi ve or more times a second), even though motion through 
the head is physically impossible. VL

While the straight-line motion of the hand through 
the head is an interesting result, the most important result 
occurred when the rate of alternation was slowed. When the 
pictures were alternated less than fi ve times per second, observ-
ers began perceiving the motion as shown in Figure 8.23c, so 
the hand appeared to move around the woman’s head. These 
results are interesting for two reasons: (1) They show that the 
visual system needs time to process  information in order to 

Figure 8.22 The circle represents a neuron’s receptive fi eld. When 

the pencil is moved up and to the right, as shown, movement of the 

tip of the pencil provides information indicating that the pencil is 

moving up and to the right. © Cengage Learning
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perceive the movement of complex meaningful stimuli; and 
(2) they suggest that there may be something special about 
the meaning of the stimulus—in this case, the human body—
that infl uences the way movement is perceived. To test the 
idea that the human body is special, Shiffrar and coworkers 
showed that when objects such as boards are used as stimuli, 
the likelihood of perceiving movement along the longer path 
doesn’t increase at lower rates of alternation, as it does for 
pictures of humans (Chatterjee, Freyd, & Shiffrar, 1996).

What is happening in the cortex when observers view 
apparent motion generated by pictures like the one in Figure 
8.23? To fi nd out, Jennifer Stevens and coworkers (2000) mea-
sured brain activation using the PET scan technique. They 
found that both movement through the head and movement 
around the head activated areas in the parietal cortex associ-
ated with movement. However, when the observers saw move-
ment as occurring around the head, the motor cortex was 
activated as well. Thus, the motor cortex is activated when 
the perceived movements are humanly possible but isn’t acti-
vated when the perceived movements are not possible. This 
connection between the brain area associated with perceiv-
ing movement and the motor area refl ects the close connec-
tion between perception and taking action that we discussed 
in Chapter 7.

Motion of Point-Light Walkers
Another approach to studying motion of the human body 
involves stimuli called point-light walkers that are created 
by placing small lights on people’s joints and then filming 
the patterns created by these lights when people walk and 
carry out other actions in the dark (Johansson, 1973, 1975) 
(Figure 8.24).

Perceptual Organization At the beginning of the chapter, 
we showed how movement can cause individual elements to 
become perceptually organized (see the camoufl aged bird 
demonstration, page 177). Similarly, motion creates orga-
nization for point-light walkers. When the person wearing 

the lights is stationary, the lights look like a meaningless 
pattern. However, as soon as the person starts walking, with 
arms and legs swinging back and forth and feet moving in 
flattened arcs, first one leaving the ground and touching 
down, and then the other, the motion of the lights is imme-
diately perceived as being caused by a walking person. This 
self- produced motion of a person or other living organism is 
called biological motion. VL

One reason we are particularly good at perceptually orga-
nizing the complex motion of an array of moving dots into 
the perception of a walking person is that we see biological 

(a)

Apparent motion stimulus (pictures alternate) Two possible perceptions (as seen from above)

(b) (c)

Path through
head

Path around
head

Figure 8.23 The two pictures in (a) are photographs similar to those used in Shiffrar and Freyd’s (1993) experiment. The pictures were alternated 

either rapidly or more slowly. (b) When alternated rapidly, observers perceived the hand as moving through the head. (c) When alternated more 

slowly, the hand was seen as moving around the head.
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Figure 8.24 A point-light walker is created by placing lights on a 

person’s joints and having the person walk in the dark so only the 

lights can be seen. © Cengage Learning
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motion all the time. Every time you see a person walking, run-
ning, or behaving in any way that involves movement, you are 
seeing biological motion.

Brain Mechanisms Our ability to easily organize biological 
motions into meaningful perceptions led some researchers to 
suspect that there may be an area in the brain that responds to 
biological motion, just as there are areas such as the extrastri-
ate body area (EBA) and fusiform face area (FFA) that are spe-
cialized to respond to bodies and faces, respectively.

Emily Grossman and Randolph Blake (2001) provided 
evidence supporting the idea of a specialized area in the brain 
for biological motion by measuring observers’ brain activ-
ity as they viewed the moving dots created by a point-light 
walker (Figure 8.25a) and as they viewed dots that moved 
similarly to the point-light walker dots, but were scrambled 
so they did not result in the impression of a person walking 
(Figure 8.25b). They found that a small area in the superior 
temporal sulcus (STS) was more active when viewing biologi-
cal motion than viewing scrambled motion in all eight of 
their observers. In another experiment, Grossman and Blake 
(2002) showed that other regions, such as the FFA, were acti-
vated more by biological motion than by scrambled motion, 
but that activity in the EBA did not distinguish between bio-
logical and scrambled motion. Based on these results, they 
concluded that there is a network of areas, which includes the 
STS and FFA, that is specialized for the perception of biologi-
cal motion (also see Pelphrey et al., 2003).

One of the principles we have discussed in this book is 
that just showing that a structure responds to a specific type 

of stimulus does not prove that the structure is involved in 
perceiving that stimulus. Earlier in the chapter we described 
how Newsome used a number of different methods to 
show that the MT cortex is specialized for the perception of 
motion. In addition to showing that the MT cortex is acti-
vated by motion, he also showed that perception of motion is 
decreased by lesioning the MT cortex and is influenced by 
stimulating neurons in the MT cortex. Directly linking brain 
processes and perception enabled Newsome to conclude that 
the MT cortex is important for the perception of motion.

Just as Newsome showed that disrupting operation of 
the MT cortex decreases a monkey’s ability to perceive the 
direction of moving dots, Emily Grossman and cowork-
ers (2005) showed that disrupting operation of the STS in 
humans decreases the ability to perceive biological motion. 
Grossman accomplished this using a procedure called 
 transcranial magnetic stimulation.

METHOD

Transcranial Magnetic Stimulation (TMS)
One way to investigate whether an area of the brain is involved 

in determining a particular function is to remove that part of 

the brain, as Newsome did in his studies of the MT cortex in 

monkeys. Of course, we cannot purposely remove a portion 

of a  person’s brain, but it is possible to temporarily disrupt the 

 functioning of a particular area by applying a pulsating mag-

netic field using a stimulating coil placed over the person’s skull 

( Figure 8.26). A series of pulses presented to a particular area of 

the brain for a few seconds interferes with brain functioning in that 

area for seconds or minutes. If a particular behavior is disrupted 

by the pulses, researchers conclude that the disrupted area of the 

brain is involved in that behavior.

(a) Biological

(b) Scrambled Time

Figure 8.25 Frames from the stimuli used by Grossman and 

Blake (2001). (a) Sequence from the point-light walker stimulus. 

(b) Sequence from the scrambled point-light stimulus. From Grossman, E. D., & 

Blake, R. (2001). Brain activity evoked by inverted and imagined biological motion. Vision Research, 41, 1475–1482. 

With permission from Elsevier.

Figure 8.26 TMS coil positioned to present a magnetic fi eld to the 

back of the person’s head.
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The observers in Grossman’s (2005) experiment viewed 
point-light stimuli for activities such as walking, kicking, 
and throwing (Figure 8.27a), and they also viewed scram-
bled point-light displays (Figure 8.27b). Their task was 
to determine whether a display was biological motion or 

 scrambled motion. This is normally an extremely easy task, 
but  Grossman made it more difficult by adding extra dots 
to  create “noise” (Figure 8.27c and d). The amount of noise 
was adjusted for each observer so that they could distinguish 
between biological and scrambled motion with 71 percent 
accuracy.

The key result of this experiment was that presenting 
transcranial magnetic stimulation to the area of the STS 
that is activated by biological motion caused a significant 
decrease in the observers’ ability to perceive biological 
motion. Such magnetic stimulation of other motion- 
sensitive areas, such as the MT cortex, had no effect on the 
perception of biological motion. From this result, Gross-
man concluded that normal functioning of the “biological 
motion” area, STS, is necessary for perceiving biological 
motion. This conclusion is also supported by studies show-
ing that people who have suffered damage to this area have 
trouble perceiving biological motion (Battelli et al., 2003). 
What all of this means is that biological motion is more 
than just “motion”; it is a special type of motion that is 
served by specialized areas of the brain.

Representational 
Momentum: Motion 
Responses to Still Pictures

Look at the picture in Figure 8.28. Most people perceive this 
picture as a “freeze frame” of an action—skiing—that involves 
motion. It is not hard to imagine the person moving to a 
different location immediately after this picture was taken. 

(a) (b)

(c) (d)

Figure 8.27 (a) Biological motion stimulus. (b) Scrambled stimulus. 

(c) Biological motion stimulus with noise added. The dots 

corresponding to the walker are indicated by lines (which were not 

seen by the observer). (d) How the stimulus appears to the observer. 

From Grossman, E. D., Batelli, L., & Pascual-Leone, A. (2005). Repetitive TMS over posterior STS disrupts 

perception of biological motion. Vision Research, 45, 2847–2853. With permission from Elsevier.

Figure 8.28 A picture that 

creates implied motion.A
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194 CHAPTER 8 Perceiving Motion

A situation such as this, in which a still picture depicts an 
action involving motion, is called implied motion.

Jennifer Freyd (1983) did an experiment involving implied 
motion by briefly showing observers pictures that depicted a 
situation involving motion, such as a person jumping off a 
low wall (Figure 8.29a). Freyd predicted that subjects looking 
at this picture would “unfreeze” the implied motion depicted 
in the picture and anticipate the motion that was about to 
happen. If this occurred, observers might “remember” the 
picture as depicting a situation that occurred slightly later 
in time. For the picture of the person jumping off the wall, 
that would mean the observers might remember the person 
as being closer to the ground (as in Figure 8.29b) than he was 
in the initial picture.

To test this idea, Freyd showed subjects a picture of a 
person in midair, like Figure 8.29a, and then after a pause, 
she showed her observers either (1) the same picture; (2) a 
picture slightly forward in time (the person who had jumped 
off the wall was closer to the ground, as in Figure 8.29b); or 
(3) a picture slightly backward in time (the person was farther 
from the ground, as in Figure 8.29c). The observers’ task was 
to indicate, as quickly as possible, whether the second picture 
was the same as or different from the first picture.

When Freyd compared the time it took for subjects to 
decide if the “time-forward” and “time-backward” pictures 
were different from the fi rst picture they had seen, she found 
that subjects took longer to decide if the time-forward pic-
ture was the same or different. She concluded from this that 
the time-forward judgment was more diffi cult because her 
subjects had anticipated the downward motion that was 
about to happen and so confused the time-forward picture 
with what they had actually seen.

The idea that the motion depicted in a picture tends 
to continue in the observer’s mind is called representa-
tional momentum (David & Senior, 2000; Freyd, 1983). 
 Representational momentum is an example of experience 

influencing perception because it depends on our knowledge 
of the way situations involving motion typically unfold.

If implied motion causes an object to continue moving 
in a person’s mind, then it would seem reasonable that this 
continued motion might be reflected by activity in the brain. 
When Zoe Kourtzi and Nancy Kanwisher (2000) measured 
the fMRI response in the MT and MST cortex to pictures 
like the ones in Figure 8.30, they found that the area of the 
brain that responds to actual motion also responds to pictures 
of motion, and that implied-motion (IM) pictures caused 
a greater response than no-implied-motion (no-IM) pictures, 
at rest (R) pictures, or house (H) pictures. Thus, activity 

(b) Forward in time (c) Backward in time(a) First picture
Figure 8.29 Stimuli like those used by Freyd 

(1983). See text for details. © Cengage Learning 2014
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Figure 8.30 Examples of pictures used by Kourtzi and Kanwisher 

(2000) to depict implied motion (IM), no implied motion (no-IM), at 

rest (R), and a house (H). The height of the bars below each picture 

indicates the average fMRI response of the MT cortex to that type of 

picture. From Kourtzi, Z., & Kanwisher, N., Activation in human MT/MST by static images with implied motion, 

Journal of Cognitive Neuroscience, 12, 1, January 2000, 48–55. © 2000 by Massachusetts Institute of Technology. 
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coffee shop where I’m sitting, stops at the counter, has a brief 
conversation with the coffee barista behind the counter, who 
leaves and returns with coffee in a paper cup. The customer 
pushes down on the lid to make sure it is secure, pays for the 
coffee, drops a tip into the tip jar, turns around, and walks 
out the door. This short description, which represents only 
a small fraction of what is happening in the coffee shop, is a 
sequence of events unfolding in time. Just as we can segment 
a static scene into individual objects, we can segment ongoing 
behavior into a sequence of events, where an event is defi ned 
as a segment of time at a particular location that is perceived 
by observers to have a beginning and an ending (Zacks & 
Tversky, 2001; Zacks et al., 2009). An event boundary is the 
point in time when one event ends and another begins.

In our coffee shop scenario, placing an order with the 
coffee barista is an event; reaching out to accept the cup of 
coffee is an event; dropping change in the tip jar is an event; 
and so on. Our everyday life is a cascade of events, which 
can include our own behavior as well as our observations of 
the behaviors of others. The connection of events to motion 
perception becomes obvious when we consider that events 
almost always involve motion, and that changes in the nature 
of motion are often associated with event boundaries. One 
pattern of motion occurs when placing the order, another 
when reaching out for the coffee cup, and so on.

Jeffrey Zacks and coworkers (2009) have measured the 
connection between events and motion perception by having 
subjects watch fi lms of common activities such as paying bills 
or washing dishes, and asking them to press a button when 
they believe one unit of meaningful activity ends and another 
begins (Newtson & Engquist, 1976; Zacks et al., 2001). When 
Zacks compared event boundaries to the actor’s body move-
ments measured with a motion tracking system, he found 
that event boundaries were more likely to occur when there 
was a change in the speed or acceleration of the actor’s hands. 
From the results of this and other experiments, Zacks con-
cluded that the perception of movement plays an important 
role in separating activities into meaningful events.

This brings us back to our example at the beginning of 
the chapter, in which we described the motions of a salesper-
son in a clothing store and noted that the person’s motions 
indicated not only what she was doing (rearranging clothes) 
but also indicated when a new task began (helping a cus-
tomer). Events, which are often defi ned by motion, follow 
one after the other to create our understanding of what is 
happening. VL

TEST YOURSELF 8.2

1. What is the evidence that the MT cortex is specialized for 

p rocessing movement? Describe the series of experiments that 

used moving dots as stimuli and (a) recorded from neurons in 

the MT cortex, (b) lesioned the MT cortex, and (c) stimulated 

neurons in the MT cortex. What do the results of these experi-

ments enable us to conclude about the role of the MT cortex in 

motion perception?

occurs in the brain that corresponds to the continued motion 
that implied-motion pictures create in a person’s mind (also 
see Lorteije et al., 2006; Senior et al., 2000).

Building on the idea that the brain responds to implied 
motion, Jonathan Winawer and coworkers (2008) wondered 
whether still pictures that implied motion, like the one in Fig-
ure 8.28, would elicit a motion aftereffect (MAE). To test this, 
they did a psychophysical experiment in which they asked 
whether viewing still pictures showing implied motion in a 
particular direction can cause a motion aftereffect (MAE) in 
the opposite direction. We described one type of motion after-
effect at the beginning of the chapter by noting that after view-
ing the downward movement of a waterfall, nearby stationary 
objects appear to move upward. There is evidence that this 
occurs because prolonged viewing of the waterfall’s down-
ward motion decreases the activity of neurons that respond to 
downward motion, so more upward-motion neuronal activity 
remains (Barlow & Hill, 1963; Mather et al., 1998).

To determine whether implied motion stimuli would 
have the same effect, Winawer had his subjects observe a 
series of pictures showing implied motion. For a particular 
trial, subjects saw either a series of pictures that all showed 
movement to the right or a series of pictures that all showed 
movement to the left. After adapting to this series of pictures 
for 60 seconds, the subjects’ task was to indicate the direc-
tion of movement of arrays of moving dots like the ones we 
described earlier (see Figure 8.16).

The key result of this experiment was that before 
observing the implied-motion stimuli, subjects were equally 
likely to perceive dot stimuli with zero coherence (all the 
dots moving in random directions) as moving to the left 
or to the right. However, after viewing photographs show-
ing rightward implied motion, subjects were more likely to 
see the dots as moving to the left. After viewing leftward-
implied motion, subjects were more likely to see the dots 
as moving to the right. Because this is the same result that 
would occur for adapting to real movement to the left or 
right, Winawer concluded that viewing implied motion in 
pictures decreases the activity of neurons selective to that 
direction of motion.

SOMETHING TO CONSIDER:

Event Perception

When you look out at a scene, you don’t see an abstract 
arrangement of light, dark, and color. You see individual 
objects arranged relative to each other in space. This is the 
result of perceptual organization and perceptual segmenta-
tion, which we described in Chapter 5. When I see the papers, 
a coffee cup, keys, and a pen on the surface of the table in 
front of me, I am perceptually segregating this tabletop scene 
into separated objects.

But what does this have to do with perceiving movement? 
I’ll answer that question by describing what I see when I look 
up from the array of objects on the table. A person enters the 
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196 CHAPTER 8 Perceiving Motion

2. Describe the aperture problem—why the response of 

i ndividual directionally selective neurons does not provide 

sufficient i nformation to indicate the direction of motion. Also 

describe two ways that the brain might solve the aperture 

problem.

3. What is biological motion, and how has it been studied using 

point-light displays?

4. Describe experiments on apparent motion of a person’s arm. 

How do the results differ for slow and fast presentations 

of the stimuli? How is the brain activated by slow and fast 

 presentations?

5. Describe the experiments that have shown that an area in the 

STS is specialized for perceiving biological motion.

6. What is implied motion? Representational momentum? 

Describe behavioral evidence demonstrating representational 

momentum, physiological experiments that investigated how 

the brain responds to implied motion stimuli, and the experi-

ment that used photographs to generate a motion aftereffect.

7. What is an event? What is the evidence that motion helps 

determine the location of event boundaries? What is the rela-

tion between events and our ability to predict what is going to 

happen next?

THINK ABOUT IT

 1. We perceive real motion when we see things that are 
physically moving, such as cars on the road and people 
on the sidewalk. But we also see motion on TV, in movies, 
on our computer screens, and in electronic displays such 
as those in Las Vegas or Times Square. How are images 
presented in these situations in order to result in the per-
ception of motion? (This may require some research.)

 2. In the present chapter we have described a number of 
principles that also hold for object perception (Chapter 
5). Find examples from Chapter 5 of the following (page 
numbers are for this chapter).

 ■  There are neurons that are specialized to respond to 
 specifi c stimuli (182).

 ■  There are parallels between physiology and perception 
(187).

 ■  More complex stimuli are processed in higher areas of 
the cortex (192).

 ■  Experience can affect perception (190, 194).

 3. Stark and Bridgeman explained the perception of move-
ment that occurs when pushing gently on the eyelid by 
a corollary discharge signal generated when muscles 
are pushing back to counteract the push on the side of 
the eye. What if the push on the eyelid causes the eye to 
move, and the person sees the scene move? How would 
perception of the scene’s movement in this situation be 
explained by corollary discharge theory? (p. 185)

 4.  We described how the representational momentum 
effect shows how knowledge can affect perception. Why 
could we also say that representational momentum illus-
trates an interaction between perception and  memory? 
(p. 194)

KEY TERMS

Akinetopsia (p. 177)
Aperture problem (p. 189)
Apparent motion (p. 178)
Attentional capture (p. 177)
Biological motion (p. 191)
Coherence (p. 186)
Comparator (p. 183)
Corollary discharge signal (CDS) 

(p. 183)
Corollary discharge theory 

(p. 183)

Event (p. 195)
Event boundary (p. 195)
Global optic flow (p. 182)
Illusory motion (p. 178)
Image displacement signal (IDS) 

(p. 183)
Implied motion (p. 194)
Induced motion (p. 179)
Local disturbance in the optic array 

(p. 182)
Microstimulation (p. 187)

Motion aftereffect (p. 179)
Motor signal (MS) (p. 183)
Optic array (p. 182)
Point-light walker (p. 191)
Real motion (p. 178)
Real-motion neuron (p. 186)
Reichardt detector (p. 182)
Representational momentum 

(p. 194)
Shortest path constraint (p. 190)
Waterfall illusion (p. 179)
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MEDIA RESOURCES

CourseMate 

Go to CengageBrain.com to access Psychology CourseMate, 
where you will fi nd the Virtual Labs plus an interactive  eBook, 
fl ashcards, quizzes, videos, and more.

Virtual Labs VL

The Virtual Labs are designed to help you get the most out 
of this course. The Virtual Lab icons direct you to specifi c 
media demonstrations and experiments designed to help 
you visualize what you are reading about. The numbers 
 below  indicate the number of the Virtual Lab you can access 
through  Psychology CourseMate.

8.1 Motion Providing Organization: The Hidden 
Bird (p. 177)
How movement can cause an image to stand out from 
a c omplex background. (Courtesy of Michael Bach and 
 David Regan)

8.2 Perceptual Organization: The Dalmatian (p. 178)
How a black and white pattern can be perceived as a Dalma-
tian. (Courtesy of Michael Bach)

8.3 Shape From Movement (p. 178)
How movement can create shape in an array of dots.

8.4 Larsen Experiment (p. 180) 
Shows stimulus presentation for Larsen and colleagues’ 
(2006) experiment. (Courtesy of Axel Larsen)

8.5 Corollary Discharge Model (p. 184) 
A demonstration of how components of the model affect 
fi  ring.

8.6 Motion Binding (p. 190) 
Illustrates how adding an object to a display of four moving 
lines can infl uence how we perceive the motion of the lines. 
(Courtesy of Michael Bach)

8.7 Motion Perception in Depth (p. 190)
Narrated animation describing how confl icting right and 
left eye information creates perception of motion in depth. 
(Courtesy of Alex Huk)

8.8 Apparent Movement of the Human Body (p. 190)
Demonstration of possible and impossible apparent motion. 
(Courtesy of Maggie Shiffrar)

8.9 Biological Motion 1 (p. 191)
Illustrates how biological motion stimuli for a human walker 
change when gender, weight, and mood are varied. (Courtesy 
of Nikolaus Troje)

8.10 Biological Motion 2 (p. 191) 
Illustrates biological motion stimuli for humans, cats, and 
pigeons and what happens when these stimuli are inverted, 
scrambled, and masked. (Courtesy of Nikolaus Troje)

8.11 Event Perception: Paying Bills (p. 195)
Shows person paying bills. Record below shows event 
 segmentation and movement. (Courtesy of Jeffrey Zacks)

8.12 Event Perception: Working in Kitchen (p. 195)
Film of person working in kitchen. Record below shows coarse 
and fi ne event segmentation. (Courtesy of Jeffrey Zacks)
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SOMETHING TO CONSIDER: Color Is a Construction 
of the Nervous System

DEVELOPMENTAL DIMENSION: Infant Color Vision

Think About It

CHAPTER CONTENTS

Introduction to Color
What Are Some Functions of Color Vision?
What Colors Do We Perceive?
Color and Wavelength

Trichromatic Theory of Color Vision
Behavioral Evidence for the Theory
Physiological Evidence for the Theory

Color Deficiency
Monochromatism
Dichromatism
Physiological Mechanisms of Receptor-Based Color 

Defi ciency

Opponent-Process Theory of Color Vision
Behavioral Evidence for the Theory
Physiological Evidence for the Theory

Color in the Cortex
Is There a Single Color Center in the Cortex?
Types of Opponent Neurons in the Cortex
The Relation Between Color and Form

Color Constancy
Chromatic Adaptation
The Effect of the Surroundings
Memory and Color

Lightness Constancy
Intensity Relationships: The Ratio Principle
Lightness Perception Under Uneven Illumination

C H A P T E R  9

Perceiving Color

▲ The colors in this section of a stained glass window in the 

Cathedral de Notre Dame Montreal are beautiful and a source 

of inspiration. But the most amazing thing about color is that 

it doesn’t exist within the colored object, but is created by the 

brain. As we will see in this chapter, the perception of the blue, 

orange, red, and green in this image is the end result of a pro-

cess that begins when different wavelengths of light activate 

cone receptors in the retina and culminates in the firing of neu-

rons in the brain that somehow creates the experience of color.

The Virtual Lab icons direct you to specific anima-

tions and videos designed to help you visualize what 

you are reading about. Virtual Labs are listed at the end 

of the chapter, keyed to the page on which they appear, 

and can be accessed through Psychology CourseMate.

VL

Some Questions We Will Consider:

■ What does someone who is “color-blind” see? (p. 209)

■  Why do we perceive blue dots when a yellow fl ash bulb 

goes off? (p. 210)

■ What colors does a honeybee perceive? (p. 221)

C
olor is one of the most obvious and pervasive quali-
ties in our environment. We interact with it every time 
we note the color of a traffi c light, choose clothes that 

are color coordinated, or appreciate the colors of a painting. 
We pick favorite colors (blue is the most favored; Terwogt & 
Hoeksma, 1994), we associate colors with emotions (we turn 
purple with rage, red with embarrassment, green with envy, 
and feel blue; Terwogt & Hoeksma, 1994; Valdez & Mehribian, 
1994), and we imbue colors with special meanings (for exam-
ple, red signifi es danger; purple, royalty; green, ecology). But 
for all of our involvement with color, we sometimes take it for 
granted, and—just as with our other perceptual abilities—we 
may not fully appreciate color unless we lose our ability to 
exp erience it. The depth of this loss is illustrated by the case 
of Mr. I., a painter who became color-blind at the age of 65 
after suffering a concussion in an automobile accident.

In March 1986, the neurologist Oliver Sacks received 
an anguished letter from Mr. I., who, identifying himself as 
a “rather successful artist,” described how ever since he had 
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200 CHAPTER 9 Perceiving Color

been involved in an automobile accident, he had lost his abil-
ity to experience colors. He exclaimed with some anguish, 
“My dog is gray. Tomato juice is black. Color TV is a hodge-
podge. . . .” In the days following his accident, Mr. I. became 
more and more depressed. His studio, normally awash with 
the brilliant colors of his abstract paintings, appeared drab to 
him, and his paintings, meaningless. Food, now gray, became 
diffi cult for him to look at while eating; and sunsets, once 
seen as rays of red, had become streaks of black against the 
sky (Sacks, 1995).

Mr. I.’s color blindness was caused by cortical injury after 
a lifetime of experiencing color, whereas most cases of total 
color blindness or of color defi ciency (partial color blindness, 
which we’ll discuss in more detail later in this chapter) occur 
at birth because of the genetic absence of one or more types 
of cone receptors. Most people who are born partially color-
blind are not disturbed by their decreased color perception 
compared to “normal,” because they have never experienced 
color. However, some of their reports, such as the darkening 
of reds, are similar to Mr. I.’s. People with total color blind-
ness often echo Mr. I.’s complaint that it is sometimes dif-
fi cult to distinguish one object from another, as when his 
brown dog, which he could easily see silhouetted against a 
light-colored road, became very diffi cult to perceive when 
seen against irregular foliage.

Eventually, Mr. I. overcame his strong psychological 
reaction and began creating striking black-and-white pic-
tures. But his account of his color-blind experiences pro-
vides an impressive testament to the central place of color in 
our everyday lives. (See Heywood et al., 1991; Nordby, 1990; 
Young et al., 1980; and Zeki, 1990, for additional descriptions 
of cases of complete color blindness.)

In this chapter, we consider color perception in three 
parts. (1) We consider some basic facts about color percep-
tion. Then we ask, (2) What is the connection between color 
perception and the fi ring of neurons? and (3) How do we per-
ceive the colors and lightness of objects in the environment 
under changing illumination?

Introduction to Color

Why do we perceive different colors? We will begin answering 
this question by fi rst speculating about some of the functions 
that color serves in our lives. We will then look at how we 
describe our experience of color and how this experience is 
linked to the properties of light.

What Are Some Functions of Color 
Vision?
Color adds beauty to our lives, but it does more than that. 
Color serves important signaling functions, both natural and 
contrived by humans. The natural and human-made world 
provides many color signals that help us identify and classify 

things. I know the rock on my desk contains copper by the 
rich blue vein that runs through it; I know a banana is ripe 
when it has turned yellow; and I know to stop when the traffi c 
light turns red.

In addition to its signaling function, color helps facilitate 
perceptual organization, the process we discussed in Chapter 5 
(page 100) by which small elements become grouped percep-
tually into larger objects. Color perception greatly facilitates 
the ability to tell one object from another and especially to 
pick out objects within scenes, an ability crucial to the sur-
vival of many species. Consider, for example, a monkey forag-
ing for fruit in the forest or jungle. A monkey with good color 
vision easily detects red fruit against a green background 
(Figure 9.1a), but a color-blind monkey would fi nd it more 
diffi cult to fi nd the fruit (Figure 9.1b). Color vision thus 
enhances the contrast of objects that, if they didn’t appear 
colored, would appear more similar.

This link between good color vision and the ability to 
detect colored food has led to the proposal that monkey and 
human color vision may have evolved for the express purpose 
of detecting fruit (Mollon, 1989, 1997; Sumner & Mollon, 
2000; Walls, 1942). This suggestion sounds reasonable when 
we consider the diffi culty color-blind human observers have 
when confronted with the seemingly simple task of pick-
ing berries. Knut Nordby (1990), a totally color-blind visual 
scientist who sees the world in shades of gray, described his 
experience as follows: “Picking berries has always been a big 
problem. I often have to grope around among the leaves with 
my fi ngers, feeling for the berries by their shape” (p. 308).

Our ability to perceive color not only helps us detect 
objects that might otherwise be obscured by their surround-
ings, it also helps us recognize and identify things we can see 
easily. James W. Tanaka and L. M. Presnell (1999) demon-
strated this by asking observers to identify objects like the ones 
in Figure 9.2, which appeared either in their normal colors, like 
the yellow banana, or in inappropriate colors, like the purple 
banana. The result was that observers recognized the appro-
priately colored objects more rapidly and accurately. Thus, 
knowing the colors of familiar objects helps us to recognize 
these objects (Tanaka et al., 2001). (Remember from Chapter 5, 
page 110, that color also helps us process complex scenes.)

(a) (b)

Figure 9.1 (a) Red berries in green foliage. (b) These berries become 

more diffi cult to detect without color vision.
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What Colors Do We Perceive?
We can describe all the colors we can perceive by using the 
terms blue, green, yellow, red, and combinations of these 
terms (such as “bluish green”) (Abramov & Gordon, 1994; 
Hurvich, 1981). When people are presented with many differ-
ent colors and are asked to describe them, they can describe all 
of them when they are allowed to use all four of these terms, 
but they can’t when one of these terms is omitted. Other col-
ors, such as orange, violet, purple, and brown, are not needed 
to achieve these descriptions (Fuld et al., 1981; Quinn et al., 
1988). Color researchers therefore consider red, yellow, green, 
and blue to be pure or unique colors (Backhaus, 1998).

Figure 9.3 shows the colors arranged in a circle. The 
order of the four basic colors in the color circle—blue, green, 
yellow, and red—matches the order of the colors in the visible 
spectrum, shown in Figure 9.4, in which the short-wavelength 
end of the spectrum is blue, green is in the middle of the spec-
trum, and yellow and red are at the long-wavelength end of 
the spectrum.

Although the color circle is based on four colors, there 
are more than four colors in the circle. In fact, people can 
discriminate between about 200 different colors across the 
length of the visible spectrum (Gouras, 1991). We can cre-
ate even more colors by changing the intensity of the light 
to make colors brighter or dimmer, or by adding white to 
change a color’s saturation. For example, adding white to the 
deep red at the top of the color circle makes it become pink, 
which is a less saturated (or desaturated) form of red.

By changing the wavelength (which we discuss next), the 
intensity, and the saturation, we can create about a million or 
more different colors (Backhaus, 1998; Gouras, 1991). This 
is far more than we can discriminate, but it is the number of 

colors on a high-quality color monitor that is capable of accu-
rately representing our everyday experience of color.

Having described the different colors we can perceive, we 
now turn to the question of how these colors come about. 
What causes us to perceive a tomato as red or a banana as yel-
low? Our fi rst answer to this question is that these colors are 
related to the wavelength of light.

Color and Wavelength
The fi rst step in understanding how our nervous system cre-
ates our perception of color is to consider the visible spectrum 
in Figure 9.4. When we introduced this spectrum in Chapter 2 
(page 22), we saw that the perception of color is associated with 
the physical property of wavelength. The spectrum stretches 
from short wavelengths (400 nm) to long wavelengths (700 nm), 
and bands of wavelengths within this range are associated 
with different colors. Wavelengths from about 400 to 450 nm 
appear  violet; 450 to 490 nm, blue; 500 to 575 nm, green; 575 to 
590 nm, yellow; 590 to 620 nm, orange; and 620 to 700 nm, red.

Figure 9.2 Subjects in Tanaka and Presnell’s (1999) experiment 

were able to recognize appropriately colored objects like the fruits on 

the left more rapidly than inappropriately colored objects like the fruits 

on the right. From Tanaka, J. W., Weiskopf, D., & Williams, P. The role of color in high-level vision. Trends in 

Cognitive Sciences, 5, 211–215. Copyright 2001, with permission from Elsevier.

Figure 9.3 The color circle. Colors are arranged by placing 

perceptually similar colors next to each other, so the four basic colors 

are positioned at 12, 3, 6, and 9 o’clock on the circle. Based on Color Vision, by 

Leo M. Hurvich, 1981. © Cengage Learning 2014.

Figure 9.4 The visible spectrum. © Cengage Learning
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202 CHAPTER 9 Perceiving Color

Refl ectance and Transmission The colors of light in the 
spectrum are related to their wavelengths, but what about the 
colors of objects? The colors of objects are largely determined 
by the wavelengths of light that are refl ected from the objects 
into our eyes. Chromatic colors or hues, such as blue, green, 
and red, occur when some wavelengths are refl ected more 
than others, a process called selective refl ection (Figure 9.5a). 
Achromatic colors, such as white, gray, or black, occur when 
light is refl ected equally across the spectrum.

Figure 9.6 shows refl ectance curves—plots of the per-
centage of light refl ected versus wavelength—for a number of 
pigments and a tomato. Notice that the pigments and the 
tomato refl ect a range of wavelengths but selectively refl ect 
more in one part of the spectrum. The curves for the achro-
matic colors (black, gray, and white) are fl at, indicating equal 
refl ectance across the spectrum.

Most colors in the environment are created by the way 
objects selectively refl ect some wavelengths. But in the case 
of things that are transparent, such as liquids, plastics, and 
glass, chromatic color is created by selective transmission, 
meaning that only some wavelengths pass through the object 
or substance (Figure 9.5b). For example, cranberry juice selec-
tively transmits long-wavelength light and appears red, 
whereas limeade selectively transmits medium-wavelength 
light and appears green. Transmission curves—plots of the 
percentage of light transmitted versus wavelength—look sim-
ilar to the refl ectance curves in Figure 9.6. Table 9.1 indicates 
the relationship between the wavelengths refl ected or trans-
mitted and the color perceived.

The idea that the color we perceive depends largely on 
the wavelengths of the light that reaches our eyes provides 
a way to explain what happens when we mix different colors 
together. We will describe two ways of mixing colors: mixing 
lights and mixing paints.

Mixing Lights If a light that appears blue is projected onto 
a white surface and a light that appears yellow is superim-
posed onto the blue, the area that is superimposed is per-
ceived as white (Figure 9.7). Although this result may surprise 

(a)  Selective reflection (b)  Selective transmission

Figure 9.5 Examples of (a) selective refl ection and (b) selective 

transmission. When white light, containing all of the wavelengths 

in the spectrum, hits the surface, only the long-wavelength light is 

refl ected in this example. The rest of the wavelengths are absorbed. 

For selective transmission, only the long-wavelength light is 

transmitted. © Cengage Learning 2014
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Figure 9.6 Refl ectance curves for surfaces that appear white, 

gray, and black, and for blue, green, and yellow pigments and a red 

tomato. Adapted from Clulow, F. W. (1972). Color: Its principles and their applications. New York: Morgan & 

Morgan. Adapted by permission of the author.

TABLE 9.1  Relationship Between Predominant 

Wavelengths Refl ected and Color Perceived

WAVELENGTHS REFLECTED OR TRANSMITTED PERCEIVED COLOR

Short Blue

Medium Green

Long and medium Yellow

Long Red

Long, medium, and short White

© Cengage Learning

Short + medium +
long wavelengths

Short
wavelengths

Medium +
long wavelengths

Figure 9.7 Color mixing with light. Superimposing a blue light 

and a yellow light creates the perception of white in the area of 

overlap. This is additive color mixing. © Cengage Learning
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you if you have ever mixed blue and yellow paints to create 
green, you can understand why this occurs by considering 
the wavelengths that the mixture of blue and yellow lights 
refl ect into the eye. Because the two spots of light are pro-
jected onto a white surface, which refl ects all wavelengths, all 
of the wavelengths that hit the surface are refl ected into an 
observer’s eyes (see the refl ectance curve for white paper in 
Figure 9.6). The blue spot consists of a band of short wave-
lengths, so when it is projected alone, the short-wavelength 
light is refl ected into the observer’s eyes (Table 9.2). Similarly, 
the yellow spot consists of medium and long wavelengths, 
so when presented alone, these wavelengths are refl ected into 
the observer’s eyes.

The key to understanding what happens when colored 
lights are superimposed is that all of the light that is refl ected 
from the surface by each light when alone is also refl ected when the 
lights are superimposed. Thus, where the two spots are super-
imposed, the light from the blue spot and the light from 
the yellow spot are both refl ected into the observer’s eye. The 
added-together light therefore contains short, medium, and 
long wavelengths, which results in the perception of white. 
Because mixing lights involves adding up the wavelengths of 
each light in the mixture, mixing lights is called additive color 
mixture.

Mixing Paints We can appreciate why we see different col-
ors when mixing paints than when mixing lights by consid-
ering the blobs of paint in Figure 9.8. The blue blob absorbs 
long-wavelength light and refl ects some short-wavelength 
light and some medium-wavelength light (see the refl ectance 
curve for “blue pigment” in Figure 9.6). The yellow blob 
absorbs short-wavelength light and refl ects some medium- 
and long-wavelength light (see the refl ectance curve for 
“ yellow  pigment” in Figure 9.6).

The key to understanding what happens when colored 
paints are mixed together is that when mixed, both paints 
still absorb the same wavelengths they absorbed when alone, so the 
only wavelengths refl ected are those that are refl ected by both paints 
in common. Because medium wavelengths are the only ones 
refl ected by both paints in common, a mixture of blue and 
yellow paints appears green (Table 9.3). Because each blob 
of paint absorbs wavelengths and these wavelengths are still 
absorbed by the mixture, mixing paints is called subtractive 
color mixture. The blue and yellow blobs subtract all of the 
wavelengths except some that are associated with green.

The reason that mixing blue and yellow paints results 
in green is that both paints refl ect some light in the green 
part of the spectrum (see the overlap between the blue 
and yellow pigment curves in Figure 9.6). If our blue paint 
had refl ected only short wavelengths and our yellow paint had 
refl ected only medium and long wavelengths, these paints 
would refl ect no color in common, so mixing them would 
result in little or no refl ection across the spectrum, and the 
mixture would appear black. It is rare, however, for paints to 
refl ect light in only one region of the spectrum. Most paints 

m

Blue paint Yellow paint Blue paint
+ Yellow paint 

S

S M L

m

S M L

m

S M L
L

Figure 9.8 Color mixing with paint. Mixing blue paint and yellow 

paint creates a paint that appears green. This is subtractive color 

mixture. © Cengage Learning

TABLE 9.2  Mixing Blue and Yellow Lights (Additive Color Mixture)

Parts of the spectrum that are refl ected from a white surface for blue and yellow spots of light 

projected onto the surface. Wavelengths that are refl ected from the mixture are highlighted.

WAVELENGTHS

SHORT MEDIUM LONG

Spot of blue light Refl ected No Refl ection No Refl ection

Spot of yellow light No Refl ection Refl ected Refl ected

Overlapping blue and yellow spots Refl ected Refl ected Refl ected

TABLE 9.3 Mixing Blue and Yellow Paints (Subtractive Color Mixture)

Parts of the spectrum that are absorbed and refl ected by blue and yellow paint. 

Wavelengths that are refl ected from the mixture are highlighted. Light that is usually seen 

as green is the only light that is refl ected in common by both paints.

WAVELENGTHS

SHORT MEDIUM LONG

Blob of blue paint Refl ects all Refl ects some Absorbs all

Blob of yellow paint Absorbs all Refl ects some Refl ects some

Mixture of blue and yellow blobs Absorbs all Refl ects some Absorbs all

© Cengage Learning

© Cengage Learning
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204 CHAPTER 9 Perceiving Color

refl ect a broad band of wavelengths. If paints didn’t refl ect a 
range of wavelengths, then many of the color-mixing effects 
of paints that we take for granted would not occur.

We can summarize the connection between wavelength 
and color as follows:

 ■  Colors of light are associated with wavelengths in the 
visible spectrum.

 ■  The colors of objects are associated with which 
wavelengths are refl ected (for opaque objects) or 
transmitted (for transparent objects).

 ■  The colors that occur when we mix colors are 
also associated with which wavelengths are refl ected 
into the eye. Mixing lights causes more wavelengths 
to be refl ected (each light adds wavelengths to the 
mixture); mixing paints causes fewer wavelengths to 
be refl ected (each paint subtracts wavelengths from 
the mixture).

We will see later in the chapter that things other than the 
wavelengths refl ected into our eye can infl uence color percep-
tion. For example, our perception of an object’s color can be 
infl uenced by the background on which the object is seen. 
But for now our main focus is on the connection between 
wavelength and color.

The connection between wavelength and color has 
formed the basis of two theories of color vision, both of 
which describe how the visual system analyzes light to signal 
the wavelengths that are present. We will consider each of the 
theories in turn, fi rst describing the behavioral evidence on 
which the theory was based and then describing the physi-
ological evidence that became available later.

Trichromatic Theory 
of Color Vision

The trichromatic theory of color vision, which states that 
color vision depends on the activity of three different recep-
tor mechanisms, was proposed by two eminent 19th-century 
researchers, Thomas Young (1773–1829) and Hermann von 
Helmholtz (1821–1894). They based their theory on the 
results of a psychophysical procedure called color matching.

Behavioral Evidence for the Theory
In Helmholtz’s color-matching experiments, observers 
adjusted the amounts of three different wavelengths of light 
mixed together in a “comparison fi eld” until the color of this 
mixture matched the color of a single wavelength in a “test 
fi eld.” For example, an observer might be asked to adjust the 
amount of 420-nm, 560-nm, and 640-nm light in a compari-
son fi eld until the fi eld matched the color of a 500-nm light 
presented in the test fi eld (Figure 9.9). (Any three wavelengths 

can be used, as long as any of them can’t be matched by 
mixing the other two.) The key fi ndings of these color-match-
ing experiments were as follows:

 1. By correctly adjusting the proportions of three 
wavelengths in the comparison fi eld, it was possible to 
match any wavelength in the test fi eld.

 2. People cannot match all wavelengths in the spectrum 
with only two wavelengths. For example, if they were 
given only the 420-nm and 640-nm lights to mix, they 
would be unable to match certain colors.

Thomas Young (1802) proposed the trichromatic theory 
of color vision based on the fi nding that people with normal 
color vision need at least three wavelengths to match any 
other wavelength. This theory was later championed and 
refi ned by Helmholtz (1852) and is therefore also called the 
Young-Helmholtz theory of color vision. The central idea 
of the theory is that color vision depends on three recep-
tor mechanisms, each with different spectral sensitivities. 
(Remember from Chapter 2 that spectral sensitivity indi-
cates the sensitivity to wavelengths in the visible spectrum, as 
shown in Figure 2.18b.)

According to this theory, light of a particular wavelength 
stimulates each receptor mechanism to different degrees, 
and the pattern of activity in the three mechanisms results in 
the perception of a color. Each wavelength is therefore repre-
sented in the nervous system by its own pattern of activity in 
the three receptor mechanisms.

Physiological Evidence 
for the Theory
More than a century after the trichromatic theory was fi rst 
proposed, physiological research identifi ed the three receptor 
mechanisms proposed by the theory.

500

500 mm

(a) (b)

420 + 560 + 640 mm

420 560 640

Test field Comparison field

Figure 9.9 In a color-matching experiment, the observer adjusts the 

amount of three wavelengths in one fi eld (right) so that it matches the 

color of the single wavelength in the other fi eld (left). © Cengage Learning 2014
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Cone Pigments Physiological researchers who were work-
ing to identify the receptor mechanisms proposed by trichro-
matic theory asked the following question: Are there three 
mechanisms, and if so, what are their physiological proper-
ties? This question was answered in the 1960s, when research-
ers were able to determine that there were three different cone 
pigments, the short-wavelength pigment (S), with maximum 
absorption at 419-nm; the middle-wavelength pigment (M), 
with maximum absorption at 531-nm; and long-wavelength 
pigment (L), with maximum absorption at 558-nm (S, M, and 
L in Figure 9.10) (Brown & Wald, 1964; Dartnall et al., 1983; 
Schnapf et al., 1987). As you recall from Chapter 2 (page 27), 
all visual pigments are made up of a large protein compo-
nent called opsin and a small light-sensitive component called 
retinal. Differences in the structure of the long opsin part of 
the  pigments are responsible for the three different absorp-
tion spectra (Nathans et al., 1986). (See Chapter 2, page 34 to 
review pigments and absorption spectra.)

Cone Responding and Color Perception If color percep-
tion is based on the pattern of activity of these three cone 
receptor mechanisms, we should be able to determine which 
colors will be perceived if we know the response of each of 
the receptor mechanisms. Figure 9.11 shows the relationship 
between the responses of the three kinds of receptors and 
our perception of color. In this fi gure, the responses in the S, 
M, and L receptors are indicated by the size of the receptors. 
For example, blue is signaled by a large response in the S 
receptor, a smaller response in the M receptor, and an even 
smaller response in the L receptor. Yellow is signaled by a 
very small response in the S receptor and large, approximately 
equal responses in the M and L receptors. White is signaled by 
equal activity in all the receptors.

Thinking of wavelengths as causing certain patterns of 
receptor responding helps us to predict which colors should 
result when we combine lights of different colors. We have 
already seen that combining blue and yellow lights on a white 
background results in white. The patterns of receptor activ-
ity in Figure 9.11 show that blue light causes high activity 
in the S receptors and that yellow light causes high activity in 
the M and L receptors. Thus, combining both lights should 

stimulate all three receptors equally, which is associated with 
the perception of white.

Now that we know that our perception of colors is 
determined by the pattern of activity in different kinds of 
receptors, we can explain the physiological basis behind the 
color-matching results that led to the proposal of trichro-
matic theory. Remember that in a color-matching experi-
ment, a wavelength in one fi eld is matched by adjusting the 
proportions of three different wavelengths in another fi eld 
(Figure 9.9). This result is interesting because the lights in 
the two fi elds are physically different (they contain different 
wavelengths) but they are perceptually identical (they look 
the same). This situation, in which two physically different 
stimuli are perceptually identical, is called metamerism, and 
the two identical fi elds in a color-matching experiment are 
called metamers.

The reason metamers look alike is that they both result in 
the same pattern of response in the three cone receptors. For 
example, when the proportions of a 620-nm red light and a 
530-nm green light are adjusted so the mixture matches the 
color of a 580-nm light, which looks yellow, the two mixed 
wavelengths create the same pattern of activity in the cone 
receptors as the single 580-nm light (Figure 9.12). The 530-nm 
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Figure 9.10 Absorption spectra of the three cone 

pigments. From Dartnall, H. J. A., Bowmaker, J. K., & Mollon, J. D. (1983). Human 

visual pigments: Microspectrophotometric results from the eyes of seven persons. 

Proceedings of the Royal Society of London B, 220, 115–130, by permission of the Royal 
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Figure 9.11 Patterns of fi ring of the three types of cones to 

different colors. The size of the cone symbolizes the size of the 

receptor’s response. © Cengage Learning
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206 CHAPTER 9 Perceiving Color

green light causes a large response in the M receptor, and the 
620-nm red light causes a large response in the L receptor. 
Together, they result in a large response in the M and L receptors 
and a much smaller response in the S receptor. This is the pat-
tern for yellow and is the same as the pattern generated by the 
580-nm light. Thus, even though the lights in these two fi elds 
are physically different, the two lights result in identical patterns 
of physiological responses, so are identical as far as the brain is 
concerned, and are therefore perceived as being the same.

Are Three Receptor Mechanisms Necessary for Color 

Vision? According to trichromatic theory, a light’s wave-
length is signaled by the pattern of activity of three receptor 
mechanisms. But do we need three different mechanisms to 
see colors? Let’s fi rst consider why color vision does not occur 
in individuals who have just one receptor type (so they have 
only one pigment).

We can understand why color vision is not possible in 
a person with just one receptor type by considering how a 
person with just one pigment would perceive two lights, 
one 480 nm and one 600 nm (Figure 9.13a), which a person 
with normal color vision sees as blue and red, respectively. 
The absorption spectrum for the single pigment, shown in 
Figure 9.13b, indicates that the pigment absorbs 10 percent of 
480-nm light and 5 percent of 600-nm light.

To discuss what happens when our one-pigment observer 
looks at the two lights, we have to return to our description 
of visual pigments in Chapter 2 (see page 26). Remember that 
when light is absorbed by the retinal part of the visual pig-
ment molecule, the retinal changes shape, a process called 
isomerization. (Although we will usually specify light in terms 
of its wavelength, light can also be described as consisting of 
small packets of energy called photons, with one photon being 
the smallest possible packet of light energy.) The visual pig-
ment molecule isomerizes when the molecule absorbs one 
photon of light. This isomerization activates the molecule 
and triggers the process that activates the visual receptor and 
leads to seeing the light.

If the intensity of each light is adjusted so 1,000 pho-
tons of each light enters our one-pigment observer’s eyes, 
we can see from Figure 9.14a that the 480-nm light isomer-
izes 1,000 × 0.10 = 100 visual pigment molecules and the 
600-nm light isomerizes 1,000 × 0.05 = 50 molecules.
Because the 480-nm light isomerizes twice as many visual 
pigment molecules as the 600-nm light, it will cause a larger 
response in the receptor, resulting in perception of a brighter 
light. But if we increase the intensity of the 600-nm light to 
2,000 photons, as shown in Figure 9.14b, then this light will 
also  isomerize 100 visual pigment molecules.

When the 1,000 photon 480-nm light and the 2,000 pho-
ton 600-nm light both isomerize the same number of mole-
cules, the result will be that the two spots of light will appear 
identical. The fact that the wavelengths of light are differ-
ent doesn’t matter, because of the principle of univariance, 
which states that once a photon of light is absorbed by a 
visual pigment molecule, the identity of the light’s wave-
length is lost. An isomerization is an isomerization no 
matter what wavelength caused it. Univariance means 
that the receptor does not know the wavelength of light it 
has absorbed, only the total amount it has absorbed. Thus, 
by adjusting the intensities of the two lights, we can cause 
the single pigment to result in identical responses, so the 
lights will appear the same even though their wavelengths 
are different.

What this means is that a person with only one visual pig-
ment can match any wavelength in the spectrum by adjust-
ing the intensity of any other wavelength, and sees all of the 
wavelengths as shades of gray. Thus, adjusting the intensity 
appropriately can make the 480-nm and 600-nm lights (or 
any other wavelengths) look identical.
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Figure 9.12 Principle behind metamerism. The proportions of 

530- and 620-nm lights in the fi eld on the left have been adjusted 

so that the mixture appears identical to the 580-nm light in the fi eld 

on the right. The numbers indicate the responses of the short-, 

medium-, and long-wavelength receptors. There is no difference 

in the responses of the two sets of receptors, so the two fi elds are 

perceptually indistinguishable. © Cengage Learning
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How can the nervous system tell the difference between 
the two wavelengths, no matter what the light intensity? The 
answer to this question is that adding a second pigment makes 
it possible to distinguish between wavelengths independent of 
light intensity. We can see why this is so by considering what 
happens when we add a second pigment, with an absorption 
spectrum shown by the dashed curve in  Figure 9.15. This pig-
ment absorbs more 600-nm light than 480-nm light, so the 
intensity that causes pigment 1 to generate the same response 
to the two wavelengths causes pigment 2 to generate a much 
larger response to the 600-nm light. Thus, the responses cre-
ated by both pigments together could indicate a difference 
between the two different wavelengths.

Another way to look at this two-pigment situation is 
to consider the ratios of responses of the two pigments to 
the two wavelengths. From Figure 9.15 we can see that the 
480-nm light causes a large response from pigment 1 and a 
smaller response from pigment 2, and that the 600-nm light 

causes a larger response in pigment 2 and a smaller response 
in pigment 1. These ratios remain the same no matter what 
the light intensities. The ratio of the response of pigment 1 
to pigment 2 is always 10 to 2 for the 480-nm light, and 5 
to 10 for the 600-nm light. Thus, the visual system can use 
ratio information such as this to identify the wavelength of 
any light. This same constancy of the ratio information also 
occurs when there are three pigments, which is the basis of 
trichromatic theory’s proposal that color perception depends 
on the pattern of activity in three receptor mechanisms.

As we will see when we consider color defi ciency in the 
next section, there are people with just two types of cone pig-
ment. These people, called dichromats, do see colors, just as 
our calculations predict, but they see fewer colors than peo-
ple with three visual pigments, who are called trichromats. 
The addition of a third pigment, although not necessary for 
creating color vision, increases the number of colors that can 
be seen across the visual spectrum.

(a)  Intensities of both lights equal 1,000 photons
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480 nm appears brighter

480

1,000

1,000

600

(b)  600-nm light increased to 2,000 photons
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Figure 9.14 Calculation of 

how many molecules of the 

visual pigment in Figure 9.13 are 

isomerized. (a) When the intensity 

of both is 1,000 photons, the 

480-nm light isomerizes 100 

molecules and the 600-nm light 

isomerizes 50 molecules, so the 

480-nm light looks brighter. 

(b) When the intensity of the 

600-nm light is increased to 2,000, 

both wavelengths isomerize the 

same number of molecules, so the 

two wavelengths are perceived as 

identical. © Cengage Learning 2014
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208 CHAPTER 9 Perceiving Color

TEST YOURSELF 9.1

1. What are the various functions of color vision?

2. What physical characteristic is most closely associated with 

color perception? How is this demonstrated by differences in 

refl ection of different objects?

3. Describe additive color mixture and subtractive color mixture. 

How can the results of these two types of color mixing be related 

to the wavelengths that are refl ected into an observer’s eyes?

4. Describe trichromatic theory and the experiments on which it 

was based. How does this theory explain the results of color-

matching experiments?

5. Describe how trichromatic theory is based on cone pigments and 

how the wavelengths are indicated by the activity of the cones.

6. What are metamers, and how can our perception of metamers 

be explained by the activity of the cones as described above?

7. Why is color vision possible when there are only two different 

pigments but not possible when there is just one pigment? 

What is the effect on color vision of having three pigments 

rather than just two?

Color Defi ciency

It has long been known that some people have diffi culty 
perceiving certain colors. At the beginning of the chapter, 
we described the case of Mr. I., who lost his ability to see 
color after a concussion. However, most problems with color 
vision involve only a partial loss of color perception, called 
color defi ciency, and are associated with problems with the 
receptors in the retina that are present at birth.

In a famous early report of color defi ciency, the well-known 
18th-century chemist John Dalton (1798/1948) described his 

own color perceptions as follows: “All crimsons appear to me 
to consist chiefl y of dark blue: but many of them seem to have 
a tinge of dark brown. I have seen specimens of crimson, claret, 
and mud, which were very nearly alike” (p. 102).

Dalton’s descriptions of his abnormal color perceptions 
led to the early use of the term Daltonism to describe color 
defi ciency. We now know that there are a number of different 
types of color defi ciency. This has been determined by color 
vision tests like the ones shown in Figure 9.16a, which are 
called Ishihara plates. In this example, people with normal 
color vision see a “74,” but people with a form of red–green 
color defi ciency might see something like the depiction in 
Figure 9.16b, in which the “74” is not visible. Another way 
to determine the presence of color defi ciency is by using the 
color-matching procedure to determine the minimum num-
ber of wavelengths needed to match any other wavelength 
in the spectrum. This procedure has revealed the following 
three types of color defi ciency:

 1. A monochromat can match any wavelength in the 
spectrum by adjusting the intensity of any other 
wavelength. Thus, a monochromat needs only one 
wavelength to match any color in the spectrum and sees 
only in shades of gray. Our one-pigment observer from 
Figure 9.13 is a monochromat.

 2. A dichromat needs only two wavelengths to match all 
other wavelengths in the spectrum. Our two-pigment 
observer from Figure 9.15 is a dichromat.

 3. An anomalous trichromat needs three wavelengths 
to match any wavelength, just as a normal trichromat 
does. However, the anomalous trichromat mixes these 
wavelengths in different proportions from a trichromat, 
and an anomalous trichromat is not as good as a 
trichromat at discriminating between wavelengths that 
are close together.

Once we have determined whether a person’s vision is 
color defi cient, we are still left with the question: What colors 

(a) (b)

Figure 9.16 Ishihara plate for 

testing color defi ciency. (a) A 

person with normal color vision 

sees a “74” when the plate is 

viewed under standardized 

illumination. (b) Ishihara plate 

as perceived by a person with 

a form of red–green color 

defi ciency. © Cengage Learning
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does a person with color defi ciency see? When I pose this ques-
tion in my class, a few students suggest that we can answer 
it by pointing to objects of various colors and asking a color 
defi cient person what he sees. (Most color defi cient people are 
male; see below) This method does not really tell us what the 
person perceives, however, because a color defi cient person may 
say “red” when we point to a strawberry simply because he has 
learned that people call strawberries “red.” It is quite likely that 
the color defi cient person’s experience of “red” is very different 
from the experience of the person without color defi ciency. For 
all we know, he may be having an experience similar to what a 
person without defi cient color vision would call “yellow.”

To determine what a dichromat perceives, we need to 
locate a unilateral dichromat—a person with trichromatic 
vision in one eye and dichromatic vision in the other. Both 
of the unilateral dichromat’s eyes are connected to the same 
brain, so this person can look at a color with his dichro-
matic eye and then determine which color it corresponds to 
in his trichromatic eye. Although unilateral dichromats are 
extremely rare, the few who have been tested have helped 
us determine the nature of a dichromat’s color experience 
( Alpern et al., 1983; Graham et al., 1961; Sloan & Wollach, 
1948). Let’s now look at the nature of the color experience of 
both monochromats and dichromats.

Monochromatism
Monochromatism is a rare form of color blindness that is 
usually hereditary and occurs in only about 10 people out of 
1 million (LeGrand, 1957). Monochromats usually have no 
functioning cones; therefore, their vision has the character-
istics of rod vision in both dim and bright lights. Monochro-
mats see everything in shades of lightness (white, gray, and 
black) and can therefore be called color-blind (as opposed 
to dichromats, who see some chromatic colors and therefore 
should be called color defi cient).

In addition to a loss of color vision, people with heredi-
tary monochromatism have poor visual acuity and are so 
sensitive to bright lights that they often must protect their 
eyes with dark glasses during the day. The rod system is not 
designed to function in bright light and so becomes over-
loaded in strong illumination, creating a perception of glare.

Dichromatism
Dichromats experience some colors, though a lesser range than 
trichromats. There are three major forms of dichromatism: 
protanopia, deuteranopia, and tritanopia. The two most common 
kinds, protanopia and deuteranopia, are inherited through a 
gene located on the X chromosome (Nathans et al., 1986).

Males (XY) have only one X chromosome, so a defect in 
the visual pigment gene on this chromosome causes color 
defi ciency. Females (XX), on the other hand, with their two X 
chromosomes, are less likely to become color defi cient because 
only one normal gene is required for normal color vision. These 
forms of color vision are therefore called sex-linked because 

women can carry the gene for color defi ciency without being 
color defi cient themselves, and they can pass the condition on 
to their male offspring. Thus, many more men than women 
are dichromats. As we describe what the three types of dichro-
mats perceive, we use as our reference points Figures 9.17d 
and 9.18d, which show how a trichromat perceives a bunch of 
colored paper fl owers and the visible spectrum, respectively.

 ■  Protanopia affects 1 percent of males and 0.02 percent 
of females and results in the perception of colors shown 
in Figure 9.17a. A protanope perceives short-wavelength 
light as blue, and as the wavelength is increased, the blue 
becomes less and less saturated until, at 492 nm, the 
protanope perceives gray (Figure 9.18a). The wavelength 
at which the protanope perceives gray is called the 
neutral point. At wavelengths above the neutral point, 
the protanope perceives yellow, which becomes less 
intense at the long-wavelength end of the spectrum.

 ■  Deuteranopia affects about 1 percent of males and 
0.01 percent of females and results in the perception 
of color in Figure 9.17b. A deuteranope perceives blue 
at short wavelengths, sees yellow at long wavelengths, 
and has a neutral point at about 498 nm (Figure 9.18b) 
(Boynton, 1979).

 ■  Tritanopia is very rare, affecting only about 
0.002 percent of males and 0.001 percent of females. 
A tritanope sees colors as in Figure 9.17c, and sees the 
spectrum as in Figure 9.18c—blue at short wavelengths, 
red at long wavelengths, and a neutral point at 570 nm 
(Alpern et al., 1983).

(a) (b)

(c) (d)

Figure 9.17 How colored paper fl owers appear to (a) protanopes; 

(b) deuteranopes; (c) tritanopes; and (d) trichromats. Color processing 

courtesy of Jay Neitz and John Carroll.
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Physiological Mechanisms of 
Receptor-Based Color Defi ciency
What are the physiological mechanisms of color defi ciency? 
Most monochromats have no color vision because they have 
just one type of cone or no cones. Dichromats are missing 
one visual pigment—in protanopes, the long-wavelength 
pigment (which is why color becomes less intense at long 
wavelengths for protanopes); in deuteranopes, the medium-
wavelength pigment; and in tritanopes, the short-wavelength 
pigment.

Genetic research has identifi ed differences in the genes 
that determine visual pigment structure in trichromats and 
dichromats (Nathans et al., 1986). Based on this research, it 
has been shown that anomalous trichromats match colors 
differently from normal trichromats and have more diffi culty 
discriminating between some wavelengths because their M 
and L pigment spectra have been shifted so they are closer 
together (Neitz et al., 1991).

While the signals from the S, M, and L receptors are the 
basis of trichromatic vision, the relative sizes of the S, M, and L 
signals are not transmitted to the brain. Instead, information 
about the difference between pairs of receptor signals is sent 
to the brain. The difference between pairs of signals is central 

to the opponent-process theory of color vision proposed by Ewald 
Hering (1834–1918), an eminent physiologist who was work-
ing at about the same time as Helmholtz. VL

Opponent-Process Theory 
of Color Vision

We have seen that the trichromatic theory was originally 
proposed based on the results of psychophysical experi-
ments. The opponent-process theory of color vision was 
also originally proposed based on behavioral observations, 
but instead of the precise psychophysical color-matching 
experiments that led to trichromatic theory, opponent-
process theory was based on the results of phenomeno-
logical observations, in which stimuli were presented 
and observers described what they perceived. The results 
of these observations led Ewald Hering to propose the 
opponent-process theory, which states that color vision is 
caused by opposing responses generated by blue and yellow 
and by red and green.

Behavioral Evidence for the Theory
You can make some phenomenological observations similar 
to Hering’s by doing the following demonstrations.

DEMONSTRATION

The Colors of the Flag
Look at the cross at the center of the strangely colored American 

fl ag in Figure 9.19 for about 30 seconds. If you then look at a 

piece of white paper and blink, the image you see, which is called 

an afterimage, has colors that probably match the red, white, and 

blue of the American fl ag. Notice that the green area of the fl ag in 

Figure 9.19 created a red afterimage, and the yellow area created 

a blue afterimage.

Although Hering didn’t use a strangely colored fl ag to 
create afterimages, he did observe that viewing a green fi eld 

400

(a)

700
492

498

570

Protanope

400

(b)

700

Deuteranope

400

(c)

(d)

700

Tritanope

500 600400 700

Figure 9.18 How the visible spectrum appears to (a) protanopes; 

(b) deuteranopes; (c) tritanopes; and (d) trichromats. The number 

indicates the wavelength of the neutral point. Spectra courtesy of Jay Neitz 

and John Carroll. © Cengage Learning

Figure 9.19 Stimulus for afterimage demonstration. © Cengage Learning
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generates a red afterimage, and viewing a yellow fi eld creates 
a blue afterimage. He also observed the opposite—viewing 
green causes a red afterimage, and viewing blue causes a yel-
low afterimage. You can demonstrate that this works both 
ways by looking at the center of Figure 9.20 for 30 seconds 
and then looking at a white surface and noticing how red and 
green, and blue and yellow, have changed places. (Note that 
the colors associated with long wavelengths—red and yellow—
are on the right in the fi gure, and switch to the left in the after-
image.) Based on observations such as these, Hering proposed 
that red and green are paired and blue and yellow are paired. 
Here is another demonstration that illustrates this pairing.

DEMONSTRATION

Afterimages and Simultaneous Contrast
Cut out a 1/2-inch square of white paper and place it in the cen-

ter of the green square in Figure 9.20. Cover the other squares 

with white paper and stare at the center of the white square for 

about 30 seconds. Then look at a white background and blink to 

 obs erve the afterimage. What color is the outside area of the after-

image? What color is the small square in the center? Repeat your 

observations on the red, blue, and yellow squares in Figure 9.20.

When you made your observations using the green 
square, you probably confi rmed your previous observation 
that green and red are paired because the afterimage corre-
sponding to the green area of the original square is red. But 
the color of the small square in the center also shows that 
green and red are paired: Most people see a green square 
inside the red afterimage. This green afterimage is due to 
simultaneous color contrast, an effect that occurs when sur-
rounding an area with a color changes the appearance of the 
surrounded area. In this case, the red afterimage surrounds a 
white area and causes the white area to appear green. Table 9.4 
summarizes this result and the results that occur when we 

repeat this demonstration on the other squares. All of these 
results show a clear pairing of red and green and of blue and 
yellow.

DEMONSTRATION

Visualizing Colors
This demonstration involves visualizing colors. Start by visualizing 

the color red, with your eyes either open or closed, whichever 

works best for you. Attach this color to a specifi c object such as 

a fi re engine, if that makes your visualizing easier. Now visualize 

a reddish-yellow and then a reddish-green. Which of these two 

combinations is easier to visualize? Now do the same thing for 

blue. Visualize a pure blue, then a bluish-green and a bluish-

yellow. Again, which of these combinations is easier to visualize?

Most people fi nd it easy to visualize a bluish-green or a 
reddish-yellow, but fi nd it diffi cult (or impossible) to visual-
ize a reddish-green or a bluish-yellow. In other experiments, 
in which observers were shown patches of color and were 
asked to estimate the percentages of blue, green, yellow, and 
red in each patch, they rarely reported seeing blue and yel-
low or red and green at the same time (Abramov & Gordon, 
1994), just as the results of the visualization demonstration 
would predict.

The above observations, plus Hering’s observation that 
people who are color-blind to red are also color-blind to green, 
and that people who can’t see blue also can’t see yellow, led 
to the conclusion that red and green are paired and that blue 
and yellow are paired. Based on this conclusion, Hering pro-
posed the opponent-process theory of color vision (Hering, 
1878, 1905, 1964).

The basic idea underlying Hering’s theory is shown 
in Figure 9.21. He proposed three mechanisms, each of 
which responds in opposite ways to different intensities or 

Figure 9.20 Color matrix for afterimage and simultaneous 

contrast demonstrations. © Cengage Learning

TABLE 9.4  Results of Afterimage and Simultaneous 

Contrast Demonstration

ORIGINAL SQUARE
COLOR OF OUTSIDE 
AFTERIMAGE

COLOR OF INSIDE 
AFTERIMAGE

Green Red Green

Red Green Red

Blue Yellow Blue

Yellow Blue Yellow

B
–

W
+

R
+

G
–

B
–

Y
+

Figure 9.21 The three opponent mechanisms proposed by Hering. 
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212 CHAPTER 9 Perceiving Color

wavelengths of light. The Black (−) White (+) mechanism 
responds positively to white light and negatively to the absence 
of light. Red (+) Green (−) responds positively to red and neg-
atively to green, and Blue (−) Yellow (+) responds negatively 
to blue and positively to yellow. Although Hering’s phenom-
enological observations supported his theory, it wasn’t until 
many years later that modern physiological research showed 
that these colors do cause physiologically opposite responses.

Physiological Evidence 
for the Theory
Modern physiological research has measured the response 
of single neurons to different wavelengths to provide physi-
ological evidence for neurons that respond in opposite ways 
to blue and yellow and to red and green.

Opponent Neurons In the 1950s and 1960s, research-
ers began fi nding opponent neurons in the retina and lat-
eral geniculate nucleus that responded with an excitatory 
response to light from one part of the spectrum and with 
an inhibitory response to light from another part (DeValois, 
1960; Svaetichin, 1956). For example, the left column of 
Figure 9.22 shows records for a neuron in a monkey’s lateral 
geniculate nucleus that responds to short-wavelength light 
with an increase in fi ring and to long-wavelength light with 
a decrease in fi ring. (Notice that fi ring decreases to below the 
level of spontaneous activity.) This neuron is called a B+ Y− 
neuron because the wavelengths that cause an increase in fi r-
ing are in the blue part of the spectrum, and the wavelengths 
that cause a decrease are in the yellow part of the spectrum.

The right column of Figure 9.22 shows records for an R+ 
G− neuron, which increases fi ring to light in the red part of 
the spectrum and decreases fi ring to light in the green part 
of the spectrum. There are also B− Y+ and G+ R− neurons 
(DeValois et al., 1966).

How Opponent Responding Can Be Created by Three 

Receptors The discovery of opponent neurons provided 
physiological evidence for opponent-process theory to go 
with the three different cone pigments of trichromatic 
theory. When these two theories were fi rst proposed in the 
1800s, they were seen as competitors. The idea at that time 
was that one or the other was correct, but not both. But the 
discovery of physiological evidence that supported both 
theories meant that both theories were correct. How could 
this be? The answer is that the psychophysical fi ndings on 
which each theory was based were each refl ecting physiologi-
cal activity at different places in the visual system. This is 
diagrammed in Figure 9.23. The color-matching results, that 
three wavelengths are needed to match all other wavelengths, 
come from the cone receptors that are right at the beginning 
of the visual system, and the perceptual pairing of blue and 
yellow and red and green that we see in effects like afterim-
ages and simultaneous contrast are created by the opponent 
neurons that come later in the visual system.

The circuit in Figure 9.24a shows how this works. The 
L-cone sends excitatory input to a bipolar cell (see Chapter 2, 
page 42), whereas the M-cone sends inhibitory input to the 
cell. This creates an R+ G− cell that responds with excitation 
to the long wavelengths that cause the L-cone to fi re and with 
inhibition to the shorter wavelengths that cause the M-cone 

Spontaneous

450 nm (blue)

510 nm (green)

580 nm (yellow)

660 nm (red)

B+Y– R+G–

Figure 9.22 Responses of B+ Y– and R+ G– opponent cells in the 

monkey’s lateral geniculate nucleus. From DeValois, R. L., & Jacobs, G. H. (1968). Primate 

color vision. Science, 162, 533–540, Figure 5. Copyright © 1968 by the American Association for the Advancement 

of Science. Reproduced by permission.
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Figure 9.23 Our experience of color is shaped by physiological 

mechanisms, both in the receptors and in opponent neurons. © Cengage Learning
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Figure 9.24 Neural circuits showing how (a) the red–green and 

(b) the blue–yellow mechanisms can be created by excitatory and 

inhibitory inputs from the cone receptors. © Cengage Learning 2014
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to fi re. (This is also called an L+ M− cell to indicate the recep-
tors involved.)

Figure 9.24b shows that the B+ Y− cell also receives inputs 
from the cones. It receives an excitatory input from the S cone and 
an inhibitory input from cell A, which sums the inputs from the 
M and L cones. This arrangement makes sense if we remember 
that we perceive yellow when both the M and the L receptors are 
stimulated. Thus, cell A, which receives inputs from both of these 
receptors, causes the “yellow” response of the B+ Y− mechanism.

Although these diagrams are greatly simplifi ed, they 
illustrate the basic principles of the neural circuitry for color 
coding in the retina. (See DeValois & DeValois, 1993, for 
examples of more complex neural circuits that have been 
proposed to explain opponent responding.) The impor-
tant thing about these circuits is that their responses are 
determined both by the wavelengths to which the receptors 
respond best and by the arrangement of inhibitory and excit-
atory synapses. Processing in these circuits therefore takes 
place in two stages: First, the receptors respond with different 
patterns to different wavelengths (trichromatic theory); then, 
later, neurons integrate the inhibitory and excitatory signals 
from the receptors (opponent-process theory).

This description of opponent neurons brings us back to 
the idea that the signals for color that are sent to the brain 
indicate the difference in responding of pairs of cones. We can 
understand how this works at a neural level by looking at 
Figure 9.25, which shows how an L+ M− neuron receiving 
excitation from the L receptor and inhibition from the M 
receptor responds to 500-nm and 600-nm lights. Figure 9.25a 
shows that the 500-nm light results in an inhibitory signal of 
−80 and an excitatory signal of +50, so the response of the L+ 
M− neuron would be −30. Figure 9.25b shows that the 600-nm 
light results in an excitatory signal of +75 and an inhibitory 
signal of −25, so the response of the L+ M− neuron would 
be +50. This “difference information” is the type of informa-
tion sent by the opponent neurons to the brain.

The trichromatic “ratio information” and opponent “dif-
ference information” for wavelength originate in the recep-
tors and neural connections in the retina. But what happens 
to all this information when it reaches the cortex?

Color in the Cortex

What are the cortical mechanisms of color perception? We 
will consider a number of facets of this question: (1) Is there 
a single “color center” in the cortex? (2) What types of oppo-
nent neurons are found in the cortex, and what is their func-
tion? (3) What is the relation between color and form?

Is There a Single Color Center 
in the Cortex?
Is there one area in the cortex specialized for processing infor-
mation about color? If there is such an area, that would make 

color similar to faces, bodies, and places, which can claim the 
fusiform face area (FFA), extrastriate body area (ESB), and 
parahippocampal place area (PPA) as specialized processing 
areas (see Chapter 4, page 88). The idea of an area special-
ized for color was put forth by Semir Zeki (1983a, 1983b, 
1990) based on his fi nding of many neurons in a visual area 
outside of the monkey’s visual receiving area (V1) called 
V4 that responded to color, and on the phenomenon of 
cerebral achromatopsia. Achromatopsia is a condition caused 
by damage to the brain like that experienced by Mr. I., the 
painter described at the beginning of the chapter, who suffered 
an automobile accident that left his perception of form and 
motion intact but caused him to lose his ability to see color. 
The fact that the damage that typically results in achromatop-
sia is near or identical to areas identifi ed as human color areas 
supports the idea of a specialized module for color perception.

However, additional evidence has led many researchers 
to reject the idea of a “color center” in favor of the idea that 
color processing is distributed across a number of different 
cortical areas that process information about color and about 
other types of information as well. One result that has led to 
this conclusion is that opponent neurons have been found in 
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Figure 9.25 How opponent neurons determine the difference 

between the receptor responses to different wavelengths. (a) The 

response of the L+ M– neuron to a 500-nm light is negative, because 

the M receptor results in an inhibitory response that is larger than 

receptor L’s excitatory response. This means the action of the 500-nm 

light on this neuron will cause a decrease in any ongoing activity. 

(b) The response to a 600-nm light is positive, so this wavelength 

causes an increase in the response of this neuron. © Cengage Learning 2014
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214 CHAPTER 9 Perceiving Color

many areas of the cortex, including the primary visual receiv-
ing area, V1; the inferotemporal cortex (IT), which is asso-
ciated with form perception; and V4, which was originally 
proposed as the color center (Engel, 2005; Harada et al., 2009; 
Johnson et al., 2008; Shapley & Hawken, 2011; Tanigawa 
et al., 2010; Tootell et al., 2004).

In addition, a survey of the effects of brain damage on 
color perception has shown that when brain damage causes 
achromatopsia, it causes other effects as well, including 
prosopagnosia—the inability to recognize faces (Bouvier & 
Engel, 2006). The results of this survey support the idea that 
color perception results from activity in many different visual 
areas that respond not only to color but to other qualities, 
such as form, as well.

Types of Opponent Neurons 
in the Cortex
Whether or not there is a “color center” in the cortex, there is 
no doubt that there are neurons in many areas that respond 
in an opponent way—increasing fi ring to wavelengths in one 
region of the spectrum and decreasing fi ring to neurons in 
another region. Two types of opponent neurons in the cortex 
are single-opponent neurons and double-opponent neurons.

The receptive fi eld of a single-opponent neuron is shown 
in Figure 9.26a. This M+ L– neuron increases fi ring to medium 
wavelengths presented to the center of the receptive fi eld and 
decreases fi ring to long wavelengths presented to the sur-
round. Most double-opponent neurons have receptive fi elds 
like the one in Figure 9.26b, with side-by-side regions, like the 
simple cortical cells we described in Chapter 3 (see page 64). 
The neuron with the receptive fi eld in Figure 9.26b responds 
best to a medium-wavelength vertical bar presented to the left 
side of the receptive fi eld and to a long-wavelength  vertical 
bar presented to the right side of the receptive fi eld. It has 

been suggested that single-opponent cells are important for 
perceiving the color within regions, and double-opponent 
cells are important for perceiving boundaries between differ-
ent colors (Johnson et al., 2008).

The Relation Between Color
and Form
One idea about the relation between color and form is that 
the visual system determines an object’s form and then color 
“fi lls in” the form. Color, according to this idea, is added after 
form is determined. However, recent research suggests a close 
connection between the processing of form and color, and 
even that color may play a role in determining form. Form 
and color have been linked physiologically by neurons with 
side-by-side receptive fi elds like the ones in Figure 9.26b. 
These neurons can fi re to oriented colored bars even when the 
intensity of the side-by-side bars is adjusted so they appear 
to be equally bright. In other words, these cells fi re when 
the bar’s form is determined only by differences in color. 
Evidence such as this has been used to support the idea of 
a close bridge between the processing of color and the pro-
cessing of form in the cortex (Friedman et al., 2003; Johnson 
et al., 2008). Thus, when you look out at a colorful scene, the 
colors you see are not only “fi lling in” the objects and areas in 
the scene but may also be helping defi ne the edges and shapes 
of these objects and areas.

TEST YOURSELF 9.2

1. What is color defi ciency? How can it be detected using the 

procedure of color mixing? How can we determine how a 

color-defi cient person perceives different wavelengths?

2. How is color defi ciency caused by (a) problems with the recep-

tors? (b) damage to the cortex?

3. Describe opponent-process theory, including the observations 

on which it is based and the physiological basis of this theory.

4. What is the purpose of opponent neurons?

5. What is the evidence for and against the idea of a specialized 

“color center” in the cortex?

6. Describe the opponent neurons in the cortex, including their 

receptive fi elds and possible functions.

7. How is the processing of color related to the processing of 

form in the cortex?

Color Constancy

It is midday, with the sun high in the sky, and as you are walk-
ing to class you notice a classmate who is wearing a green 
sweater. Then, as you are sitting in class a few minutes later, 
you again notice the same green sweater. The fact that the 

Single-opponent
receptive field

(a)

M+

L–

(b)

M + L– L + M–

Double-opponent
receptive field

Figure 9.26 (a) Receptive fi eld of a single-opponent cortical neuron. 

This M+ L– neuron has a center-surround receptive fi eld. Its fi ring 

increases when a medium-wavelength light is presented to the center 

area and decreases when a long-wavelength light is presented to the 

surrounding area. (b) Receptive fi eld of a double-opponent cortical 

neuron. When the M+ L– area is stimulated, fi ring increases to medium 

wavelength light and decreases to long-wavelength light. When the L+ 

M– area is stimulated, fi ring increases to a long-wavelength light and 

decreases to a medium-wavelength light. Based on Johnson, E. N., Hawken, M. J., & 

Shapley, R. (2008). The orientation selectivity of color-responsive neurons in Macaque V1. Journal of Neuroscience, 

28, 8096–8106, Figure 9. © Cengage Learning 2014.
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sweater appears green both outside under sunlight illumina-
tion and inside under artifi cial indoor illumination may not 
seem particularly remarkable. After all, the sweater is green, 
isn’t it? However, when we consider the interaction between 
the illumination and the properties of the sweater, we can 
appreciate that your perception of the sweater as green, 
both outside and inside, represents a remarkable achieve-
ment of the visual system. This achievement is called color 
constancy—we perceive the colors of objects as being rela-
tively constant even under changing illumination.

We can appreciate why color constancy is an impressive 
achievement by considering the interaction between illu-
mination, such as sunlight or lightbulbs, and the refl ection 
properties of an object, such as the green sweater. First, let’s 
consider the illumination. Figure 9.27 shows the wavelengths 
from sunlight and the wavelengths from a lightbulb. The 
sunlight contains approximately equal amounts of energy at 
all wavelengths, which is a characteristic of white light. The 
bulb contains much more energy at long wavelengths. This 
wavelength distribution is sometimes called “tungsten” light 
because it is produced by the tungsten fi lament inside old-
style lightbulbs (which are in the process of being replaced 
with screw-in “twisty” fl uorescent lightbulbs). This large 
amount of long-wavelength light is why the tungsten bulb 
looks slightly yellow.

Now consider the interaction between the wavelengths 
produced by the illumination and the wavelengths refl ected 
from the green sweater. The refl ectance curve of the sweater 
is indicated by the green line in Figure 9.28. It refl ects mostly 
medium-wavelength light, as we would expect of something 
that is green.

The actual light that is refl ected from the sweater depends 
on both its refl ectance curve and the illumination that 
reaches the sweater and is then refl ected from it. To determine 
the wavelengths that are actually refl ected from the sweater, 
we multiply the sweater’s refl ectance curve at each wave-
length by the amount of illumination at each wavelength. 
This calculation indicates that the sweater refl ects more 

long-wavelength light when it is illuminated by tungsten 
light (the orange line in Figure 9.28) than when it is illumi-
nated by sunlight (the white line in Figure 9.28). The fact that 
we still see the sweater as green even though the wavelength 
composition of the refl ected light differs under different illu-
minations is color constancy. Without color constancy, the 
color we see would depend on how the sweater was being illu-
minated (Delahunt & Brainard, 2004; Olkkonen et al., 2010).

Why does a green sweater look green even when viewed 
under different illuminations? The answer to this question 
involves a number of different mechanisms. We begin by con-
sidering how the eye’s sensitivity is affected by the color of the 
illumination of the overall scene, a process called chromatic 
adaptation.

Chromatic Adaptation
One reason why color constancy occurs lies in the results of 
the following demonstration.

DEMONSTRATION

Adapting to Red
Illuminate Figure 9.29 with a bright light from your desk lamp. 

With your left eye near the page and your right eye closed, look at 

the fi eld with your left eye for about 30 to 45 seconds. Then look 

at various colored objects in your environment, fi rst with your left 

eye and then with your right.

This demonstration shows that color perception can 
be changed by chromatic adaptation—prolonged exposure 
to chromatic color. Adaptation to the red light selectively 
bleaches your long-wavelength cone pigment, which decreases 
your sensitivity to red light and causes you to see the reds and 
oranges viewed with your left (adapted) eye as less saturated 
and bright than those viewed with the right eye.
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Figure 9.27 The wavelength distribution of sunlight and of light from 

a tungsten lightbulb. From Judd, D. B., MacAdam, D. L., & Wyszecki, G. (1964). Spectral distribution 

of typical daylight as a function of correlated color temperature. Journal of the Optical Society of America, 54, 

1031–1040. Reproduced by permission.
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Figure 9.28 Refl ectance curve of a sweater, and light refl ected 

from the sweater when illuminated by sunlight and by tungsten light. 
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216 CHAPTER 9 Perceiving Color

The idea that chromatic adaptation is responsible for 
color constancy has been tested in an experiment by Keiji 
Uchikawa and coworkers (1989). Observers viewed isolated 
patches of colored paper under three different conditions 
(Figure 9.30): (a) baseline—paper and observer illuminated 
by white light; (b) observer not adapted—paper illuminated by 
red light, observer by white (the observer is not chromati-
cally adapted); and (c) observer adapted to red—both paper and 
observer illuminated by red light (the observer is chromati-
cally adapted).

The results from these three conditions are shown above 
each condition. In the baseline condition, a green paper is 
perceived as green. In the observer not adapted condition, the 
observer perceives the paper’s color as being shifted toward 
the red. Color constancy does not occur in this condition 
because the observer is not adapted to the red light that is 
illuminating the paper. But in the observer adapted to red con-
dition, perception is shifted only slightly to the red, so it 
appears more yellowish. Thus, the chromatic adaptation has 

created partial color constancy—the perception of the object 
is shifted after adaptation, but not as much as when there 
was no adaptation. This means that the eye can adjust its 
sensitivity to different wavelengths to keep color perception 
approximately constant as illumination changes.

This principle operates when you walk into a room illu-
minated with yellowish tungsten light. The eye adapts to the 
long-wavelength-rich light, which decreases your eye’s sensi-
tivity to long wavelengths. This decreased sensitivity causes 
the long-wavelength light refl ected from objects to have less 
effect than before adaptation, and this compensates for the 
greater amount of long-wavelength tungsten light that is 
refl ected from everything in the room. Because of this adap-
tation, the yellowish tungsten illumination has only a small 
effect on your perception of color.

A similar effect also occurs in environmental scenes, 
which can have different dominant colors in different sea-
sons. For example, the same scene can be “lush” in summer, 
with a lot of green (Figure 9.31a) and “arid” in winter, with 
more yellows (Figure 9.31b). Based on calculations taking into 
account how this “greenness” and “yellowness” would affect 
the cone receptors, Michael Webster (2011) determined that 
adaptation to the green in the lush scene would decrease the 
perception of green in that scene (Figure 9.31c), and adap-
tation to the yellow of the arid scene would decrease the 
perception of yellow of the arid scene (Figure 9.31d). Thus, 
adaptation “tones down” the dominant colors in a scene, so 
if we compare the perceived color of the lush and arid scenes in 
(c) and (d), we see that the colors are more similar than before 
the chromatic adaptation. This adaptation also causes novel 
colors to stand out, so yellow becomes more obvious in the 
lush scene and the green stands out in the arid scene.

The Effect of the Surroundings
An object’s perceived color is affected not only by the observ-
er’s state of adaptation but also by the object’s surroundings, 
as shown by the following demonstration.

Figure 9.29 Red adapting fi eld. © Cengage Learning

Perception: Paper is green Perception: Paper shifted toward red

Perception:
Paper shifted only slightly toward red so it
appears more yellowish

(a) Baseline (b) Observer not adapted (c) Observer adapted to red

Figure 9.30 The three conditions in Uchikawa et al.’s (1989) experiment. See text for details. © Cengage Learning
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DEMONSTRATION

Color and the Surroundings
Illuminate the green quadrant of Figure 9.20 with tungsten light, 

and then look at the square through a small hole punched in a 

piece of paper so that all you see through the hole is part of the 

green area. Now repeat this observation while illuminating the 

same area with daylight from your window.

When the surroundings are masked, most people per-
ceive the green area to be slightly more yellow under the tung-
sten light than in daylight, which shows that color constancy 
works less well when an object is seen in isolation. A number 
of investigators have shown that color constancy works best 
when an object is surrounded by objects of many different 
colors, a situation that often occurs when viewing objects 
in the environment (Foster, 2011; Land, 1983, 1986; Land & 
McCann, 1971).

The surroundings help us achieve color constancy 
because the visual system—in ways that are still not com-
pletely understood—uses the information provided by the 
way objects in a scene are illuminated to estimate the charac-
teristics of the illumination and to make appropriate correc-
tions. (For some theories about exactly how the presence of 
the surroundings enhances color constancy, see Brainard & 
Wandell, 1986; Land, 1983, 1986; Pokorny et al., 1991.)

Memory and Color
Another thing that helps achieve color constancy is our 
knowledge about the usual colors of objects in the environ-
ment. This effect on perception of prior knowledge of the 

typical colors of objects is called memory color. Research 
has shown that because people know the colors of familiar 
objects, like a red stop sign or a green tree, they judge these 
familiar objects as having richer, more saturated colors than 
unfamiliar objects that refl ect the same wavelengths (Ratner & 
McCarthy, 1990).

Thorsten Hansen and coworkers (2006) demonstrated an 
effect of memory color by presenting observers with pictures of 
fruits with characteristic colors, such as lemons, oranges, and 
bananas, against a gray background. Observers also viewed a 
spot of light against the same gray background. When the 
intensity and wavelength of the spot of light were adjusted so 
the spot was physically the same as the background, observ-
ers reported that the spot appeared the same gray as the back-
ground. But when the intensity and wavelength of the fruits 
were set to be physically the same as the background, observers 
reported that the fruits appeared slightly colored. For example, 
a banana that was physically the same as the gray background 
appeared slightly yellowish, and an orange looked slightly 
orange. This led Hansen to conclude that the observer’s 
knowledge of the fruit’s characteristic colors actually changed 
the colors they were experiencing. The effect of memory on 
our experience of color is a small one, but nonetheless may 
make a small contribution to our ability to accurately perceive 
the colors of familiar objects under different illuminations.

Lightness Constancy

Just as our perception of chromatic colors like red and green 
as remaining relatively constant even when the illumination 
changes, we also perceive achromatic colors—white, gray, and 

(a)

Lush (summer) Arid (winter)

After adapting to lush scenes After adapting to arid scenes

(b)

(c) (d)

Figure 9.31 How chromatic adaptation to the dominant 

colors of the environment can infl uence perception of the 

colors of a scene. The dominant color of the scene in (a) is 

green. Looking at this scene causes adaptation to green and 

decreases the perception of green in the scene, as shown 

in (c). The dominant color of the arid scene in (b) is yellow. 

Adapting to this scene causes a decreased perception of 

yellow in the scene, as shown in (d). Photos courtesy of Michael Webster, 

University of Nevada.
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black—as remaining about the same when the illumination 
changes. Picture, for example, a black Labrador retriever lying 
on a living room rug illuminated by a 100-watt lightbulb. 
A small percentage of the light that hits the retriever’s coat is 
refl ected, and we see it as black. But when the retriever runs 
outside into bright sunlight, its coat still appears black. Even 
though more light is refl ected in the sunlight, the perception 
of the shade of achromatic color (white, gray, and black), 
which we call lightness, remains the same. The fact that we 
see whites, grays, and blacks as staying about the same shade 
under different illuminations is called lightness constancy.

The visual system’s problem is that the amount of light 
reaching the eye from an object depends on two things: 
(1) the illumination—the total amount of light that is striking 
the object’s surface—and (2) the object’s refl ectance—the pro-
portion of this light that the object refl ects into our eyes. When 
lightness constancy occurs, our perception of lightness is 
determined not by the intensity of the illumination hitting an 
object, but by the object’s refl ectance. Objects that look black 
refl ect about 5 percent of the light. Objects that look gray 
refl ect about 10 to 70 percent of the light (depending on the 
shade of gray); and objects that look white, like the paper in 
this book, refl ect 80 to 95 percent of the light. Thus, our per-
ception of an object’s lightness is related not to the amount 
of light that is refl ected from the object, which can change 
depending on the illumination, but to the percentage of light 
refl ected from the object, which remains the same no matter 
what the illumination.

You can appreciate the existence of lightness constancy 
by imagining a checkerboard, like the one in Figure 9.32, illu-
minated by room light. Let’s assume that the white squares 
have a refl ectance of 90 percent, and the black squares have 
a refl ectance of 9 percent. If the light intensity inside the 
room is 100 units, the white squares refl ect 90 units and the 
black squares refl ect 9 units. Now, if we take the checker-
board outside into bright sunlight, where the intensity is 
10,000 units, the white squares refl ect 9,000 units of light, 
and the black squares refl ect 900 units. But even though the 
black squares when outside refl ect much more light than 
the white squares did when the checkerboard was inside, the 
black squares still look black. Your perception is determined 
by the refl ectance, not the amount of light refl ected. What 
is responsible for lightness constancy? There are a number 
of possible causes.

Intensity Relationships: 
The Ratio Principle
One observation about our perception of lightness is that 
when an object is illuminated evenly—that is, when the illu-
mination is the same over the whole object, as in our check-
erboard example—then lightness is determined by the ratio 
of refl ectance of the object to the refl ectance of surrounding 
objects. According to the ratio principle, as long as this ratio 
remains the same, the perceived lightness will remain the same 
(Jacobson & Gilchrist, 1988; Wallach, 1963). For example, 
consider one of the black squares in the checkerboard. The 
ratio of a black square to the surrounding white squares is 
9/90 = 0.10 under low illuminations and 900/9,000 = 0.10 
under high illuminations. Because the ratio of the refl ec-
tances is the same, our perception of the lightness remains 
the same.

The ratio principle works well for fl at, evenly illuminated 
objects like our checkerboard. However, things get more com-
plicated in three-dimensional scenes, which are usually illu-
minated unevenly.

Lightness Perception Under 
Uneven Illumination
If you look around, you will probably notice that the illu-
mination is not even over the entire scene, as was the case 
for our two-dimensional checkerboard. The illumination in 
three-dimensional scenes is usually uneven because of shad-
ows cast by one object onto another or because one part of 
an object faces the light and another part faces away from 
the light. For example, in Figure 9.33, in which a shadow is 
cast across a wall, we need to determine whether the changes 
in appearance we see across the wall are due to differences in 
the properties of different parts of the wall or to differences 
in the way the wall is illuminated.

The problem for the perceptual system is that it has 
to somehow take the uneven illumination into account. 
One way to state this problem is that the perceptual system 
needs to distinguish between refl ectance edges and illumination 
edges. A refl ectance edge is an edge where the refl ectance of 
two surfaces changes. The border between areas a and c in 
Figure 9.33 is a refl ectance edge because it is made of 

9,000 units

900 units

90 units

9 units

(a) (b)

100 units 10,000 units

Figure 9.32 A black-and-white 

checkerboard illuminated by (a) tungsten 

light and (b) sunlight. © Cengage Learning
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different materials that refl ect different amounts of light. An 
illumination edge is an edge where the lighting changes. The 
border between a and b is an illumination edge because area a 
is receiving more light than area b, which is in shadow.

Some explanations for how the visual system distin-
guishes between these two types of edges have been proposed 
(see Adelson, 1999; Gilchrist, 1994; and Gilchrist et al., 1999, 
for details). The basic idea behind these explanations is that 
the perceptual system uses a number of sources of informa-
tion to take the illumination into account.

The Information in Shadows In order for lightness con-
stancy to work, the visual system needs to be able to take 
the uneven illumination created by shadows into account. 
It must determine that this change in illumination caused by 
a shadow is due to an illumination edge and not to a refl ec-
tance edge. Obviously, the visual system usually succeeds in 
doing this because although the light intensity is reduced 
by shadows, you don’t usually see shadowed areas as gray or 
black. For example, in the case of the wall in Figure 9.34, you 
assume that the shadowed and unshadowed areas are bricks 
with the same lightness, but that less light falls on some areas 
than on others.

How does the visual system know that the change in 
intensity caused by the shadow is an illumination edge and 
not a refl ectance edge? One thing the visual system may take 
into account is the shadow’s meaningful shape. In this par-
ticular example, we know that the shadow was cast by a tree, 
so we know it is the illumination that is changing, not the 
color of the bricks on the wall. Another clue is provided by 
the nature of the shadow’s contour, as illustrated by the fol-
lowing demonstration.

Figure 9.33 This unevenly illuminated 

wall contains both refl ectance edges 

(between a and c) and illumination edges 

(between a and b). The perceptual system 

must distinguish between these two types 

of edges to accurately perceive the actual 

properties of the wall, as well as other parts 

of the scene.

(a)
(b)

(c)
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Figure 9.34 In this photo, you assume that the shadowed and 

unshadowed areas are bricks with the same lightness, but that less 

light falls on some areas than on others because of the shadow cast 

by the tree.
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220 CHAPTER 9 Perceiving Color

DEMONSTRATION

The Penumbra and Lightness Perception
Place an object, such as a cup, on a white piece of paper on your 

desk. Then illuminate the cup at an angle with your desk lamp 

and adjust the lamp’s position to produce a shadow with a slightly 

fuzzy border, as in Figure 9.35a. (Generally, moving the lamp 

closer to the cup makes the border get fuzzier.) The fuzzy border 

at the edge of the shadow is called the shadow’s penumbra. Now 

take a marker and draw a thick line, as shown in Figure 9.35b, so 

you can no longer see the penumbra. What happens to your per-

ception of the shadowed area inside the black line?

Covering the penumbra causes most people to perceive a 
change in the appearance of the shadowed area. Apparently, 
the penumbra provides information to the visual system 
that the dark area next to the cup is a shadow, so the edge 
between the shadow and the paper is an illumination edge. 
However, masking off the penumbra eliminates that infor-
mation, so the area covered by the shadow is seen as a change 
in refl ectance. In this demonstration, lightness constancy 
occurs when the penumbra is present, but does not occur 
when it is masked.

The Orientation of Surfaces The following demonstration 
provides an example of how information about the orienta-
tion of a surface affects our perception of lightness.

DEMONSTRATION

Perceiving Lightness at a Corner
Stand a folded index card on end so that it resembles the 

outside corner of a room, and illuminate it so that one side is 

illuminated and the other is in shadow. When you look at the 

corner, you can easily tell that both sides of the corner are 

made of the same white material but that the nonilluminated 

side is shadowed (Figure 9.36a). In other words, you perceive 

the edge between the illuminated and shadowed “walls” as an 

illumination edge.

Now create a hole in another card and, with the hole a few 

inches from the corner of the folded card, view the corner with 

one eye about a foot from the hole (Figure 9.36b). If, when viewing 

the corner through the hole, you perceive the corner as a fl at sur-

face, your perception of the left and right surfaces will change.

In this demonstration, the illumination edge you per-
ceived at fi rst became transformed into an erroneous percep-
tion of a refl ectance edge, so you saw the shadowed white 
paper as being gray paper. The erroneous perception occurs 
because viewing the shaded corner through a small hole 
eliminated information about the conditions of illumina-
tion and the orientation of the corner. In order for lightness 
constancy to occur, it is important that the visual system 
have adequate information about the conditions of illumi-
nation. Without this information, lightness constancy can 
break down and a shadow can be seen as a darkly  pigmented 
area. Figure 9.37 shows the opposite situation. There appear 
to be many shadows on the hillside in Figure 9.37a when it is 
viewed from far away. But a closer view (Figure 9.37b) reveals 
that the “shadows” are, in fact, dirt. As with color perception, 
we sometimes are fooled by conditions of illumination or by 
ambiguous information, but most of the time we perceive 
lightness accurately. VL

(a) (b)

Figure 9.35 (a) A cup and its shadow. (b) The same cup and 

shadow with the penumbra covered by a black border.
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Figure 9.36 Viewing a shaded corner. (a) Illuminate the card so 

one side is illuminated and the other is in shadow. (b) View the card 

through a small hole so the two sides of the corner are visible, as 

shown. © Cengage Learning

(a) (b)

(a) (b)

Figure 9.37 (a) Observed from a distance, this hillside appears 

to have shadows, caused by the contours of the hill. (b) Closer 

inspection reveals that the “shadows” are actually dirt.
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Colour. . . . So Colours in the Object are nothing 
but a Disposition to refl ect this or that sort of Rays 
more copiously than the rest. (Optiks, 1704)

Newton’s idea is that the colors that we see in response 
to different wavelengths are not contained in the rays of 
light themselves, but that the rays “stir up a sensation of that 
color.” Stating this idea in modern-day physiological terms, 
we would say that light rays are simply energy, so there is 
nothing intrinsically “blue” about short wavelengths or “red” 
about long wavelengths, and that we perceive color because 
of the way our nervous system responds to this energy.

We can appreciate the role of the nervous system in cre-
ating color experience by considering not only what happens 
when vision shifts from cone to rod receptors but also the 
fact that people like Mr. I., the artist who lost his ability to 
see color in a car accident, see no colors, even though they 
are receiving the same stimuli as people with normal color 
vision. Also, many animals perceive either no color or a 
greatly reduced palette of colors compared to humans, and 
others sense a wider range of colors than humans, depending 
on the nature of their visual systems.

For example, Figure 9.39 shows the absorption spectra 
of a honeybee’s visual pigments. The pigment that absorbs 
short-wavelength light enables the honeybee to see short 
wavelengths that can’t be detected by humans (Menzel & 
Backhaus, 1989; Menzel et al., 1986). What “color” do you 
think bees perceive at 350 nm, which you can’t see? You 
might be tempted to say “blue” because humans see blue 
at the short-wavelength end of the spectrum, but you really 
have no way of knowing what the honeybee is seeing, because, 
as Newton stated, “The Rays . . . are not coloured.” There is no 
color in the wavelengths, so the bee’s nervous system creates 
the bee’s experience of color. For all we know, the honeybee’s 
experience of color at short wavelengths is quite different 
from ours, and may also be different for wavelengths in the 
middle of the spectrum that humans and honeybees can 
both see.

The idea that the nervous system is responsible for 
the quality of our experience also holds for other senses. 

SOMETHING TO CONSIDER:

Color Is a Construction 
of the Nervous System

Our discussion so far has been dominated by the idea that 
there is a connection between wavelength and color. This 
idea is most strongly demonstrated by the visual spectrum 
in which each wavelength is associated with a specifi c color 
(Figure 9.38a). But this connection between wavelength 
and color can be misleading, because it might lead you to 
believe that wavelengths are colored—450-nm light is blue, 
520-nm light is green, and so on. As it turns out, however, 
wavelengths are completely colorless. This is demonstrated 
by considering what happens to our perception of color 
under dim illumination, as happens at dusk. As illumina-
tion decreases, hues such as blue, green, and red become less 
distinct and eventually disappear altogether, until the spec-
trum, once lushly colored, has become a series of different 
shades of gray ( Figure 9.38b).

What has caused this transformation from chromatic to 
achromatic color? The wavelengths are essentially the same 
in both cases, and it is unlikely that wavelengths somehow 
lose their color at low intensities. The shift in perception 
can be explained by noting that different visual receptors 
are responsible for perception in high and low illumination. 
Under high illumination, the three cones of trichromatic 
vision (or two cones for dichromats) control perception, but 
under dim illumination, only the rods control perception. 
We know from our earlier discussion that just one visual 
pigment can’t distinguish between different wavelengths, so 
when only the rods are active, there is no color perception.

The idea that color is not a property of wavelengths was 
asserted by Isaac Newton in his statement that “the Rays . . . 
are not coloured.”

The Rays to speak properly are not coloured. In 
them there is nothing else than a certain Power and 
Disposition to stir up a Sensation of this or that 
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(b)
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Figure 9.38 (a) Visible spectrum. (b) At low intensities, maximum sensitivity is shifted to shorter wavelengths, and color is lost. © Cengage Learning
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222 CHAPTER 9 Perceiving Color

For example, we will see in Chapter 11 that our experience 
of hearing is caused by pressure changes in the air. But why 
do we perceive slow pressure changes as low pitches (like 
the sound of a tuba) and rapid pressure changes as high 
pitches (like a piccolo)?  Is there anything intrinsically “high-
pitched” about rapid pressure changes (Figure 9.40a)? Or 
consider the sense of taste. We perceive some substances as 
“bitter” and others as “sweet,” but where is the “bitterness” 
or “sweetness” in the molecular structure of the substances 
that enter the mouth? Again, the answer is that these percep-
tions are not in the molecular structures. They are created by 
the action of the molecular structures on the nervous system 
(Figure 9.40b).

One of the themes of this book has been that our experi-
ence is fi ltered through our nervous system, so the proper-
ties of the nervous system can affect what we experience. We 
know, for example, that our ability to detect dim lights and 
fi ne details is affected by the way the rod and cone receptors 
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Figure 9.39 Absorption spectra of honeybee visual pigments. 
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(a)  Where are the high and low pitches?

(b)  Where are the bitter and sweet tastes?

Slow pressure
changes
(low pitch)

Faster pressure
changes
(high pitch)

Quinine molecule
(bitter taste)

Sucrose molecule
(sweet taste)
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Figure 9.40 (a) Low and high pitches are associated with slow 

and fast pressure waves, but pressure waves don’t have “pitch.” The 

pitch is created by how the auditory system responds to the pressure 

waves. (b) Molecules don’t have taste. The nervous system creates 

different tastes in response to the action of the molecules on the taste 

system. © Cengage Learning 2014

converge onto other neurons in the retina (see Chapter 2, 
page 40). The idea we have introduced here is that our per-
ceptual experience is not only shaped by the nervous system, 
as in the example of rod and cone vision, but—in cases such as 
color vision, hearing, taste, and smell—the very essence of our 
experience is created by the nervous system.

DEVELOPMENTAL DIMENSION: Infant Color Vision

We know that our perception of color is determined by the 
action of three different types of cone receptors (Figure 9.10). 
Because the cones are poorly developed at birth, we can guess 
that the newborn would not have good color vision. How-
ever, research has shown that color vision develops early and 
that appreciable color vision is present within the fi rst 3 to 
4 months of life.

One of the challenges in determining whether infants 
have color vision is that perception of a light stimulus can 
vary on at least two dimensions: (1) its chromatic color and 
(2) its brightness. Thus, if we present the red and yellow 
patches in Figure 9.41 to a color-defi cient person and ask him 
whether he can tell the difference between them, he might say 
yes, because the yellow patch looks brighter than the red one.

You can make this observation, if you don’t have access 
to a color-defi cient person, by using a “color-blind” black-
and-white photocopier as your “observer.” Photocopies of 
the red and yellow patches (Figure 9.41b) show that the color-
blind photocopier can distinguish between the two patches 
because the red patch is darker than the yellow one. This 
means that when stimuli with different wavelengths are used 
to test color vision, their intensity should be adjusted so that 
they have the same brightness. For example, for the stimuli 
in Figure 9.41, it would be necessary to make the red patch 
lighter and the yellow patch darker. The experiment we will 
now describe has done this.

Marc Bornstein, William Kessen, and Sally Weiskopf 
(1976) assessed the color vision of 4-month-old infants by 
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also perceived as green by adults and so is in the same 
 category; see Figure 9.42), dishabituation does not occur, 
indicating that the 540-nm light is in the same category for 
the infants. From this result and the results of other experi-
ments, Bornstein concluded that 4-month-old infants cat-
egorize colors the same way adult trichromats do.

Bornstein and coworkers dealt with the problem of 
equating brightness by setting the intensity at each wave-
length so each stimulus looked equally bright to adults. This 
is not an ideal procedure because infants may perceive bright-
ness differently from adults. However, as it turns out, Born-
stein’s result appears to be correct, because later research has 
confi rmed Bornstein’s conclusion that young infants have 
color vision (see Franklin & Davies, 2004; Hamer et al., 1982; 
Varner et al., 1985).

As with all research in which we are drawing conclu-
sions about how things appear to subjects, it is important 
to realize that research that indicates that infants catego-
rize colors in the same way as adults doesn’t tell us how 
those colors appear to the infants (Dannemiller, 2009). Just 
as it is not possible to know whether two adults who call a 
light “red” are having exactly the same experience, it is also 
not possible to know exactly what the infants are experienc-
ing when their looking behavior indicates that they can tell 
the difference between two wavelengths. In addition, there 
is evidence that color vision continues to develop into the 
teenage years (Teller, 1997). It is safe to say, however, that 
the foundations of trichromatic vision are present at about 
4 months of age.

determining whether they perceive the same color categories 
in the spectrum as adults. People with normal trichromatic 
vision see the spectrum as a sequence of color categories, start-
ing with blue at the short-wavelength end, followed by green, 
yellow, orange, and red, with fairly abrupt  transitions between 
one color and the next (see the spectrum in  Figure 9.38).

Bornstein and coworkers used the method of habituation, 
which was described in Chapter 6 (see page 147). They habit-
uated infants to a 510-nm light—a wavelength that appears 
green to an adult with normal color vision ( Figure  9.42), 
by presenting the light a number of times and measuring 
how long the infant looked at it (Figure 9.43). The decrease 
in l ooking time (green dots) indicates that  habituation is 
o ccurring.

After trial 15 of habituation, a 480-nm light (Figure 9.42) 
is presented. This wavelength appears blue to an adult observer 
and is therefore in a different category than the 510-nm 
light for adults. The infant’s increase in looking time, which 
is called dishabituation, indicates that the perception caused 
by the 480-nm light is also in a different category for the 
infants. However, when this procedure is repeated, fi rst pre-
senting the 510-nm light and then a 540-nm light (which is 
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Figure 9.41 (a) Two color patches. (b) The same two patches as 

“seen” by a photocopy machine. © Cengage Learning

(b)

(a)

510 540480

Figure 9.42 Three wavelengths (indicated by arrows) used in 

Bornstein, Kessen, and Weiskopf’s (1976) experiment. The 510- and 

480-nm lights are in different perceptual categories (one appears green, 

the other blue to adults), but the 510- and 540-nm lights are in the 

same perceptual category (both appear green to adults). © Cengage Learning

Dishabituation

480 nm

540 nm

510 nm

No dishabituation
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Figure 9.43 Results of Bornstein, Kessen, and Weiskopf’s (1976) 

experiment. Looking time decreases over the fi rst 15 trials as the infant 

habituates to repeated presentations of a 510-nm stimulus. Looking 

times for presentation of 480-nm and 540-nm stimuli presented on trial 

16 are indicated by the dots on the right. © Cengage Learning
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224 CHAPTER 9 Perceiving Color

TEST YOURSELF 9.3

1. What is color constancy? Describe three factors that help us 

achieve color constancy.

2. What is lightness constancy? Describe the factors that are 

responsible for lightness constancy.

3. What does it mean to say that color is created by the 

 nervous system?

4. Describe Bornstein’s experiment that showed that 

 infants  categorize colors in the same way as adults. 

What does this result tell us about what the infants 

are  experiencing?

THINK ABOUT IT

 1. A person with normal color vision is called a trichromat. 
This person needs to mix three wavelengths to match all 
other wavelengths and has three cone pigments. A person 
who is color defi cient is called a dichromat. This person 
needs only two wavelengths to match all other wave-
lengths and has only two operational cone pigments. 
A tetrachromat needs four wavelengths to match all 
other wavelengths and has four cone pigments. If a tetra-
chromat were to meet a trichromat, would the tetrachro-
mat think that the trichromat was color defi cient? How 
would the tetrachromat’s color vision be “better than” 
the trichromat’s? (p. 204)

 2. When we discussed color defi ciency, we noted the diffi -
culty in determining the nature of a color-defi cient per-
son’s color experience. Discuss how this is related to the 
idea that color experience is a creation of our nervous 
system. (p. 208)

 3. When you walk from outside, which is illuminated by 
sunlight, to inside, which is illuminated by tungsten 
 illumination, your perception of colors remains fairly 
constant. But under some illuminations, such as street-
lights called “sodium-vapor” lights that sometimes 
 illuminate highways or parking lots, colors do seem to 
change. Why do you think color constancy would hold 
under some illuminations but not others? (p. 215)

(a) (b)

Figure 9.44 The light distribution is identical for (a) and (b), though it 

appears to be different. Figure courtesy of David Knill and Daniel Kersten.

 4. Figure 9.44 shows two displays. The display in (b) was 
created by changing the top and bottom of the display 
in (a), while keeping the intensity distributions across 
the centers of the displays constant. (You can convince 
yourself that this is true by masking off the top and bot-
tom of the displays.) But even though the intensities 
are the same, the display in (a) looks like a dark surface 
on the left and a light surface on the right, whereas the 
display in (b) looks like two curved cylinders with a 
slight shadow on the left one. How would you explain 
this, based on what we know about the causes of light-
ness constancy? (p. 218) VL

KEY TERMS

Achromatic color (p. 202)
Additive color mixture (p. 203)
Anomalous trichromat (p. 208)
Cerebral achromatopsia (p. 213)
Chromatic adaptation (p. 215)
Chromatic color (p. 202)
Color-blind (p. 209)
Color constancy (p. 215)
Color defi ciency (p. 208)
Color-matching experiment (p. 204)
Desaturated (p. 201)
Deuteranopia (p. 209)
Dichromat (p. 208)
Double-opponent neuron (p. 214)
Hue (p. 202)
Illumination edge (p. 219)

Ishihara plates (p. 208)
Lightness (p. 218)
Lightness constancy (p. 218)
Memory color (p. 217)
Metamer (p. 205)
Metamerism (p. 205)
Monochromat (p. 208)
Neutral point (p. 209)
Opponent neurons (p. 212)
Opponent-process theory of color 

vision (p. 210)
Partial color constancy (p. 216)
Penumbra (p. 220)
Principle of univariance (p. 206)
Protanopia (p. 209)
Ratio principle (p. 218)

Refl ectance (p. 218)
Refl ectance curves (p. 202)
Refl ectance edge (p. 218)
Saturation (p. 201)
Selective refl ection (p. 202)
Selective transmission (p. 202)
Simultaneous color contrast (p. 211)
Single-opponent neuron (p. 214)
Subtractive color mixture (p. 203)
Transmission curves (p. 202)
Trichromat (p. 207)
Trichromatic theory of color vision (p. 204)
Tritanopia (p. 209)
Unilateral dichromat (p. 209)
Young-Helmholtz theory of color 

vision (p. 204)
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MEDIA RESOURCES

CourseMate 

Go to CengageBrain.com to access Psychology CourseMate, 
where you will fi nd the Virtual Labs plus an interactive  eBook, 
fl ashcards, quizzes, videos, and more.

Virtual Labs VL

The Virtual Labs are designed to help you get the most out 
of this course. The Virtual Lab icons direct you to specifi c 
media demonstrations and experiments designed to help 
you visualize what you are reading about. The numbers 
 below  indicate the number of the Virtual Lab you can access 
through  Psychology CourseMate.

9.1 Monkey See (p. 210)
Film describing the genetic basis of color defi ciency in mon-
keys and the principle behind gene therapy. (Courtesy of 
 Nathan Dappen)

9.2 Checker-Shadow Illusion (p. 220) 
Illustrates how interpretation of a display as a three- 
dimensional scene can affect judgment of the lightness of a 
surface. (Courtesy of Michael Bach and Edward Adelson)

9.3 Corrugated Plaid Illusion 1 (p. 220) 
Demonstration of how interpretation of a display as three-
dimensional can affect the perception of lightness. (Courtesy 
of Edward Adelson)

9.4 Corrugated Plaid Illusion 2 (p. 220) 
Another demonstration of how interpretation of a display 
as three-dimensional can affect the perception of lightness. 
(Courtesy of Michael Bach)

9.5 Impossible Steps (p. 220) 
Illustrates how the three-dimensional interpretation of a 
 display can change a refl ectance edge into an illumination 
edge. (Courtesy of Edward Adelson)

9.6 Knill and Kersten’s Illusion (p. 224)
An illustration of how perception of shading caused by cur-
vature can affect lightness perception. (Courtesy of Edward 
Adelson)
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▲  Our perception of depth is created by many sources of 

 information in the environment. In this picture, the  perception 

of depth is created by perspective convergence—the way 

parallel lines come together in the distance—and by a texture 

 gradient—the way the brown and white structural elements 

of the building become more closely spaced farther in the 

 distance. In this chapter we will consider many other sources 

of depth information and also the perception of size.

CHAPTER CONTENTS

Oculomotor Cues

Monocular Cues
Pictorial Cues
Motion-Produced Cues

Binocular Depth Information
Seeing Depth With Two Eyes
Binocular Disparity
Disparity (Geometrical) Creates Stereopsis (Perceptual)
The Correspondence Problem

The Physiology of Binocular Depth Perception

Perceiving Size
The Holway and Boring Experiment
Size Constancy

Visual Illusions
The Müller-Lyer Illusion
The Ponzo Illusion
The Ames Room
The Moon Illusion

SOMETHING TO CONSIDER: Depth Information 
Across Species

DEVELOPMENTAL DIMENSION: Infant Depth 
Perception

Using Binocular Disparity
Depth From Familiar Size
Depth From Cast Shadows

Think About It

Perceiving Depth 

and Size

Some Questions We Will Consider:

■  How can we see far into the distance based on the flat image 

on the retina? (p. 231)

■  Why do we see depth better with two eyes than with one eye? 

(p. 236)

■  Why don’t people appear to shrink in size when they walk 

away? (p. 248)

Y
ou can easily tell that this book is about 12 to 18 inches 
away and, when you look up at the scene around you, 
that other objects are located at distances ranging 

from your nose (very close!) to across the room, down the 
street, or even as far as the horizon, depending on where you 
are. What’s amazing about this ability to see the distances 
of objects in your environment is that your perception of 
these objects, and the scene as a whole, is based on the fl at 
 two-dimensional image on your retina.

We can begin to appreciate the problem of perceiving 
depth based on two-dimensional information on the  retina 
by considering two points on the scene in Figure 10.1a. Light 
is refl ected from point T on the tree and from point H on 
the  house onto points T and H on the retina at the back 
of the eye. Looking just at these points on the fl at surface 
of the retina (Figure 10.1b), we have no way of knowing how 
far the light has traveled to reach each point. For all we 
know, the light stimulating either point on the retina could 
have come from 1 foot away or from a distant star. Clearly, we 
need to expand our view beyond single points on the retina to 
determine where objects are located in space.

The Virtual Lab icons direct you to specific anima-

tions and videos designed to help you visualize what 

you are reading about. Virtual Labs are listed at the end 

of the chapter, keyed to the page on which they appear, 

and can be accessed through Psychology CourseMate.

VL

C H A P T E R  1 0
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When we expand our view from two isolated points to the 
entire retinal image, we increase the amount of information 
available to us because now we can see the images of the house 
and the tree. However, because this image is  two-dimensional, 
we still need to explain how we get from the flat image on the 
retina to the three-dimensional  perception of the scene.

One way researchers have approached this problem is 
by the cue approach to depth perception, which focuses on 
identifying information in the retinal image that is corre-
lated with depth in the scene. For example, when one object 
partially covers another object, as the tree in the foreground 
in Figure  10.1a covers part of the house, the object that is 
 partially covered must be farther than the object that is cover-
ing it. This situation, which is called occlusion, is a cue that 
one object is in front of another. According to cue theory, we 
learn the connection between this cue and depth through our 
previous experience with the environment. After this learn-
ing has occurred, the association between particular cues and 
depth becomes automatic, and when these depth cues are pres-
ent, we experience the world in three dimensions. A number of 
different types of cues that signal depth in a scene have been 
identifi ed. We can divide these cues into three major groups:

 1. Oculomotor. Cues based on our ability to sense the 
 position of our eyes and the tension in our eye muscles.

 2. Monocular. Cues that work with one eye.

 3. Binocular. Cues that depend on two eyes.

Oculomotor Cues

The oculomotor cues are created by (1) convergence, the 
inward movement of the eyes that occurs when we look at 
nearby objects, and (2) accommodation, the change in the 
shape of the lens that occurs when we focus on objects at 

 various distances. The idea behind these cues is that we can 
feel the inward movement of the eyes that occurs when the 
eyes converge to look at nearby objects, and we feel the tight-
ening of eye muscles that change the shape of the lens to 
focus on a nearby object. You can experience the feelings in 
your eyes associated with convergence and accommodation 
by doing the following demonstration. VL

DEMONSTRATION

Feelings in Your Eyes
Look at your fi nger as you hold it at arm’s length. Then, as you 

slowly move your fi nger toward your nose, notice how you feel 

your eyes looking inward and become aware of the increasing 

tension inside your eyes.

The feelings you experience as you move your fi nger closer 
are caused by (1) the change in convergence angle as your eye 
muscles cause your eyes to look inward, as in  Figure 10.2a, and 
(2) the change in the shape of the lens as the eye accommo-
dates to focus on a near object (Figure 2.4). If you move your 
fi nger farther away, the lens flattens, and your eyes move away 
from the nose until they are both looking straight ahead, as 
in Figure 10.2b. Convergence and accommodation indicate 
when an object is close and are useful up to a distance of 
about arm’s length, with convergence being the more effec-
tive of the two (Cutting & Vishton, 1995;  Mon-Williams & 
Tresilian, 1999; Tresilian et al., 1999).

Monocular Cues

Monocular cues work with only one eye. They include accom-
modation, which we have described under oculomotor cues; 
pictorial cues, which are sources of depth information in a 

T

H
H

TT

H

(a) Eye and scene

(b) Image of scene on retina

T

Figure 10.1 (a) In the scene, the house is farther away than the 

tree, but images of points H on the house and T on the tree both 

fall on the two-dimensional surface of the retina on the back of 

the eye. (b) These two points on the retinal image, considered by 

themselves, do not tell us the distances of the house and the tree. 

© Cengage Learning
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two-dimensional picture; and movement-based cues, which are 
sources of depth information created by movement.

Pictorial Cues
Pictorial cues are sources of depth information that can be 
depicted in a picture, such as the illustrations in this book or 
an image on the retina (Goldstein, 2001b).

Occlusion We have already described the depth cue of 
occlusion. Occlusion occurs when one object hides or par-
tially hides another from view. The partially hidden object is 
seen as being farther away, so the mountains in Figure 10.3 
are perceived as being farther away than the cactus and the 

hill. Note that occlusion does not provide information about 
an object’s distance. It indicates that the object that is par-
tially covered is farther away than another object, but from 
 occlusion alone we can’t tell how much farther.

Relative Height In the photograph of the scene in 
 Figure 10.3a, some objects are near the bottom of the frame 
and others nearer the top. The height in the frame of the 
photo corresponds to the height in our fi eld of view, and 
objects that are higher in the fi eld of view are usually 
farther away. This is illustrated in Figure 10.3b, in which 
dashed lines 1, 2, and 3 have been added under the front 
motorcycle, the rear motorcycle, and one of the telephone 
poles. Notice that dashed lines higher in the picture are 
under objects that are farther away. You can demonstrate 
this by looking out at a scene and placing your fi nger at the 
places where objects contact the ground. When you do this, 
you will notice that your fi nger is higher for farther objects. 
According to the cue of relative height, objects with their 
bases closer to the horizon are usually seen as being more 
distant. This means that being higher in the fi eld of view 
causes objects on the ground to appear farther away (see 
lines 1, 2, and 3 in Figure 10.3b), whereas being lower in the 
fi eld of view causes objects in the sky to appear farther away 
(see lines 4 and 5).

Relative Size According to the cue of relative size, when 
two objects are of equal size, the one that is farther away will 
take up less of your fi eld of view than the one that is closer. 
This cue depends, to some extent, on a person’s knowl-
edge of physical sizes—for example, that the two telephone 
poles in Figure 10.3 are about the same size, as are the two 
 motorcycles.

Figure 10.3 (a) A scene in Tucson, Arizona, containing a number of depth cues: occlusion (the cactus on the right 

occludes the hill, which occludes the mountain); relative height (the far motorcycle is higher in the fi eld of view than the 

closer motorcycle); relative size (the far motorcycle and telephone pole are smaller than the near ones); and perspective 

convergence (the sides of the road converge in the distance). (b) 1, 2, and 3 indicate the increasing height in the fi eld 

of view of the bases of the motorcycles and the far telephone pole, which reveals that being higher in the fi eld of view 

causes objects on the ground to appear farther away; 4 and 5 reveal that being lower in the fi eld of view causes objects 

in the sky to appear farther away.

1
2
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4
5

(b)(a)
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(a) (b)

Figure 10.2 (a) Convergence of the eyes occurs when a person 

looks at something that is very close. (b) The eyes look straight ahead 

when the person observes something that is far away. © Cengage Learning 2014
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Perspective Convergence When you look down paral-
lel railroad tracks that appear to converge in the distance, 
you are experiencing perspective convergence. This cue was 
often used by Renaissance artists to add to the impression 
of depth in their paintings, as in Pietro Perguno’s paint-
ing in Figure  10.4. Notice that in addition to the perspec-
tive convergence provide by the lines on the plaza, Perugino 
has included people in the middle ground, enhancing the 
perception of depth further through the cue of relative 
size.  Figure  10.3 illustrates both perspective convergence 
(the road) and  relative size (the motorcycles) in our Tucson 
mountain scene.

Familiar Size We use the cue of familiar size when we 
judge distance based on our prior knowledge of the sizes of 
objects. We can apply this idea to the coins in Figure 10.5. If 
you are influenced by your knowledge of the actual size of 
dimes, quarters, and half-dollars, you would probably say 
that the dime is closer than the quarter. An experiment by 
William Epstein (1965) shows that under certain conditions, 
our knowledge of an object’s size influences our perception 
of that object’s distance. The stimuli in Epstein’s experiment 
were equal-sized photographs of a dime, a quarter, and a 

half-dollar, which were positioned the same distance from an 
observer. By placing these photographs in a darkened room, 
illuminating them with a spot of light, and having subjects 
view them with one eye, Epstein created the illusion that 
these pictures were real coins.

When the observers judged the distance of each of the 
coin photographs, they estimated that the dime was clos-
est, the  quarter was farther than the dime, and the half-
dollar was the farthest of all. The observers’ judgments were 
influenced by their knowledge of the sizes of real dimes (small), 
quarters (larger), and half-dollars (largest). This result does 
not occur, however, when observers view the scene with both 
eyes, because, as we will see when we discuss binocular (two-
eyed) vision, the use of two eyes provides information indi-
cating the coins are at the same distance. The cue of familiar 
size is therefore most effective when other information about 
depth is absent (see also Coltheart, 1970; Schiffman, 1967).

Atmospheric Perspective Atmospheric perspective occurs 
when distant objects appear less sharp than nearer objects 
and often have a slight blue tint. Figure 10.6 illustrates atmo-
spheric perspective. The details in the foreground are sharp 
and well defi ned, but details become less and less visible as we 
look farther into the distance.

The farther away an object is, the more air and particles 
(dust, water droplets, airborne pollution) we have to look 
through, making objects that are farther away look less sharp 
and bluer than close objects.

The reason that farther objects look bluer is related to the 
reason the sky appears blue. Sunlight contains a distribution of 
all of the wavelengths in the spectrum, but the atmosphere pref-
erentially scatters short-wavelength light (see Figure 9.4), which 
appears blue. This scattered light gives the sky its blue tint and 
also creates a veil of scattered light between us and objects we 
are looking at, although the blueness becomes  obvious only 

Figure 10.4 Pietro Perugino. 

Christ Handing the Keys to 

St. Peter (Sistine Chapel). 

The convergence of lines on 

the plaza illustrates perspective 

convergence. The sizes of 

the people in the foreground 

and middle ground illustrate 

relative size.Pe
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Figure 10.5 Drawings of the stimuli used in Epstein’s (1965) 

familiar-size experiment. The actual stimuli were photographs that 

were all the same size as a real quarter. © Cengage Learning

Dime Quarter Half-dollar
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when we are looking through a large distance or when there are 
more particles in the atmosphere to scatter the light.

If, instead of viewing this cliff along the coast of Maine, 
you were standing on the moon, where there is no atmo-
sphere and hence no atmospheric perspective, far craters 
would not look blue and would look just as clear as near ones. 
But on Earth, there is atmospheric perspective, with the exact 
amount depending on the nature of the atmosphere.

Texture Gradient Another source of depth information is 
the texture gradient: Elements that are equally spaced in a 
scene appear to be more closely packed as distance increases, 
as in the scenes in Figure 10.7. Whether the closer packing 

occurs for marathon runners, fl owers, or any other repeating 
elements seen in depth, the increasing fi neness of texture as 
distance increases enhances the perception of depth.

Shadows Shadows—decreases in light intensity caused by 
the blockage of light—can provide information regarding the 
locations of these objects. Consider, for example,  Figure 10.8a, 
which shows seven spheres and a checkerboard. In this pic-
ture, the location of the spheres relative to the checker-
board is unclear. They could be resting on the surface of the 
 checkerboard or floating above it. But  adding  shadows, as 
shown in Figure 10.8b, makes the spheres’  locations clearer—
the ones on the left are resting on the  checkerboard, and the 

(b)(a)

Figure 10.7 Texture gradients created by marathon runners and fl owers. The increasing fi neness of texture 

as distance increases enhances the perception of depth.
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Figure 10.8 (a) Where are the spheres located in relation to the 

checkerboard? (b) Adding shadows makes their location clearer. 

Courtesy of Pascal Mamassian.

(a)

(b)

Figure 10.6 A scene on the coast of Maine showing the effect of 

atmospheric perspective.
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one eye that moves from 1 to 2, so the tree’s image moves 
all the way across the retina from T1 to T2, as indicated 
by the  dashed arrow. Figure 10.8b shows that the house’s 
image  moves a shorter distance, from H1 to H2. Because 
the image of the tree travels a larger distance across the ret-
ina than the house, in the same amount of time, it appears 
to move more rapidly.

Motion parallax is one of the most important sources 
of depth information for many animals. The information 
provided by motion parallax has been used to enable human-
designed mechanical robots to determine how far they are 
from obstacles as they navigate through the environment 
(Srinivasan & Venkatesh, 1997). Motion parallax is also 
widely used to create an impression of depth in cartoons and 
video games.

Deletion and Accretion As an observer moves sideways, 
some things become covered, and others become uncovered. 
Try the following demonstration.

DEMONSTRATION

Deletion and Accretion
Close one eye. Position your hands as shown in Figure 10.11, so 

your right hand is at arm’s length and your left hand at about half 

that distance, just to the left of the right hand. Then as you look at 

your right hand, move your head sideways to the left, being sure 

to keep your hands still. As you move your head, your left hand 

appears to cover your right hand. This covering of the farther 

right hand is deletion. If you then move your head back to the 

right, the nearer hand moves back and uncovers the right hand. 

This  uncovering of the far hand is accretion. Deletion and accre-

tion occur all the time as we move through the environment and 

create information that the object or surface being covered and 

 uncovered is farther away (Kaplan, 1969).

ones on the right are floating above  it. This illustrates 
how  shadows can help determine the  location of objects 
( Mamassian et al., 1998).

Shadows also enhance the three-dimensionality of 
objects. For example, shadows make the circles in Figure 10.8 
appear spherical and help defi ne some of the contours in the 
mountains in Figure 10.9, which appear three-dimensional in 
the early morning when there are shadows (Figure 10.9a), but 
fl at in the middle of the day when the sun is directly overhead 
and there are no shadows (Figure 10.9b). VL

Motion-Produced Cues
All of the cues we have described so far work if the observer is 
stationary. But once we start moving, new cues emerge that 
further enhance our perception of depth. We will describe two 
motion-produced cues: (1) motion parallax and (2)  deletion 
and accretion.

Motion Parallax Motion parallax occurs when, as we 
move, nearby objects appear to glide rapidly past us, but 
more distant objects appear to move more slowly. Thus, 
when you look out the side window of a moving car or train, 
nearby objects appear to speed by in a blur, whereas objects 
that are farther away may appear to be moving only slightly.1 
We can understand why motion parallax occurs by noting 
how the image of a near object (the tree in Figure 10.10a) 
and a far object (the house in Figure 10.10b) move across the 
retina as an eye moves from position 1 to  position 2 without 
rotating. First let’s consider the tree: Figure 10.10a shows 

1If, when looking out the window, you keep your eyes fi xed on one object, objects 
farther and closer than the object you are looking at appear to move in opposite 
directions.

(a) (b)

Figure 10.9 (a) Early morning shadows emphasize the mountain’s contours. (b) When the sun is overhead, the shadows vanish, and it becomes 

more diffi cult to see the mountain’s contours.
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Our discussion so far has described a number of the 
cues that contribute to our perception of depth. As shown in 
Table 10.1, these cues work over different distances: some only 
at close range (accommodation, convergence); some at close 
and medium ranges (motion parallax, deletion and  accretion); 

H1
T1

Position 1

(a) (b)

Position 2 Position 1 Position 2

Move Move

H1 H2
T2T1

Figure 10.10 One eye moving past (a) a nearby tree; (b) a far-away house. Because the tree is closer, its image 

moves farther across the retina than the image of the house. © Cengage Learning

Figure 10.11 Position of the hands for “Deletion and Accretion” 

demonstration.
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TABLE 10.1  Range of Effectiveness of Different 

Depth Cues

DEPTH INFORMATION 0–2 METERS 2–20 METERS  ABOVE 30 METERS

Deletion and ✓ ✓  

accretion

Occlusion ✓ ✓ ✓ 

Relative size ✓ ✓ ✓ 

Accommodation 

and convergence ✓   

Motion parallax ✓ ✓  

Relative height  ✓ ✓ 

Atmospheric 

perspective   ✓ 

Source: Based on Cutting & Vishton, 1995.   
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some at long range (atmospheric perspective, relative height); 
and some at the whole range of depth perception (occlusion, 
relative size; Cutting & Vishton, 1995).

Binocular Depth Information

One of the myths I heard sometime during my childhood was 
that you need both eyes to perceive depth. I soon fi gured out 
that this wasn’t true, because when I closed one eye, I could 
still tell what was near and what was far away. But sometimes 
myths can be partially true. Although it is possible to use 
monocular cues to see depth, there is something qualitatively 
different about the depth perception experienced when using 
both eyes. Two-eyed depth perception, called  stereoscopic 
vision, involves mechanisms that take into account dif-
ferences in the images formed on the left and right eyes. 
The  following demonstration illustrates these differences.

DEMONSTRATION

Two Eyes: Two Viewpoints
Close your right eye. Hold a fi nger on your left hand at arm’s 

length. Position a right-hand fi nger about a foot away, so it cov-

ers the other fi nger. Then open the right eye and close the left. 

When you switch eyes, how does the position of your front fi nger 

change relative to the rear fi nger?

When you switched from looking with your left 
eye to your right, you probably noticed that the front 
 fi nger appeared to move to the left relative to the far fi nger. 
 Figure 10.12 diagrams what happened on your retinas. The 
green line in  Figure 10.12a shows that when the left eye was 
open, the images of the near and far fi ngers were lined up 
with the same place on the retina. This occurred because 

you were looking directly at both objects, so both images 
would fall on the foveas of the left eye. The green lines in 
 Figure  10.12b show that when the right eye was open, the 
image of the far fi nger still fell on the fovea because you were 
looking at it, but the image of the near fi nger was now off 
to the side.

Whereas the fi ngers were lined up relative to the left eye, 
the right eye “looks around” the near fi nger, so the far fi nger 
becomes visible. These different viewpoints for the two eyes 
is the basis of stereoscopic depth perception—depth per-
ception created by input from both eyes. Before describing 
these mechanisms, we will consider what it means to say that 
stereoscopic depth perception is qualitatively different from 
monocular depth perception.

Seeing Depth With Two Eyes
Three-dimensional movies were introduced to the public on 
a large scale in the 1950s, when audiences were introduced 
to  3-D glasses, and The House of Wax became the highest 
grossing 3-D movie. Three-dimensional movies soon lost 
their allure, both because of the quality of the stories and the 
inconvenience of wearing 3-D glasses, and were relegated 
mainly to short features shown in theme parks. But recently, 
with the development of better 3-D technology and fi lms 
like Avatar (2009) and Hugo (2011), 3-D movies have become 
a standard fi xture of moviegoing, with 3-D TV sets not far 
behind (more on this later). If you have seen a 3-D movie, it 
is easy to appreciate the added dimension provided by stereo-
scopic depth. Scenes seen in 3-D appear to have added depth 
compared to 2-D, with objects sometimes appearing to jut far 
out from the screen.

The main reason for the difference between our percep-
tion of 2-D and 3-D movies is shown in Figure 10.13. Even 
though we view a 2-D movie with both eyes, the screen 

Far finger and
near finger

Near finger Near finger

Near finger

Far finger

Far finger Far finger

For left eye, near
finger covers far
finger

Right eye
closed

(a)

Left eye
closed

For right eye,
both near and far
fingers are visible

(b)

Figure 10.12 Location of 

images on the retina for the 

“Two Eyes: Two Viewpoints” 

demonstration. See text for 

explanation. © Cengage Learning
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is fl at, so both eyes receive essentially the same images 
( Figure  10.13a). Thus any depth perceived in these movies 
results from  monocular or pictorial depth cues.

The situation for 3-D movies is different, because 3-D 
technology causes the left and right eyes to receive slightly 
different images, as shown in Figure 10.13b. These different 
views duplicate what happens in the real 3-D world, which 
we see from two viewing positions, as illustrated in the fi nger 
demonstration.

Another way to appreciate the qualitative difference 
between monocular depth perception and stereoscopic depth 
perception is to consider the story of Susan Barry, a neuro-
scientist at Mt. Holyoke College. Her story—fi rst described 
by neurologist Oliver Sacks, who dubbed her “Stereo Sue” 
(Sachs, 2006, 2010), and then in her own book, Fixing My 
Gaze (Barry, 2011)—begins with Susan’s childhood eye prob-
lems. She was cross-eyed, so when she looked at something 
with one eye, the other eye would be looking somewhere 
else. For most people, both eyes aim at the same place and 
work in coordination with each other, but in Susan’s case, 
the input was uncoordinated. Situations such as this, along 
with a condition called “walleye” in which the eyes look out, 
are forms of strabismus, or misalignment of the eyes. When 
this occurs, the visual system suppresses vision in one of the 
eyes to avoid double vision, so the person sees the world with 
only one eye at a time.

Susan had a number of operations as a child, which made 
it more diffi cult to detect her strabismus, but her vision was 

still dominated by one eye. Although her perception of depth 
was achieved through monocular cues, she was able to get 
along quite well. She could drive, play softball, and do most of 
the things people with stereoscopic vision can do. For exam-
ple, she describes her vision in a college classroom as follows:

I looked around. The classroom didn’t seem 
 entirely fl at to me. I knew that the student sitting in 
front of me was located between me and the black-
board because the student blocked my view of the 
blackboard. When I looked outside the classroom 
window, I knew which trees were located further 
away because they looked smaller than the closer 
ones. (Barry, 2011, Chapter 1)

Although Susan could use the monocular cues she 
describes above to perceive depth, her knowledge of the neuro-
science literature and various other experiences she describes 
in her book led her to realize that she was still seeing with 
one eye despite her childhood operations. She therefore con-
sulted an optometrist, who confi rmed her one-eyed vision 
and assigned eye exercises designed to improve the coordi-
nation between her two eyes. These exercises enabled Susan 
to coordinate her eyes, and one day after leaving the optom-
etrist’s offi ce, she had her fi rst experience with stereoscopic 
depth perception, which she describes as follows:

I got into my car, sat down in the driver’s seat, placed 
the key in the ignition, and glanced at the steering 

Figure 10.13 (a) When we view a two-dimensional movie, the left and right eyes receive essentially the same images, so depth is indicated only by 

monocular pictorial depth cues. (b) When viewing a 3-D movie, the left and right eyes receive different images, so stereoscopic depth perception occurs. 

© Cengage Learning 2014

3-D
glasses

Perception = 2-D

Left eye
image

Right eye
image

2-D image  on flat screen

(a)  Same images to left and right eyes

Perception = 3-D
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image

Right eye
image

3-D information on flat screen

(b)  Different images to left and right eyes
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wheel. It was an ordinary steering wheel against an 
ordinary dashboard, but it took on a whole new 
dimension that day. The steering wheel was fl oating 
in its own space, with a palpable volume of empty 
space between the wheel and the dashboard. I closed 
one eye and the steering wheel looked “normal” 
again; that is, it lay fl at just in front of the dash-
board. I reopened the closed eye, and the steering 
wheel fl oated before me. (Barry, 2011, Chapter 6)

From that point on, Susan had many more experiences 
that astounded her, much as someone who had never expe-
rienced stereoscopic vision might react if they could put on 
3-D movie glasses and suddenly begin seeing in stereoscopic 
three dimensions. It is important to note that Susan didn’t 
suddenly gain stereovision equivalent to that experienced by 
a person with stereoscopic vision from birth. Her stereovi-
sion occurred fi rst for nearby objects and then, as her training 
progressed, was extended to farther distances. But what she 
did experience dramatically illustrates the richness that ste-
reoscopic vision adds to the experience of depth perception.

Binocular Disparity
Binocular disparity, the differences in the images on the left 
and right retinas, is the basis of the stereoscopic vision Susan 
experienced. We now look more closely at the information 

F

Right

AA

F

Left

Slide

AA

Figure 10.14 Corresponding points on the two retinas. To determine 

corresponding points, imagine that the left eye is slid on top of the 

right eye. F indicates the fovea, where the image of an object occurs 

when an observer looks directly at the object, and A is a point in the 

peripheral retina. Images on the fovea always fall on corresponding 

points. Notice that the A’s, which also fall on corresponding points, are 

the same distance from the fovea in the left and right eyes. © Cengage Learning
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F

Julie

Julie

Horopter

F

Julie

Horopter
Julie

on the left and right retinas that the brain uses to create an 
impression of depth.

Corresponding Retinal Points We begin by introducing 
corresponding retinal points—points on the retina that over-
lap if the eyes are superimposed on each other ( Figure 10.14). 
We can illustrate corresponding points by considering the 
observer in Figure 10.15a, who is looking directly at Julie. 
Figure 10.15b shows where Julie’s images are located on the 
observer’s retinas. Because the observer is looking directly 

Figure 10.15 (a) An observer looking at Julie’s face, with a tree off to the side. (b) The observer’s eyes, showing where the images of Julie and 

the tree fall on each eye. Julie’s images fall on the fovea, so they are on corresponding points. The arrows indicate that the tree’s images are 

located the same distances from the fovea in the two eyes, so they are also on corresponding points. The dashed blue line is the horopter. The 

images of objects that are on the horopter fall on corresponding points. © Cengage Learning 2014
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at Julie, her images fall on the observer’s foveas on both eyes, 
indicated by the green dots. The two foveas are correspond-
ing points, so Julie’s images fall on corresponding points.

In addition, the images of other objects also fall on 
corresponding points. Consider, for example, the tree in 
 Figure 10.15b. The tree’s images are on the same place rel-
ative to the foveas—to the left and at the same distance 
 (indicated by the arrows). This means that the tree’s images 
are on corresponding points. (If you were to slide the eyes 
on top of each other, Julie’s images would overlap, and the 
tree’s images would overlap.) Thus, whatever a person is 
looking at directly (like Julie) falls on corresponding points, 
and some other objects (like the tree) fall on corresponding 
points as well. Julie, the tree, and any other objects that fall 
on corresponding points are located on a surface called the 
horopter. The blue dashed lines in Figure 10.15a and 10.15b 
show part of the horopter.

Absolute Disparity Indicates Distance From the Horopter 

The images of objects that are not on the horopter fall on 
noncorresponding points. The degree to which these 
objects deviate from falling on corresponding points is called 
absolute disparity. This is illustrated in Figure 10.16a, which 
shows Julie again, with her images on corresponding points, 
and a new character, Bill, whose images are on noncorre-
sponding points. The amount of absolute disparity, which 
is called the angle of disparity, is indicated by the red arrow, 

which shows the angle between the corresponding point for 
the left-eye image of Bill (red dot) and where the image is 
actually located.

Figure 10.16b shows that the angle of disparity is greater 
for objects at greater distances from the horopter. The 
observer is still looking at Julie, and Bill is where he was 
before, but now we have added Dave, who is located even far-
ther from the horopter than Bill. When we compare Dave’s 
angle of disparity in this fi gure (blue arrow) to Bill’s in Fig-
ure 10.16a (red arrow), we see that Dave’s disparity is greater. 
(The same thing also happens for objects farther away than 
the horopter, with greater distance also associated with 
greater disparity.) The angle of disparity therefore provides 
information about an object’s distance from the horopter, 
with greater angles of disparity indicating greater distances 
from the horopter.

Relative Disparity Is Related to Objects’ Positions Rela-

tive to Each Other Let’s now consider what happens when 
the observer shifts his gaze from one object to another. When 
the observer is looking at Julie (Figure 10.17a), Julie’s images 
fall on the observer’s foveas (so Julie’s disparity is zero), but 
the images of Bill fall on noncorresponding points (so there 
is disparity). But when the observer shifts his gaze to Bill 
( Figure 10.17b), Bill’s images fall on the foveas (so Bill’s dispar-
ity is now zero) and Julie’s images fall on  noncorresponding 
points (so there is disparity).

(b)(a)

Julie

Looking at Julie

Bill

Angle of disparity for Bill

Corresponding
point for Bill

Julie

Bill

Dave

Angle of disparity for Dave

Corresponding
point for Dave

Figure 10.16 (a) When the observer looks at Julie, Julie’s images fall on corresponding points. Bill’s images fall on noncorresponding points. 

The angle of disparity, indicated by the red arrow, is determined by measuring the angle between where the corresponding point for Bill’s image 

would be located (black dot) and where Bill’s image is actually located (red dot). (b) Dave has been added to Figure 10.16a. Dave’s angle of disparity 

(blue arrow) is greater than Bill’s, because Dave is located farther from the horopter. © Cengage Learning 2014
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If we compare the two situations in 10.17a and b, we 
notice that the difference in absolute disparities between 
Julie and Bill (indicated by the lengths of the arrows) is the 
same in both situations. The difference in absolute disparities 
of objects in a scene, called relative disparity, remains the 
same as an observer looks around a scene. Relative disparity 
helps indicate where objects in a scene are located relative to 
one another. As we will see below, there is evidence that both 
absolute and relative disparity information is represented by 
neural activity in the visual system.

Disparity (Geometrical) Creates 
Stereopsis (Perceptual)
We have seen that both absolute and relative disparity infor-
mation contained in the images on the retinas provides 
information indicating an object’s distance from where the 
observer is looking. Notice, however, that our description of 
disparity has focused on geometry—looking at where objects’ 
images fall on the retina—but has not mentioned perception, 
the observer’s experience of an object’s depth or its relation to 
other objects in the environment (Figure 10.18).

Figure 10.17 Absolute disparities change when an observer’s gaze shifts from one place to another. (a) When the observer looks at Julie, 

the disparity of her images is zero. Bill’s angle of disparity is indicated by the arrow. (b) When the observer looks at Bill, the disparity of Bill’s 

images becomes zero. Julie’s angle of disparity is indicated by the arrow. Because one of the disparities in each pair is zero, the arrows indicate 

the difference in disparity between Julie’s and Bill’s images. Note that the difference in disparity is the same in (a) and (b). This means that the 

relative disparity of Julie and Bill remains the same as the observer looks at different places. © Cengage Learning 2014

Corresponding
point for Bill

Corresponding
point for Julie

(a)

Bill

Absolute disparity for Bill
(Julie’s = 0)

Looking at
Julie

(b)

Bill

Absolute disparity for Julie
(Bill’s = 0)

Looking at
Bill

Julie Julie

Perception of depth

(Stereopsis)

Geometry of images
 

(Disparity)

Figure 10.18 Disparity is related to geometry—the locations 

of images on the retina. Stereopsis is related to perception—the 

experience of depth created by disparity. © Cengage Learning 2014

We consider the relationship between disparity and what 
observers perceive by introducing stereopsis—the impression 
of depth that results from information provided by binocular 
disparity. An example of stereopsis is provided by the depth 
effect achieved by the stereoscope, a device introduced by the 
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physicist Charles Wheatstone (1802–1875), which produces 
a convincing illusion of depth by using two slightly differ-
ent pictures. This device, extremely popular in the 1800s and 
reintroduced as the View Master in the 1940s, presents two 
photographs made with a camera with two lenses separated 
by the same distance as the eyes. The result is two slightly 
different views, like those shown in Figure 10.19. The stereo-
scope presents the left picture to the left eye and the right 
picture to the right eye. This creates the same binocular dis-
parity that occurs when a person views the scene naturally, so 
that slightly different images appear in the left and right eyes.

The principle behind the stereoscope is also used in 
3-D movies. The left-eye and right-eye images are presented 
superimposed on the screen, slightly displaced from one 
another, to create disparity. There are a number of ways of 
achieving this. One way is to color one image red and the 
other green and to view the fi lm through glasses with a red 
fi lter for one eye and a green fi lter for the other eye. Another 
way of separating the left and right images, which has been 

used in movies like Avatar and Hugo, is to create the left and 
right images from polarized light—light waves that vibrate in 
only one orientation. One image is polarized so its vibration 
is vertical, and the other is polarized so its vibration is hori-
zontal. Viewing the fi lm through polarizing lenses, which let 
vertically polarized light into one eye and horizontally polar-
ized light into the other eye, creates the disparity that results 
in three-dimensional perception. This method creates better 
color than the red–green method, which results in little or no 
variation in color.

Similar techniques are used to create 3-D perception 
of TV images, but with some variations based on the way 
TV images are created. The main methods are illustrated in 
Figure 10.20. The passive method works according to the 
principles we have described for 3-D movies, with two super-
imposed polarized images viewed through polarizing glasses 
(Figure 10.20a). The active method alternates the left-eye and 
right-eye images on the screen 30 or more times a  second. 
This method is called active because the viewing glasses 

(a) Left eye image (b) Right eye image

Figure 10.19 The two images of a stereoscopic photograph. The difference between the two images, such as the distances between the front 

cactus and the window in the two views, creates retinal disparity. This creates a perception of depth when the left image is viewed by the left eye 

and the right image is viewed by the right eye.
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Figure 10.20 Three types of 3-D TV. See text for details. © Cengage Learning 2014
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have a shutter system that is synchronized with the alterna-
tion of images occurring on the TV screen, so the shutter 
for the left eye opens when the left-eye image is present on 
the screen, and the shutter for the right eye opens when the 
right-eye image is present (Figure 10.20b). A disadvantage of 
this method is that the glasses are expensive, and some peo-
ple report headaches after extended viewing; an advantage is 
that better image quality may be possible than with passive 
 viewing.

In a third method, called lenticular projection, the screen 
is coated with a fi lm that contains two sets of lenses that direct 
different images to the left and right eyes  (Figure 10.20c). You 
may have experienced lenticular images in postcards that 
show different images when viewed at different angles or that 
create a 3-D impression when viewed from one viewing point. 
An advantage of this method is that glasses are not required. 
Disadvantages are that the effect works best when viewed 
from a particular viewpoint, and viewing the images causes 
motion sickness in some people. The technology of 3-D tele-
vision is developing so rapidly that some of the disadvantages 
described here may have become less important by the time 
you are reading this book!

Returning to our consideration of whether disparity 
creates stereopsis, we can point out that all of the methods 
we have been describing use disparity to create 3-D percep-
tion. However, these examples don’t conclusively prove that 
disparity creates stereopsis, because images such as those 

in  Figure 10.19 also contain potential depth cues, such as 
occlusion and relative height, which could contribute to our 
perception of depth. In order to show that disparity alone 
can result in depth perception, Bela Julesz (1971) created a 
stimulus called the random-dot stereogram, which contains no 
pictorial cues.

By creating stereoscopic images of random-dot patterns, 
Julesz showed that observers can perceive depth in displays that 
contain no depth information other than disparity. Two such 
random-dot patterns, which together constitute a random-
dot stereogram, are shown in Figure 10.21. These patterns 
were constructed by fi rst generating two identical random-
dot patterns on a computer and then shifting a square-shaped 
 section of the dots one or more units to the side.

In the stereogram in Figure 10.21a, a section of dots from 
the pattern on the left has been shifted one unit to the right 
to form the pattern on the right. This shift is too subtle to 
be seen in the dot patterns, but we can understand how it is 
accomplished by looking at the diagrams below the dot pat-
terns (Figure 10.21b). In these diagrams, the black dots are 
indicated by 0’s, A’s, and X’s and the white dots by 1’s, B’s, 
and Y’s. The A’s and B’s indicate the square-shaped section 
where the shift is made in the pattern. Notice that the A’s 
and B’s are shifted one unit to the right in the right-hand 
pattern. The X’s and Y’s indicate areas uncovered by the shift 
that must be fi lled in with new black dots and white dots to 
complete the pattern.

1 0 1 0 1 0 0 1 0 1

1 0 0 1 0 1 0 1 0 0

0 0 1 1 0 1 1 0 1 0

0 1 0 A A B B 1 0 1

1 1 1 B A B A 0 0 1

0 0 1 A A B A 0 1 0

1 1 1 B B A B 1 0 1

1 0 0 1 1 0 1 1 0 1

1 1 0 0 1 1 0 1 1 1

0 1 0 0 0 1 1 1 1 0

1 0 1 0 1 0 0 1 0 1

1 0 0 1 0 1 0 1 0 0

0 0 1 1 0 1 1 0 1 0

0 1 0 Y A A B B 0 1

1 1 1 X B A B A 0 1

0 0 1 X A A B A 1 0

1 1 1 Y B B A B 0 1

1 0 0 1 1 0 1 1 0 1

1 1 0 0 1 1 0 1 1 1

0 1 0 0 0 1 1 1 1 0

(a)

(b)

Figure 10.21 (a) A random-dot stereogram. (b) The 

principle for constructing the stereogram. See text for an 

explanation. © Cengage Learning
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Even though it is not possible to tell that the dots have 
been shifted when looking at Figure 10.21a, the visual system 
detects a difference when the left image is presented to the left 
eye and the right image to the right eye. The disparity created 
by the shifted section results in perception of a small square 
floating above the background. Because binocular disparity 
is the only depth information present in these stereograms, 
disparity alone must be causing the perception of depth.

Psychophysical experiments, particularly those using 
Julesz’s random-dot stereograms, show that retinal dispar-
ity creates a perception of depth. But before we can fully 
understand the mechanisms responsible for depth percep-
tion, we must answer one more question: How does the 
visual system match the parts of the images in the left and 
right eyes that correspond to one another? This is called the 
 correspondence problem, and as we will see, it has still not 
been fully explained.

The Correspondence Problem
Let’s return to the stereoscopic images of Figure 10.19. When 
we view this image in a stereoscope, we see different parts 
of the image at different depths because of the disparity 
between images on the left and right retinas. Thus, the cac-
tus and the window appear to be at different distances when 
viewed through the stereoscope because they create different 
amounts of disparity. But in order for the visual system to 
calculate this disparity, it must compare the images of the 
cactus on the left and right retinas and the images of the win-
dow on the left and right retinas. This is the correspondence 
problem. How does the visual system match up the images in 
the two eyes?

A possible answer to this question is that the visual 
system may match the images on the left and right retinas 
on the basis of the specifi c features of the objects. For exam-
ple, the upper-left windowpane on the left could be matched 
with the upper-left pane on the right, and so on. Explained 
in this way, the solution seems simple: Most things in the 
world are quite discriminable from one another, so it is easy 
to match an image on the left retina with the image of the 
same thing on the right retina. But what about images in 
which matching similar points would be extremely diffi cult, 
as with Julesz’s random-dot stereogram?

You can appreciate the problem involved in match-
ing similar parts of a stereogram by trying to match up 
the points in the left and right images of the stereogram in 
 Figure 10.21. Most people fi nd this to be an extremely dif-
fi cult task, involving switching their gaze back and forth 
between the two pictures and comparing small areas of the 
pictures one after another. But even though matching simi-
lar features on a random-dot stereogram is much more diffi -
cult and time- consuming than matching features in the real 
world, the visual system somehow matches similar parts of 
the two stereogram images, calculates their disparities, and 
creates a perception of depth. A number of proposals, all 
too complex to describe here, have been put forth to explain 

how the visual system solves the  correspondence problem, 
but a totally  satisfactory answer has yet to be proposed (see 
Blake  & Wilson, 1991; Menz & Freeman, 2003; Ohzawa, 
1998;  Ringbach, 2003).

The Physiology of Binocular 
Depth Perception

The idea that binocular disparity provides information for 
the positions of objects in space implies that there should be 
neurons that signal different amounts of disparity. Research 
beginning in the 1960s and 1970s revealed neurons that 
respond to absolute disparity (Barlow et al., 1967; Hubel & 
Wiesel, 1970). These neurons are called binocular depth 
cells or disparity-selective cells. A given cell responds best 
when stimuli presented to the left and right eyes create a spe-
cifi c amount of absolute disparity (Uka & DeAngelis, 2003). 
 Figure 10.22 shows a  disparity tuning curve for one of these 
neurons. This particular neuron responds best when the left 
and right eyes are stimulated to create an absolute disparity 
of about 1 degree. Further research has shown that there are 
also neurons higher up in the visual system that respond to 
relative disparity (Parker, 2007).

Brain-imaging experiments on humans show that a 
number of different areas are activated by stimuli that cre-
ate binocular disparity (Backus et al., 2001; Kwee et al., 1999; 
Ts’o et al., 2001). Experiments on monkeys have determined 
that neurons sensitive to absolute disparity are found in 
the primary visual receiving area, and neurons sensitive to 
relative disparity are found in the temporal lobe and other 
areas. Apparently, depth perception involves a number of 
stages of processing, beginning in the primary visual cortex 
and extending to many different areas in both the ventral and 
dorsal streams (Parker, 2007).

The relationship between binocular disparity and the 
fi ring of binocular depth cells is an example of the  stimulus–
physiology relationship in the diagram of the perceptual 
process in Figure 10.23 (orange arrow). This diagram, which 
we introduced in Chapter 1 (see Figure 1.10) and repeated 
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Figure 10.22 Disparity tuning curve for a neuron sensitive to 

absolute disparity. This curve indicates the neural response that 

occurs when stimuli presented to the left and right eyes create 

different amounts of disparity. © Cengage Learning 2014
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in Chapter 8 (see Figure 8.17), also depicts two other rela-
tionships. The stimulus–perception relationship (green 
arrow) is the relationship between binocular disparity and 
the perception of depth. The fi nal relationship, between 
physiology and perception (red arrow), involves demon-
strating a connection between disparity-selective neurons 
and depth perception. This has been achieved in a number 
of ways.

An early demonstration of a connection between bin-
ocular neurons and perception involved the selective rearing 
procedure we described in our discussion of the relation-
ship between feature detectors and perception in Chapter 3 
(see page 66). Applying this procedure to depth perception, 
Randolph Blake and Helmut Hirsch (1975) reared cats so 
that their vision was alternated between the left and right 
eyes every other day during the fi rst 6 months of their lives. 
After this 6-month period of presenting stimuli to just one 
eye at a time, Blake and Hirsch recorded from neurons in the 
cat’s cortex and found that (1) these cats had few binocular 
neurons, and (2) they were not able to use binocular dispar-
ity to perceive depth. Thus, eliminating binocular neurons 
eliminates stereopsis and confi rms what e veryone suspected 
all along—that disparity-selective neurons are responsible for 
stereopsis (also see Olson & Freeman, 1980).

Another technique that has been used to demonstrate 
a link between neural activity and depth perception is 
microstimulation, a procedure in which a small electrode 
is inserted into the cortex and an electrical charge is passed 
through the electrode to activate the neurons near the elec-
trode (Cohen & Newsome, 2004). (See Method: Microstim-
ulation in Chapter  8, page 187) In Chapter 8 we described 
research that showed that stimulating neurons that respond 
best to specifi c directions of movement shifts a monkey’s per-
ception of moving dots toward that direction of movement. 
Gregory DeAngelis and coworkers (1998) demonstrated the 
same effect for depth perception by training monkeys to 
indicate the depth created by presenting images with differ-
ent absolute disparities. Presumably, the monkey perceived 

depth because the disparate images on the monkey’s retinas 
activated disparity-selective neurons in the cortex. But what 
would happen if microstimulation were used to activate a dif-
ferent group of disparity-selective neurons?

Neurons that are sensitive to the same disparities tend 
to be organized in clusters, so stimulating one of these 
clusters activates a group of neurons that respond best to 
a specifi c disparity. When DeAngelis and coworkers stimu-
lated neurons that were tuned to a disparity different from 
what was indicated by the images on the retina, the mon-
key shifted its depth judgment toward the disparity sig-
naled by the stimulated neurons (Figure 10.24). The results 
of the selective rearing and the microstimulation experi-
ments indicate that binocular depth cells are a physiological 
mechanism responsible for depth perception, thus provid-
ing the  physiology–perception relationship of the perceptual 
 process in Figure 10.23.

Figure 10.23 The three relationships in the 

perceptual process, as applied to binocular 

disparity. We have described experiments 

relating disparity to perception (green arrow) 

and relating disparity to physiological responding 

(orange arrow). The fi nal step is to determine the 

relationship between physiological responses 

to disparity and perception (red arrow). This has 

been studied by selective rearing, which eliminates 

disparity-selective neurons, as well as by other 

methods described in the text. © Cengage Learning 2014

Binocular disparity causes
perception of depth
(stereopsis).

Elimination of disparity-
selective neurons by
selective rearing eliminates
binocular depth perception.

Perception

Binocular disparity causes firing
of disparity-selective neurons.
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Figure 10.24 While the monkey was observing a random-dot 

stereogram, DeAngelis and coworkers (1998) stimulated neurons 

in the monkey’s cortex that were sensitive to a particular amount 

of disparity. This stimulation shifted the monkey’s perception of the 

depth of the fi eld of dots from position 1 to position 2. © Cengage Learning
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TEST YOURSELF 10.1

1. What is the basic problem of depth perception, and how does 

the cue approach deal with this problem?

2. What monocular cues provide information about depth in the 

environment?

3. What do comparing the experience of viewing 3-D and 2-D 

movies and the experiences of “Stereo Sue” tell us about what 

binocular vision adds to our perception of depth?

4. What is binocular disparity? What is the difference between 

absolute disparity and relative disparity? How are absolute and 

relative disparity related to the depths of objects in a scene? 

5. What is stereopsis? What is the evidence that disparity creates 

stereopsis?

6. What does perception of depth from a random-dot stereogram 

demonstrate?

7. What is the correspondence problem? Has this problem been 

solved?

8. Describe each of the relationships in the perceptual process 

of Figure 10.23, and provide examples for each relationship 

that has been determined by psychophysical and physiological 

 research on depth perception.

Perceiving Size

We discuss size perception in this chapter because our per-
ception of size can be affected by our perception of depth. 
This link between size perception and depth perception is 
graphically illustrated by the example of whiteout, a treacher-
ous weather condition faced by helicopter pilots fl ying across 
snow-covered terrain. The following description, based on an 
actual incident at an Antarctic research facility, illustrates the 
effect of whiteout on size perception:

As Frank pilots his helicopter across the Antarctic 
wastes, blinding light, reflected down from thick 
cloud cover above and up from the pure white 
blanket of snow below, makes it diffi cult to see the 
horizon, details on the surface of the snow, or even 
up from down. He is aware of the danger because 
he has known pilots dealing with similar condi-
tions who flew at full power directly into the ice. 
He thinks he can make out a vehicle on the snow 
far below, and he drops a smoke grenade to check 
his altitude. To his horror, the grenade falls only 
three feet before hitting the ground. Realizing that 
what he thought was a truck was actually a small 
box, Frank pulls back on the controls and soars 
up, his face drenched in sweat, as he comprehends 
how close he just came to becoming another white-
out fatality.

This account illustrates that our ability to perceive an 
object’s size can sometimes be drastically affected by our  ability 
to perceive the object’s distance. A small box seen close up can, 
in the absence of accurate information about its distance, be 
misperceived as a large truck seen from far away ( Figure 10.25). 
The idea that we can misperceive size when accurate depth 
information is not present was demonstrated in a classic 
experiment by A. H. Holway and Edwin Boring (1941).

The Holway and Boring Experiment
Observers in Holway and Boring’s experiment sat at the inter-
section of two hallways and saw a luminous test circle when 
looking down the right hallway and a luminous comparison 
circle when looking down the left hallway (Figure 10.26). 

Ground

Figure 10.25 When a helicopter pilot loses the ability to perceive 

distance in a “whiteout,” a small box that is close can be mistaken for a 

truck that is far away.
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Figure 10.26 Setup of Holway and Boring’s (1941) experiment. 

The observer changes the diameter of the comparison circle in the 

left corridor to match his or her perception of the size of test circles 

presented in the right corridor. Each test circle has a visual angle of 

1 degree and is presented separately. This diagram is not drawn to 

scale. The actual distance of the far test circle was 100 feet.
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The comparison circle was always 10 feet from the observer, 
but the test circles were presented at distances ranging from 
10 feet to 120 feet. An important property of the fi xed-in-
place comparison circle was that its size could be adjusted. 
The observer’s task on each trial was to adjust the diameter of 
the comparison circle in the left corridor to match his or her 
perception of the sizes of the various test circles presented in 
the right corridor.

An important feature of the test stimuli in the right cor-
ridor was that they all cast exactly the same-sized image on 
the retina. We can understand how this was accomplished by 
introducing the concept of visual angle.

What Is Visual Angle? Visual angle is the angle of an object 
relative to the observer’s eye. Figure 10.27a shows how we deter-
mine the visual angle of a stimulus (a person, in this example) 
by extending lines from the person to the lens of the observer’s 
eye. The angle between the lines is the visual angle. Notice that 
the visual angle depends both on the size of the stimulus and 
on its distance from the observer, so when the person moves 
closer, as in Figure 10.27b, the visual angle becomes larger.

The visual angle tells us how large the object will be on 
the back of the eye. There are 360 degrees around the entire 
circumference of the eyeball, so an object with a visual angle 
of 1 degree would take up 1/360 of this circumference—about 
0.3 mm in an average-sized adult eye. One way to get a feel 
for visual angle is to fully extend your arm and look at your 
thumb, as the woman in Figure 10.28 is doing. The approxi-
mate visual angle of the width of the thumb at arm’s length is 
2 degrees. Thus, an object that is exactly covered by the thumb 
held at arm’s length, such as the phone in Figure 10.28, has a 
visual angle of approximately 2 degrees.

This “thumb technique” provides a way to determine the 
approximate visual angle of any object in the environment. 
It also illustrates an important property of visual angle: A 
small object that is near (like the thumb) and a larger object 
that is far (like the phone) can have the same visual angle. 
An extreme example of this is illustrated in  Figure 10.29, 
which shows a photograph taken by Jennifer, a student in 
my  sensation and perception class. To take this picture, 
Jennifer adjusted the distance between her fi ngers so that 
the Eiffel Tower just fi t between them. When she did this, 

Size of retinal image

Observer’s eye

Visual angle

(a)

(b)

Visual angle

Figure 10.27 (a) The visual angle depends on the size of 

the stimulus (the woman in this example) and its distance 

from the observer. (b) When the woman moves closer to 

the observer, the visual angle and the size of the image on 

the retina increase. This example shows that halving the 

distance between the stimulus and observer doubles the 

size of the image on the retina. © Cengage Learning

2°
Thumb

Observer’s eye

2°

Figure 10.28 The “thumb” method of 

determining the visual angle of an object. When 

the thumb is at arm’s length, it has a visual angle 

of about 2 degrees. The woman’s thumb covers 

the width of her phone, so the visual angle of 

the phone, from the woman’s point of view, is 

2 degrees. Note that the visual angle will change 

if the distance between the woman and the phone 

changes. © Cengage Learning
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the space between her fi ngers, which were about a foot away, 
had the same visual angle as the Eiffel Tower, which was 
miles away.

How Holway and Boring Tested Size Perception in a 

Hallway The idea that objects with different sizes can 
have the same visual angle was used in the creation of the 
test circles in Holway and Boring’s experiment. As shown in 
Figure 10.26, small circles that were positioned close to the 
observer and larger circles that were positioned farther away 
all had visual angles of 1 degree. Because objects with the 
same visual angle create the same-sized image on the retina, 
all of the test circles had the same-sized image on the observ-
ers’ retinas, no matter where in the hallway they were located.

In the fi rst part of Holway and Boring’s experiment, 
many depth cues were available, including binocular dispar-
ity, motion parallax, and shading, so the observer could easily 
judge the distance of the test circles. The results, plotted in 
Figure 10.30, show that when the observers viewed a large test 
circle that was located far away (far circle in Figure 10.26), they 
made the comparison circle large (point F in Figure 10.30); 
when they viewed a small test circle that was located nearby 
(near circle in Figure 10.26), they made the comparison cir-
cle small (point N in Figure 10.30). Thus, when good depth 
cues were present, the observer’s judgments of the size of the 
 circles matched the physical sizes of the circles.

Holway and Boring then determined how eliminating 
depth information would affect the observer’s judgments 

of size. They did this by having the observer view the test cir-
cles with one eye, which eliminated binocular disparity (line 
2 in Figure 10.30); then by having the observer view the test 
circles through a peephole, which eliminated motion paral-
lax (line 3); and fi nally by adding drapes to the hallway to 
eliminate shadows and reflections (line 4). Each time some 
depth information was eliminated, the observer’s judg-
ments of the sizes of the test circles became less accurate. 
When all depth information was eliminated, the observer’s 
perception of size was determined not by the actual size of 
the test circles but by the relative sizes of the circle’s images 
on the observer’s retinas.

Because all of the test circles in Holway and Boring’s 
experiment had the same retinal size, eliminating depth 
information caused them to be perceived as being about the 
same size. Thus, the results of this experiment indicate that 
size estimation is based on the actual sizes of objects when 
there is good depth information (blue lines), but that size 
estimation is strongly influenced by the object’s visual angle 
when depth information is eliminated (red lines).

An example of size perception that is determined by 
visual angle is our perception of the sizes of the sun and the 
moon, which, by cosmic coincidence, have the same visual 
angle. The fact that they have identical visual angles becomes 
most obvious during an eclipse of the sun. Although we can 
see the flaming corona of the sun surrounding the moon, as 
shown in Figure 10.31, the moon’s disk almost exactly covers 
the disk of the sun.

If we calculate the visual angles of the sun and the 
moon, the result is 0.5 degrees for both. As you can see in 
 Figure 10.31, the moon is small (diameter 2,200 miles) but 
close (245,000 miles from Earth), whereas the sun is large 
(diameter 865,400 miles) but far away (93 million miles 

Figure 10.29 The visual angle between the two fi ngers is the same 

as the visual angle of the Eiffel tower.
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Figure 10.30 Results of Holway and Boring’s experiment. The 

dashed line labeled “physical size” is the result that would be 

expected if the observers adjusted the diameter of the comparison 

circle to match the actual diameter of each test circle. The line labeled 

“visual angle” is the result that would be expected if the observers 

adjusted the diameter of the comparison circle to match the visual 

angle of each test circle. © Cengage Learning
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from Earth). Even though these two celestial bodies are vastly 
different in size, we perceive them to be the same size because, 
as we are unable to perceive their distance, we base our judg-
ment on their visual angles.

In yet another example, we perceive objects viewed from 
a high-flying airplane as very small. Because we have no way 
of accurately estimating the distance from the airplane to 
the ground, we perceive size based on objects’ visual angles, 
which are very small because we are so high up.

Size Constancy
One of the most obvious features of the scene in Figure 10.32, 
on the campus of the University of Arizona, is that looking 
down the row of palm trees, each more distant tree becomes 
smaller in the picture. If you were standing on campus observ-
ing this scene, the more distant trees would appear to take up 

less of your fi eld of view, as in the picture, but at the same time 
you would not perceive the farther tree as shorter than the 
near trees. Even though the far trees take up less of your fi eld 
of view (or to put it another way, have a smaller visual angle), 
they appear constant in size. The fact that our perception of 
an object’s size is relatively constant even when we view the 
object from different distances is called size constancy.

To introduce the idea of size constancy to my perception 
class, I ask someone in the front row to estimate my height 
when I am standing about 3 feet away. Their guess is usually 
accurate, around 5 feet 9 inches. I then take one large step 
back so I am now twice as far away and ask the person to 
estimate my height again. It probably doesn’t surprise you 
that the second estimate of my height is about the same as 
the fi rst. The point of this demonstration is that even though 
my image on the person’s retina becomes half as large when I 
double my distance (compare Figures 10.27a and b), I do not 
appear to shrink to less than 3 feet tall, but still appear to be 
my normal size. The following demonstration illustrates size 
constancy in another way.

DEMONSTRATION

Perceiving Size at a Distance
Hold a quarter between the fi ngertips of each hand so you can 

see the faces of both coins. Hold one coin about a foot from you 

and the other at arm’s length. Observe the coins with both of your 

eyes open and note their sizes. Under these conditions, most 

people perceive the near and far coins as being approximately 

the same size. Now close one eye, and holding the coins so they 

appear side-by-side,  notice how your perception of the size of 

the far coin changes so that it now appears smaller than the near 

coin. This demonstrates how size constancy is decreased under 

conditions of poor depth information.

Although students often propose that size constancy 
works because we are familiar with the sizes of objects, 
research has shown that observers can accurately estimate 

Figure 10.31 The moon’s disk almost exactly covers the sun during an eclipse because the sun and the moon 

have the same visual angles. © Cengage Learning
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Figure 10.32 All of the palm trees appear to be the same size 

when viewed in the environment, even though the farther ones have a 

smaller visual angle.
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Figure 10.33 illustrates the principle underlying the effect 
you just experienced, which was fi rst described by Emmert 
in 1881. Staring at the circle bleached a small circular area 
of visual pigment on your retina. This bleached area of the 
retina determined the retinal size of the afterimage and 
remained constant no matter where you were looking.

The perceived size of the afterimage, as shown in 
 Figure  10.33, is determined by the distance of the surface 
against which the afterimage is viewed. This relationship 
between the apparent distance of an afterimage and its per-
ceived size is known as Emmert’s law: The farther away an 
afterimage appears, the larger it will seem. This result follows 
from our size–distance scaling equation, S = R × D. The size 
of the bleached area of pigment on the retina (R) always stays 
the same, so that increasing the afterimage’s distance (D) 
increases the magnitude of R × D. We therefore perceive the 
size of the afterimage (S) as larger when it is viewed against 
the far wall.

The size–distance scaling effect demonstrated by the 
afterimage demonstration is working constantly when we 
look at objects in the environment, with the visual system 
taking both an object’s size in the fi eld of view (which deter-
mines retinal size) and its distance into account to determine 
our perception of its size. This process, which is happening 
constantly without any effort on our part, helps us perceive 
a stable environment. Just think of how confusing it would 
be if objects appeared to shrink or expand just because we 
happen to be viewing them from different distances. Luckily, 
because of size constancy, this doesn’t happen.

Other Information for Size Perception Although we have 
been stressing the link between size constancy and depth per-
ception and how size–distance scaling works, other sources 
of information in the environment also help us achieve size 

the sizes of unfamiliar objects viewed at different distances 
(Haber & Levin, 2001).

Size Constancy as a Calculation The link between size 
constancy and depth perception has led to the proposal that 
size constancy is based on a mechanism called size–distance 
scaling that takes an object’s distance into account (Gregory, 
1966). Size–distance scaling operates according to the equa-
tion S = K(R × D), where S is the object’s perceived size, K is 
a constant, R is the size of the retinal image, and D is the per-
ceived distance of the object. (Since we are mainly interested 
in R and D, and K is a scaling factor that is always the same, 
we will omit K in the rest of our discussion).

According to the size–distance equation, as a person 
walks away from you, the size of the person’s image on your 
retina (R) gets smaller, but your perception of the person’s 
distance (D) gets larger. These two changes balance each 
other, and the net result is that you perceive the person’s 
size (S) as staying the same.

DEMONSTRATION

Size–Distance Scaling and Emmert’s Law
You can demonstrate size–distance scaling to yourself by looking 

back at Figure 8.12 in Chapter 8 (page 184). Look at the center 

of the circle for about 60 seconds. Then look at the white space 

to the side of the circle. If you blink, you should see the circle’s 

afterimage fl oating in front of the page. Before the afterimage 

fades, also look at a wall far across the room. You should see that 

the size of the afterimage depends on where you look. If you look 

at a distant surface, such as the far wall of the room, you see a 

large afterimage that appears to be far away. If you look at a near 

surface, such as the page of this book, you see a small afterimage 

that appears to be close.

Afterimage
on book

Afterimage
on wall

Retinal image of circle
(bleached pigment)

Figure 10.33 The principle behind the observation that 

the size of an afterimage increases as the afterimage is 

viewed against more distant surfaces. © Cengage Learning
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constancy. One source of information for size perception is 
relative size. We often use the sizes of familiar objects as a 
yardstick to judge the size of other objects, as in Figure 10.34, 
in which the size of the woman indicates that the wheel is very 
large. This idea that our perception of the sizes of objects can 
be influenced by the sizes of nearby objects explains why we 
often fail to appreciate how tall basketball players are, when 
all we see for comparison are other basketball players. But as 
soon as a person of average height stands next to one of these 
players, the player’s true height becomes evident.

Another source of information for size perception 
is the relationship between objects and texture information 
on the ground. We saw that a texture gradient occurs when 
elements that are equally spaced in a scene appear to be more 
closely packed as distance increases (Figure 10.7). Figure 10.35 
shows two cylinders sitting on a texture gradient formed by 
a cobblestone road. Even if we have trouble perceiving the 
depth of the near and far cylinders, we can tell that they are 
the same size because their bases both cover the same portion 
of a paving stone.

Visual Illusions

Visual illusions fascinate people because they demonstrate 
how our visual system can be “tricked” into seeing inaccu-
rately (Bach & Poloschek, 2006). We have already described 
a number of types of illusions. Illusions of lightness include 
Mach bands (page 56), in which small changes in lightness 
are seen near a border even though no changes are present in 
the physical pattern of light; simultaneous contrast (page 58) 

and White’s illusion (page 59), in which two physically iden-
tical fi elds can appear different; and the Hermann grid 
(page 56), in which small gray spots are seen that aren’t there 
in the light. Attentional effects include change blindness 
(page 139), in which two alternating scenes appear  similar 
even though there are differences between them. Illusions of 
motion are those in which stationary stimuli are perceived as 
moving (page 178).

We will now describe some illusions of size—situations 
that lead us to misperceive the size of an object. We will see 
that some explanations of these illusions involve the connec-
tion we have described between the perception of size and the 
perception of depth. We will also see that some of the most 
familiar illusions have yet to be fully explained. A good exam-
ple of this situation is provided by the Müller-Lyer illusion.

The Müller-Lyer Illusion
In the Müller-Lyer illusion, the right vertical line in 
 Figure 10.36 appears to be longer than the left vertical line, 
even though they are both exactly the same length (measure 
them). A number of different explanations have been pro-
posed to explain this illusion. An infl uential early explana-
tion involves size–distance scaling.

Misapplied Size Constancy Scaling Why does the 
Müller-Lyer display cause a misperception of size? Rich-
ard Gregory (1966) explains the illusion on the basis of a 
mechanism he calls misapplied size constancy scaling. He 
points out that size constancy normally helps us maintain a 
stable perception of objects by taking distance into account 

Figure 10.34 The size of this wheel becomes apparent when it is 

compared to the person. If the wheel were seen in isolation, it would 

be diffi cult to know that it is so large.
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Figure 10.35 Two cylinders resting on a texture gradient. The fact 

that the bases of both cylinders cover the same portion of a paving 

stone indicates that the two cylinders are the same size.
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(as expressed in the size–distance scaling equation). Thus, 
size constancy scaling causes a 6-foot-tall person to appear 
6 feet tall no matter what his distance. Gregory proposes, 
however, that the very mechanisms that help us maintain 
stable perceptions in the three-dimensional world some-
times create illusions when applied to objects drawn on a 
two-dimensional surface.

We can see how misapplied size constancy scaling works 
by comparing the left and right lines in Figure 10.36 to the left 
and right lines that have been superimposed on the  corners 
in Figure 10.37. Both lines are the same size, but according to 
Gregory the lines appear to be at different distances because 
the fi ns on the right line in Figure 10.37 make this line look like 
part of an inside corner of a room, and the fi ns on the left line 
make this line look like part of a corner viewed from outside. 
Because inside corners appear to “recede” and outside corners 
“jut out,” our size–distance scaling mechanism treats the inside 
corner as if it is farther away, so the term D in the equation S = 
R × D is larger and this line therefore appears longer. (Remem-
ber that the retinal sizes, R, of the two lines are the same, so 
perceived size, S, is determined by the perceived distance, D.)

At this point, you could say that although the Müller-
Lyer fi gures may remind Gregory of inside and outside cor-
ners, they don’t look that way to you (or at least they didn’t 
until Gregory told you to see them that way). But according 
to Gregory, it is not necessary that you be consciously aware 
that these lines can represent three-dimensional structures; 
your perceptual system unconsciously takes the depth infor-
mation contained in the Müller-Lyer fi gures into account, 
and your size–distance scaling mechanism adjusts the per-
ceived sizes of the lines accordingly.

Gregory’s theory of visual illusions has not, however, 
gone unchallenged. For example, fi gures like the dumbbells in 

Figure 10.36 The Müller-Lyer illusion. Both lines are actually the 

same length. © Cengage Learning

Outside
corner

Inside
corner

Figure 10.37 According to Gregory (1966), the Müller-Lyer line on the left corresponds to an outside corner, and the line on the right corresponds 

to an inside corner. Note that the two vertical lines are the same length (measure them!).
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duplicate the illusion shown in Figure 10.39 with your books 
by using your ruler to make distances x and y equal. Then, 
notice how the distances actually appear. The fact that we can 
create the Müller-Lyer illusion by using three-dimensional 
stimuli such as these, along with demonstrations like the 
dumbbell in Figure 10.38, is diffi cult for Gregory’s theory 
to explain.

Conflicting Cues Theory R. H. Day (1989, 1990) has pro-
posed the conflicting cues theory, which states that our per-
ception of line length depends on two cues: (1) the actual 
length of the vertical lines, and (2) the overall length of the 
fi gure. According to Day, these two conflicting cues are inte-
grated to form a compromise perception of length. Because the 
overall length of the right fi gure in Figure 10.36 is larger due 
to its outward-oriented fi ns, the vertical line appears larger.

Another version of the Müller-Lyer illusion, shown in 
 Figure 10.40, results in the perception that the space between 
the dots is greater in the lower fi gure than in the upper 
 fi gure, even though the distances are actually the same. 
According to Day’s conflicting cues theory, the space in the 
lower  fi gure appears greater because the overall extent of 
the  fi gure is greater. Notice that conflicting cues theory can 
also be applied to the dumbbell display in Figure 10.38. Thus, 
although Gregory believes that depth information is involved 
in determining illusions, Day rejects this idea and proposes 
that cues for length are what is important. Let’s now look at 
some more examples of illusions and the mechanisms that 
have been proposed to explain them.

The Ponzo Illusion
In the Ponzo (or railroad track) illusion, shown in 
 Figure 10.41, both animals are the same size on the page, and 
so have the same visual angle, but the one on top appears 
longer.  According to Gregory’s misapplied scaling explana-
tion, the top animal appears bigger because of depth infor-
mation provided by the converging railroad tracks that make 

Figure 10.38, which contain no obvious perspective or depth, 
still result in an illusion. And Patricia DeLucia and Julian 
Hochberg (1985, 1986, 1991; Hochberg, 1987) have shown 
that the Müller-Lyer illusion occurs for a three-dimensional 
display like the one in Figure 10.39, in which it is obvious that 
the spaces between the two sets of fi ns are not at different 
depths. (Measure distances x and y to convince yourself that 
they are the same.) You can experience this effect for yourself 
by doing the following demonstration.

DEMONSTRATION

The Müller-Lyer Illusion With Books
Pick three books that are the same size and arrange two of them 

with their corners making a 90-degree angle and standing in 

 positions A and B, as shown in Figure 10.39. Then, without using 

a ruler, position the third book at position C, so that distance x 

 appears to be equal to distance y. Check your placement, look-

ing down at the books from the top and from other angles as well. 

When you are satisfi ed that distances x and y appear about equal, 

measure the distances with a ruler. How do they compare?

If you set distance y so that it was smaller than distance x, 
this is exactly the result you would expect from the two-
dimensional Müller-Lyer illusion, in which the distance 
between the outward-facing fi ns appears enlarged compared 
to the distance between the inward-facing fi ns. You can also 

Figure 10.38 The “dumbbell” version of the Müller-Lyer illusion. As 

in the original Müller-Lyer illusion, the two straight lines are actually the 

same length. © Cengage Learning

A

x y

CB

Figure 10.39 A three-dimensional Müller-Lyer illusion. The 2-foot-

high wooden “fi ns” stand on the fl oor. Although the distances x and y 

are the same, distance y appears larger, just as in the two-dimensional 

Müller-Lyer illusion. © Cengage Learning

(a)

(b)

Figure 10.40 An alternate version of the Müller-Lyer illusion. 

We perceive that the distance between the dots in (a) is less than 

the distance in (b), even though the distances are the same. (From 

Day, 1989.) © Cengage Learning
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one with the smaller visual angle as shorter. We can under-
stand why this occurs by returning to our size–distance scal-
ing equation, S = R × D. Because the perceived distance (D) 
is the same for the two women, but the size of the retinal 
image (R) is smaller for the woman on the left, her perceived 
size (S) is smaller. 

Another explanation for the Ames room is based not on 
size–distance scaling but on relative size. The relative size 
explanation states that our perception of the size of the two 
women is determined by how they fi ll the distance between 
the bottom and top of the room. Because the woman on the 
right fi lls the entire space and the woman on the left occupies 
only a little of it, we perceive the woman on the right as taller 
(Sedgwick, 2001).

the  top animal appear farther away. Thus, just as in the 
Müller-Lyer illusion, the scaling mechanism corrects for this 
apparently increased depth (even though there really isn’t 
any, because the illusion is on a flat page), and we perceive 
the top  animal to be larger. (Also see Prinzmetal et al., 2001; 
Shimamura & Prinzmetal, 1999, for another explanation of 
the Ponzo  illusion.) VL

The Ames Room
The Ames room causes two people of equal size to appear 
very different in size (Ittelson, 1952). In Figure 10.42, you 
can see that the woman on the right looks much taller than 
the woman on the left. This perception occurs even though 
both women are actually about the same height. The reason 
for this erroneous perception of size lies in the construction 
of the room. The shapes of the wall and the windows at the 
rear of the room make it look like a normal rectangular room 
when viewed from a particular observation point; however, as 
shown in the diagram in Figure 10.43, the Ames room is actu-
ally shaped so that the left corner of the room is almost twice 
as far from the observer as the right corner.

What’s happening in the Ames room? The construction 
of the room causes the woman on the left to have a much 
smaller visual angle than the one on the right. We think that 
we are looking into a normal rectangular room at two women 
who appear to be at the same distance, so we perceive the 

Figure 10.41 The Ponzo (or railroad track) illusion. The two animals 

are the same length on the page (measure them), but the upper one 

appears larger. Courtesy of Mary Bravo 
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Figure 10.42 The Ames room. Both women are actually the same 

height, but the woman on the right appears taller because of the 

distorted shape of the room. (The Exploratorium/S. Schwartzenberg.)
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Peephole

Twice as far from observer
as the woman on the right.

Figure 10.43 The Ames room, showing its true shape. The person 

on the left is actually almost twice as far away from the observer as 

the person on the right; however, when the room is viewed through the 

peephole, this difference in distance is not seen. In order for the room 

to look normal when viewed through the peephole, it is necessary to 

enlarge the left side of the room. © Cengage Learning
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The Moon Illusion
You may have noticed that when the moon is on the horizon, 
it appears much larger than when it is higher in the sky. This 
enlargement of the horizon moon compared to the elevated 
moon, shown in Figure 10.44, is called the moon illusion. 
When I discuss this in class, I fi rst explain that visual angles 
of the horizon moon and elevated moon are the same. This 
must be so because the moon’s physical size (2,200 miles in 
diameter) stays the same (obviously) and it remains the same 
distance from Earth (245,000 miles) throughout the night; 
therefore, the moon’s visual angle must be constant. (If you 
are still skeptical, photograph the horizon moon and the 
elevated moon with a digital camera. When you compare 
the two images, you will fi nd that the diameters in the result-
ing two pictures are identical. Or you can view the moon 
through a quarter-inch-diameter hole held at about arm’s 
length. For most people, the moon just fi ts inside this hole, 
wherever it is in the sky.)

Once students are convinced that the moon’s visual 
angle remains the same throughout the night, I ask why they 
think the moon appears larger on the horizon. One common 
response is “When the moon is on the horizon, it appears 
closer, and that is why it appears larger.” When I ask why it 
appears closer, I often receive the explanation “Because 
it appears larger.” But saying “It appears larger because it 
appears closer, and it appears closer because it appears larger” 
is clearly a case of circular reasoning that doesn’t really 
explain the moon illusion.

One explanation that isn’t circular is called the  apparent 
distance theory. This theory does take distance into 
account, but in a way opposite to our hypothetical  student’s 
 explanation. According to apparent distance theory, the 
moon on the horizon appears more distant because it is 
viewed across the fi lled space of the terrain, which contains 
depth information; but when the moon is higher in the sky, it 
appears less distant because it is viewed through empty space, 
which contains little depth information.

The idea that the horizon is perceived as farther away 
than the sky overhead is supported by the fact that when 
people estimate the distance to the horizon and the dis-
tance to the sky directly overhead, they report that the hori-
zon appears to be farther away. That is, the heavens appear 
“flattened” (Figure 10.45).

The key to the moon illusion, according to appar-
ent distance theory, is that the horizon moon and the ele-
vated  moon  have the same visual angle, but because the 
horizon moon is seen against the horizon, which appears 
farther than the zenith sky, it appears larger. This follows 
from the size–distance scaling equation, S = R × D. Retinal 
size, R, is the same for both locations of the moon (remember 
that the visual angle is always the same no matter where the 
moon appears in the sky), so the moon that appears farther 
away will appear larger. This is the principle we invoked in the 
Emmert’s law demonstration to explain why an afterimage 
appears larger if it is viewed against a faraway surface.

Just as the near and far afterimages in the Emmert’s law 
demonstration have the same visual angles, so do the hori-
zon and elevated moons. The afterimage that appears on the 
far wall simulates the horizon moon; the circle appears far-
ther away, so your size–distance scaling mechanism makes it 
appear larger. The afterimage that is viewed on a close sur-
face simulates the elevated moon; the circle appears closer, 

Figure 10.44 An artist’s conception of how the moon is perceived 

when it is on the horizon and when it is high in the sky. Note that 

the visual angle of the horizon moon is depicted as larger than the 

visual angle of the moon high in the sky. This is because the picture is 

simulating the illusion. In the environment, the visual angles of the two 

moons are the same. © Cengage Learning

“Flattened heavens”
Elevated moon

Horizon moon

Same visual angle

H

Figure 10.45 When observers are 

asked to consider the sky as a surface 

and to compare the distance to the 

horizon (H) and the distance to the top 

of the sky on a clear moonless night, 

they usually say that the horizon appears 

farther away. This results in the “fl attened 

heavens” shown here. © Cengage Learning
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so your scaling mechanism makes it appear smaller (King & 
Gruber, 1962).

Lloyd Kaufman and Irvin Rock (1962a, 1962b) have done 
a number of experiments that support the apparent distance 
theory. In one of their experiments, they showed that when 
the horizon moon was viewed over the terrain, which made 
it seem farther away, it appeared 1.3 times larger than the 
elevated moon; however, when the terrain was masked off so 
that the horizon moon was viewed through a hole in a sheet 
of cardboard, the illusion vanished (Kaufman & Rock, 1962a, 
1962b; Rock & Kaufman, 1962).

Some researchers, however, are skeptical of the appar-
ent distance theory. They question the idea that the horizon 
moon appears farther, as shown in the flattened heavens 
effect in Figure 10.45, because some observers see the hori-
zon moon as floating in space in front of the sky (Plug & 
Ross, 1994).

Another theory of the moon illusion is the angular size 
contrast theory, which states that the moon appears smaller 
when it is surrounded by larger objects. Thus, when the moon 
is elevated, the large expanse of sky surrounding it makes it 
appear smaller. However, when the moon is on the horizon, 
less sky surrounds it, so it appears larger (Baird et al., 1990).

Even though scientists have been proposing theories 
to explain the moon illusion for hundreds of years, there is 
still no agreement on an explanation (Hershenson, 1989). 
Apparently a number of factors are involved, in addition to 
the ones we have considered here, including atmospheric per-
spective (looking through haze on the horizon can increase 
size perception), color (redness increases perceived size), and 
oculomotor factors (convergence of the eyes, which tends to 
occur when we look toward the horizon and can cause an 
increase in perceived size; Plug & Ross, 1994). Just as many 
different sources of depth information work together to cre-
ate our impression of depth, many different factors may work 
together to create the moon illusion, and perhaps the other 
illusions as well.

SOMETHING TO CONSIDER:

Depth Information Across 
Species

Humans make use of a number of different sources of depth 
information in the environment. But what about other 
species? Many animals have excellent depth perception. 
Cats leap on their prey; monkeys swing from one branch 
to the next; and a male housefly maintains a constant dis-
tance of about 10 cm as it follows a flying female. There is 
no doubt that many animals are able to judge distances in 
their environment, but what depth information do they use? 
 Considering the information used by different animals, we 
fi nd that  animals use the entire range of cues described in 
this chapter. Some animals use many cues, and others rely 
on just one or two.

To make use of binocular disparity, an animal must 
have eyes that have overlapping visual fi elds. Thus, animals 
such as cats, monkeys, and humans that have frontal eyes 
( Figure  10.46a), which result in overlapping fi elds of view, 
can use disparity to perceive depth. Animals with lateral 
eyes, such as the rabbit (Figure 10.46b), do not have over-
lapping visual fi elds and therefore cannot use disparity to 
perceive depth. Note, however, that in sacrifi cing binocular 
disparity, animals with lateral eyes gain a wider fi eld of view— 
something that is extremely important for animals that need 
to constantly be on the lookout for predators.

The pigeon is an example of an animal with lateral eyes 
that are placed so that the visual fi elds of the left and right 
eyes overlap only in a 35-degree area surrounding the pigeon’s 
beak. This overlapping area, however, happens to be exactly 
where pieces of grain would be located when the pigeon is 
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Figure 10.46 (a) Frontal eyes, such as those of the cat, have 

overlapping fi elds of view that provide good depth perception. 

(b) Lateral eyes, such as those of the rabbit, provide a panoramic view 

but poorer depth perception.
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pecking at them, and psychophysical experiments have 
shown that the pigeon does have a small area of  binocular 
depth perception right in front of its beak (McFadden, 1987; 
McFadden & Wild, 1986).

Movement parallax is probably insects’ most important 
method of judging distance, and they use it in a number of 
different ways (Collett, 1978; Srinivasan & Venkatesh, 1997). 
For example, the locust uses a “peering” response—moving 
its body from side to side to create movement of its head—
as it observes potential prey. T. S. Collett (1978) measured 
a locust’s “peering amplitude”—the distance of this side-
to-side sway—as it observed prey at different distances, and 
found that the locust swayed more when targets were far-
ther away. Since more distant objects move less across the 
retina than nearer objects for a given amount of observer 
 movement  (Figure 10.10), a larger sway would be needed to 
cause the  image of a far object to move the same distance 
across the retina as the image of a near object. The locust may 
therefore be judging distance by noting how much sway is 
needed to cause the image to move a certain distance across 
its retina (also see Sobel, 1990).

These examples show how depth can be determined from 
different sources of information in light. But bats, some of 
which are blind to light, use a form of energy we usually asso-
ciate with sound to sense depth. Bats sense objects by using 
a method similar to the sonar system used in World War II 
to detect underwater objects such as submarines and mines. 
Sonar, which stands for sound navigation and ranging, 
works by sending out pulses of sound and using informa-
tion contained in the echoes of this sound to determine the 
location of objects. Donald Griffi n (1944) coined the term 
 echolocation to describe the biological sonar system used by 
bats to avoid objects in the dark.

Bats emit pulsed sounds that are far above the upper 
limit of human hearing, and they sense objects’ distances by 
noting the interval between when they send out the pulse 
and when they receive the echo (Figure 10.47). Since they use 
sound echoes to sense objects, they can avoid obstacles even 
when it is totally dark (Suga, 1990). Although we don’t have 
any way of knowing what the bat experiences when these 

(a) (b) (c)

Figure 10.47 When a bat sends out its pulses, it receives echoes 

from a number of objects in the environment. This fi gure shows the 

echoes received by the bat from (a) a nearby moth; (b) a tree located 

about 2 meters away; and (c) a house located about 4 meters away. 

The echoes from more distant objects take longer to return. The bat 

locates the positions of objects in the environment by sensing how 

long it takes the echoes to return. © Cengage Learning

echoes return, we do know that the timing of these echoes 
provides the information the bat needs to locate objects in 
its environment. (Also see von der Emde et al., 1998, for a 
description of how electric fi sh sense depth based on “elec-
trolocation.”) From these examples, we can see that animals 
use a number of different types of information to determine 
depth, with the type of information used depending on the 
animal’s specifi c needs and on its anatomy and physiological 
makeup.

At what age are infants able to use different kinds of depth 
information? The answer to this question is that different 
types of information become operative at different times. 
Binocular disparity becomes functional early, and pictorial 
depth cues become functional later.

Using Binocular Disparity
One requirement for the operation of binocular disparity is 
that the eyes must be able to binocularly fi xate, so that the 
two eyes are both looking directly at the object and the two 

foveas are directed to exactly the same place. Newborns have 
only a rudimentary, imprecise ability to fi xate binocularly, 
especially on objects that are changing in depth (Slater & 
Findlay, 1975).

Richard Aslin (1977) determined when binocular fi xa-
tion develops by making some simple observations. He fi lmed 
infants’ eyes while he moved a target back and forth between 12 
cm and 57 cm from the infant. When the infant is directing both 
eyes at a target, the eyes should diverge (rotate outward) as the 
target moves away and should converge (rotate inward) as the 
target moves closer. Aslin’s fi lms indicate that although some 
divergence and convergence do occur in 1- and 2-month-old 
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infants, these eye movements do not reliably direct both eyes 
toward the target until about 3 months of age.

Although binocular fi xation may be present by 3 months 
of age, this does not guarantee that the infant can use the 
resulting disparity information to perceive depth. To deter-
mine when infants can use this information to perceive 
depth, Robert Fox and coworkers (1980) presented random-
dot stereograms to infants ranging in age from 2 to 6 months 
(see page 242 to review random-dot stereograms).

The beauty of random-dot stereograms is that the binoc-
ular disparity information in the stereograms results in stere-
opsis. This occurs only (1) if the stereogram is observed with 
a device that presents one picture to the left eye and the other 
picture to the right eye and (2) if the observer’s visual sys-
tem can convert this disparity information into the percep-
tion of depth. Thus, if we present a random-dot stereogram 
to an infant whose visual system cannot yet use disparity 
 information, all he or she sees is a random collection of dots.

In Fox’s experiment, an infant wearing special viewing 
glasses was seated in his or her mother’s lap in front of a tele-
vision screen (Figure 10.48). The child viewed a random-dot 
stereogram that appeared, to an observer sensitive to disparity 
information, as a rectangle-in-depth, moving either to the left 
or to the right. Fox’s premise was that an infant sensitive to dis-
parity will move his or her eyes to follow the moving rectangle. 
He found that infants younger than about 3 months of age 
would not follow the rectangle, but that infants between 3 and 6 
months of age would follow it. He therefore concluded that the 
ability to use disparity information to perceive depth emerges 
sometime between 3½ and 6 months of age. This time for the 
emergence of binocular depth perception has been confi rmed 
by other research using a variety of different methods (Held, 
Birch, & Gwiazda, 1980; Shimojo et al., 1986; Teller, 1997).

Another type of depth information is provided by picto-
rial cues. These cues develop later than disparity, presumably 

because they depend on experience with the environment and 
the development of cognitive capabilities. In general, infants 
begin to use pictorial cues such as overlap, familiar size, rela-
tive size, shading, linear perspective, and texture gradients 
sometime between about 5 and 7 months of age (Kavšek, 
Granrud, & Yonas (2009); Yonas et al., 1982). We will describe 
research on two of these cues: familiar size and cast shadows.

Depth From Familiar Size
Granrud, Haake, and Yonas (1985) conducted a two-part 
experiment to see whether infants can use their knowledge of 
the sizes of objects to help them perceive depth. In the famil-
iarization period, 5- and 7-month-old infants played with a pair 
of wooden objects for 10 minutes. One of these objects was 
large (Figure 10.49a), and one was small (Figure 10.49b). In the 
test period, which occurred about a minute after the familiar-
ization period, objects (c) and (d) were presented at the same 
distance from the infant. The prediction was that infants sen-
sitive to familiar size would perceive the object at (c) to be 
closer if they remembered, from the familiarization period, 
that this shape was smaller than the other one. In other 
words, if the infant remembered the green object as being 
small, then seeing it as big in their fi eld of view could lead 
the infant to think it was the same small object, but located 
much closer. How can we determine whether an infant per-
ceives one object as closer than another? The  most widely 
used method is observing an infant’s reaching  behavior.

METHOD

Preferential Reaching
The preferential reaching procedure is based on observations that 

infants as young as 2 months old will reach for nearby objects 

and that 5-month-old infants are extremely likely to reach for an 

object that is placed within their reach and unlikely to reach for an 

Figure 10.48 The setup used by Fox et al. (1980) to test infants’ 

ability to use binocular disparity information. If the infant can use 

disparity information to see depth, he or she sees a rectangle moving 

back and forth in front of the screen. Adapted from “Assessment of Stereopsis in Human 

Infants,” by S. L. Shea, R. Fox, R. Aslin, & S. T. Dumais, 1980, Investigative Ophthalmology and Visual Science, 19, 

1440–1404, fi gure 1. Copyright © 1980, with permission from Elsevier.
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that the object on the right appears nearer than the object on 
the left. When the infants viewed this display monocularly (to 
eliminate binocular depth information that would indicate 
that the objects were actually fl at), the 5-month-old infants 
reached for both the right and left objects on 50 percent of 
the trials, indicating no preference for the right object. How-
ever, the 7-month-old infants reached for the right object on 
59 percent of the trials. Yonas and Granrud concluded from 
this result that 7-month-old infants perceive depth informa-
tion provided by cast shadows.

This fi nding fi ts with other research that indicates that 
sensitivity to pictorial depth cues develops between 5 and 
7 months. But what makes these results especially interest-
ing is that they imply that the infants were able to tell that the 
dark areas under the toy were shadows and not dark markings 
on the wall. It is likely that this ability, like the other pictorial 
depth cues, is based largely on learning from interacting with 
objects in the environment. In this case, infants need to know 
something about shadows, including an understanding that 
most light comes from above (see page 111). VL

TEST YOURSELF 10.2

1. Describe the Holway and Boring experiment. What do the 

results of this experiment tell us about how size perception is 

influenced by depth perception?

2. What are some examples of situations in which our perception 

of an object’s size is determined by the object’s visual angle? 

Under what conditions does this occur?

3. What is size constancy, and under what conditions does it occur?

4. What is size–distance scaling? How does it explain size 

 constancy?

5. Describe two types of information (other than depth) that can 

influence our perception of size.

6. Describe how illusions of size, such as the Müller-Lyer illusion, 

the Ponzo illusion, the Ames room, and the moon illusion, can 

be explained in terms of size–distance scaling.

object that is beyond their reach (Yonas & Hartman, 1993). Infant’s 

sensitivity to depth has therefore been measured by presenting 

two objects side by side. As with the preferential looking proce-

dure (Chapter 2, page 46), the left–right position of the objects 

is changed across trials. The ability to perceive depth is inferred 

when the infant consistently reaches more for the object that con-

tains information indicating it is closer. When a real depth differ-

ence is presented, infants use binocular information and reach for 

the closer object almost 100 percent of the time. To test infants’ 

use of pictorial depth information only, an eye patch is placed on 

one eye (this eliminates the availability of binocular information, 

which overrides pictorial depth cues). If infants are sensitive to the 

pictorial depth information, they reach for the apparently closer 

object approximately 60 percent of the time.

When Granrud and coworkers presented the objects to 
infants, 7-month-old infants reached for object (c), as would 
be predicted if they perceived it as being closer than object (d). 
The 5-month-olds, however, did not reach for object (c), which 
indicated that these infants did not use familiar size as informa-
tion for depth. Thus, the ability to use familiar size to perceive 
depth appears to develop sometime between 5 and 7 months.

This experiment is interesting not only because it indi-
cates when the ability to use familiar size develops, but also 
because the infant’s response in the test phase depends on 
a cognitive ability—the ability to remember the sizes of the 
objects that he or she played with in the familiarization 
phase. The 7-month-old infant’s depth response in this situ-
ation is therefore based on both what is perceived and what 
is remembered.

Depth From Cast Shadows
We know that shadows provide information indicating 
an object’s position relative to a surface, as occurred in 
Figure  10.8. To determine when this ability is present in 
infants, Albert Yonas and Carl Granrud (2006) presented 
5- and 7-month-old infants with a display like the one in 
 Figure  10.50. Adults and older children consistently report 

Figure 10.50 Stimuli presented to 5- and 7-month-

old children in Yonas and Granrud’s (2006) cast shadow 

experiment. From Yonas, A., & Granrud, C. E. (2006). Infants’ perception of depth from cast 

shadows. Perception and Psychophysics, 68, 154–160. Reproduced by permission.
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8. Describe experiments that showed when infants can perceive 

depth using binocular disparity and using pictorial (monocular) 

cues. Which develops fi rst? What methods were used?

7. What are some problems with the size–distance scaling expla-

nation of (a) the Müller-Lyer illusion and (b) the moon illusion? 

What alternative explanations have been proposed?

THINK ABOUT IT

 1. One of the triumphs of art is creating the impression of 
depth on a two-dimensional canvas. Go to a museum or 
look at pictures in an art book, and identify the depth 
information that helps increase the perception of depth 
in these pictures. You may also notice that you perceive 
less depth in some pictures, especially abstract ones. In 
fact, some artists purposely create pictures that are per-
ceived as “flat.” What steps do these artists have to take 
to  accomplish this? (p. 231)

 2. Texture gradients are said to provide information for 
depth perception because elements in a scene become 
more densely packed as distance increases. The exam-
ples of texture gradients in Figures 10.4 and 10.7 con-
tain regularly spaced elements that extend over large 
distances. But regularly spaced elements are more the 

exception than the rule in the environment. Make an 
informal survey of your environment, both inside and 
outside, and decide (a) whether texture gradients are 
present in your environment and (b) if you think the 
principle behind texture gradients could contribute to 
the perception of depth even if the texture information 
in the e nvironment is not as obvious as the examples in 
this chapter. (p. 233)

 3. How could you determine the contribution of binocular 
vision to depth perception? One way would be to close 
one eye and notice how this affects your perception. Try 
this, and describe any changes you notice. Then devise 
a way to quantitatively measure the accuracy of depth 
perception that is possible with two-eyed and one-eyed 
vision. (p. 236)

KEY TERMS

Absolute disparity (p. 237)
Accretion (p. 232)
Active method (3-D TV) (p. 239)
Ames room (p. 251)
Angle of disparity (p. 237)
Angular size contrast theory (p. 253)
Apparent distance theory (p. 252)
Atmospheric perspective (p. 230)
Binocular depth cell (p. 241)
Binocular disparity (p. 236)
Binocularly fi xate (p. 254)
Conflicting cues theory (p. 250)
Correspondence problem (p. 241)
Corresponding retinal points (p. 236)
Cue approach to depth perception 

(p. 228)
Deletion (p. 232)
Disparity-selective cell (p. 241)

Disparity tuning curve (p. 241)
Echolocation (p. 254)
Emmert’s law (p. 247)
Familiar size (p. 230)
Frontal eyes (p. 253)
Horopter (p. 237)
Lateral eyes (p. 253)
Lenticular projection (p. 240)
Misapplied size constancy scaling 

(p. 248)
Monocular cue (p. 228)
Moon illusion (p. 252)
Motion parallax (p. 232)
Müller-Lyer illusion (p. 248)
Noncorresponding points (p. 237)
Occlusion (p. 228)
Oculomotor cue (p. 228)
Passive method (3-D TV) (p. 239)

Perspective convergence (p. 230)
Pictorial cue (p. 229)
Ponzo illusion (p. 250)
Random-dot stereogram (p. 240)
Relative disparity (p. 238)
Relative height (p. 229)
Relative size (p. 229)
Size constancy (p. 246)
Size–distance scaling (p. 247)
Stereopsis (p. 238)
Stereoscope (p. 238)
Stereoscopic depth perception 

(p. 234)
Stereoscopic vision (p. 234)
Strabismus (p. 235)
Texture gradient (p. 231)
Visual angle (p. 244)
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MEDIA RESOURCES

CourseMate 

Go to CengageBrain.com to access Psychology CourseMate, 
where you will fi nd the Virtual Labs plus an interactive  eBook, 
fl ashcards, quizzes, videos, and more.

Virtual Labs VL

The Virtual Labs are designed to help you get the most out 
of this course. The Virtual Lab icons direct you to specifi c 
media demonstrations and experiments designed to help 
you visualize what you are reading about. The numbers 
 below  indicate the number of the Virtual Lab you can access 
through  Psychology CourseMate.

10.1 Convergence (p. 228) 
Description of how the eyes converge when looking at near 
objects.

10.2 Shape From Shading (p. 232) 
Description of how shading facilitates perception for a three-
dimensional object.

10.3 Ball in a Box (p. 232)
Computer animation showing how shadows affect percep-
tion of the location of a ball rolling in a box. (Courtesy of 
Daniel Kersten)

10.4 Illusory Motion in Depth (p. 232)
How a moving shadow can make a square appear to move in 
depth. (Courtesy of Daniel Kersten)

10.5 Size Perception and Depth (p. 251) 
How perspective cues infl uence size perception.

10.6 Size Constancy in Infants (p. 256)
Albert Yonas’s research on depth perception in infants.
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Some Questions We Will Consider:

■  If a tree falls in the forest and no one is there to hear it, is there 

a sound? (p. 262)

■  How do sound vibrations inside the ear lead to the perception 

of different pitches? (p. 280)

■  How can sound damage the auditory receptors? (p. 282)

A student in my class wrote the following about the 
 importance of hearing in her life:

Hearing has an extremely important function 
in my life. I was born legally blind, so although I 
can see, my vision is highly impaired and is not 
 correctable. Even though I am not usually shy 
or embarrassed, sometimes I do not want to call 
 attention to myself and my disability. .  .  . There are 
many methods that I can use to improve my sight 
in class, like sitting close to the board or copy-
ing from a friend, but sometimes these things are 
 impossible. Then I use my hearing to take notes. .  .  . 
My hearing is very strong. While I do not need my 
hearing to identify people who are very close to 
me, it is defi nitely  necessary when someone is call-
ing my name from a distance. I can recognize their 
voice, even if I cannot see them. (Jill Robbins)

CHAPTER CONTENTS

The Perceptual Process for Hearing

Physical Aspects of Sound
Sound as Pressure Changes
Pure Tones
Complex Tones and Frequency Spectra

Perceptual Aspects of Sound
Thresholds and Loudness
Pitch
Timbre

From Pressure Changes to Electricity
The Outer Ear
The Middle Ear
The Inner Ear

Vibration of the Basilar Membrane
Békésy Discovers How the Basilar Membrane Vibrates
Evidence for Place Theory
A Practical Application
Updating Békésy: The Cochlear Amplifi er
Complex Tones and Vibration of the Basilar Membrane

The Physiology of Pitch Perception
Pitch and the Ear
Pitch and the Brain

SOMETHING TO CONSIDER: How to Damage Your 
Hair Cells

Presbycusis
Noise-Induced Hearing Loss

C H A P T E R  1 1

Hearing

▲  This is a picture of the cochlea of a guinea pig. The cochlea 

is the structure within the ear that contains the hair cells, which 

are the receptors for hearing. These hair cells, which are shown 

in green on the spiral, bend in response to the small pressure 

changes associated with sound stimuli. This bending  generates 

electrical signals that are sent in nerve fibers, shown in red, 

to the auditory nerve, where they begin their journey to the 

a uditory areas of the brain.

VL

DEVELOPMENTAL DIMENSION: Infant Hearing
Thresholds and the Audibility Curve
Recognizing Their Mother’s Voice

Think About It

The Virtual Lab icons direct you to specific anima-

tions and videos designed to help you visualize what 

you are reading about. Virtual Labs are listed at the end 

of the chapter, keyed to the page on which they appear, 

and can be accessed through Psychology CourseMate.

by Bruce Goldstein and Christopher Plack
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The following statement illustrates another student’s 
 reaction to temporarily losing her ability to hear.

In an experiment I did for my sign language class, I 
bandaged up my ears so I couldn’t hear a sound. 
I had a signing interpreter with me to translate 
s poken language. The two hours that I was “deaf” 
gave me a great appreciation for deaf people and 
their culture. I found it extremely diffi cult to 
 communicate, because even though I could read the 
signing, I couldn’t keep up with the pace of the con-
versation. .  .  . Also, it was u ncomfortable for me to 
be in that much silence. K nowing what a crowded 
cafeteria sounds like and not  being able to hear the 
background noise was an  uncomfortable feeling. 
I couldn’t hear the buzzing of the  fl uorescent light, 
the murmur of the crowd, or the  slurping of my 
friend’s Coke (which I usually object to, but which 
I missed when I couldn’t hear it). I saw a man drop 
his tray, and I heard nothing. I could handle the 
signing, but not the silence. (Eileen Lusk)

You don’t have to bandage up your ears for two hours 
to appreciate what hearing adds to your life. Just close your 
eyes for a few minutes and notice what sounds you hear. You 
may fi nd that by listening closely, you become aware of many 
events that without hearing you would not be aware of at all. 
For example, in my offi ce in the psychology department, I 
hear things that I would be unaware of if I had to rely only 
on my sense of vision: people talking in the hall; a car passing 
by on the street below; an ambulance, siren blaring, heading 
up the hill toward the h ospital. If it weren’t for hearing, my 
world at this particular moment would be limited to what I 
can see in my offi ce and the scene directly outside my window. 
Although the silence might make it easier to concentrate on 
writing this book, without hearing I would be unaware of 
many of the events in my environment.

Our ability to hear events that we can’t see serves an 
important signaling function for both animals and humans. 
For an animal living in the forest, the rustle of leaves or the 
snap of a twig may signal the approach of a predator. For 
humans, hearing provides signals such as the warning sound 
of a smoke alarm or an ambulance siren, the distinctive high-
pitched cry of a baby who is distressed, or telltale noises that 
indicate problems in a car engine.

But hearing has other functions, too. Ask yourself: If you 
had to pick between losing hearing or vision, which would 
you choose? Two of the strongest arguments for keeping hearing 
instead of vision are music and speech. Many people wouldn’t 
want to give up hearing because of the pleasure they derive from 
listening to music, and they also realize that speech is important 
because it facilitates communication between people.

Helen Keller, who was both deaf and blind, stated that 
she felt being deaf was worse than being blind because 
 blindness isolated her from things, but deafness isolated her 
from p eople. Being unable to hear people talking creates an 
isolation that makes it diffi cult to relate to people who can 
hear and sometimes makes it diffi cult even to know what is 

going on. To appreciate this last point, try watching a dra-
matic program on television with the sound turned off. You 
may be surprised at how little, beyond physical actions and 
perhaps some intense emotions, you can understand about 
the story.

So, sound provides useful information while at the same 
time adding a richness to our experience. But what exactly 
is sound, and how does it result in experience? The starting 
point for answering that question is the perceptual process 
that we introduced in Chapter 1.

The Perceptual Process 
for Hearing

The fi rst step in the perceptual process for hearing is to iden-
tify the environmental stimulus. The environmental stimu-
lus for vision was a tree, which our observer was able to see 
because light was refl ected from the tree into his eyes. Infor-
mation about the tree, transmitted by the light, then created 
a representation on the visual receptors.

But what happens when a bird, perched on the tree, sings? 
The action of the bird’s vocal organ is transformed into a 
sound stimulus—pressure changes in the air. These pressure 
changes trigger a sequence of events that results in a represen-
tation of the bird’s song within the ears, neural signals are sent 
to the brain, and these signals eventually lead to perception of 
the bird’s song.

The road from vibration of the bird’s vocal organ to 
a listener’s perception of the bird’s song is a long, complex 
one. We will describe this process as a story with a number of 
chapters. The main characters in the story are the stimuli for 
hearing—air pressure changes in the environment—and the 
structures that receive these stimuli— receptors within the ear.

We will see that sound stimuli can be simple repeat-
ing pressure changes, like those often used in laboratory 
research, or more complex pressure changes such as those 
produced by musical instruments or a person talking. The 
properties of these air pressure changes are translated into 
various perceptions, including whether a sound can be 
heard or not, whether it sounds soft or loud, low-pitched 
or high-pitched. Once we have described sound stimuli 
and their perceptual effects, we will be ready to begin 
 describing the drama that unfolds as sound enters the ear. 
But fi rst let’s set the stage by describing sound stimuli and 
their effects.

Physical Aspects of Sound

The fi rst step in understanding hearing is to defi ne what we 
mean by sound and to describe the characteristics of sound. 
One way to answer the question “What is sound?” is to con-
sider the following question: If a tree falls in the forest and no one 
is there to hear it, is there a sound?
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This question is useful because it shows that we can use 
the word sound in two different ways. Sometimes sound refers 
to a physical stimulus, and sometimes it refers to a perceptual 
response. The answer to the question about the tree depends 
on which of the following defi nitions of sound we use.

 ■  Physical defi nition: Sound is pressure changes in the air or 
other medium.

 ■  Perceptual defi nition: Sound is the experience we have 
when we hear.

The answer to the question is “yes” if we are using the phys-
ical defi nition, because the falling tree causes pressure changes 
whether or not someone is there to hear them. The answer to 
the question is “no” if we are using the perceptual defi nition, 
because if no one is in the forest, there will be no experience.

This difference between physical and perceptual is impor-
tant to be aware of as we discuss hearing in this chapter and the 
next two. Luckily, it is usually easy to tell from the context in 
which the terms are used whether “sound” refers to the physi-
cal stimulus or to the experience of hearing. For example, “the 
piercing sound of the trumpet fi lled the room” refers to the 
experience of sound, but “the sound had a frequency of 1,000 Hz” 
refers to sound as a physical stimulus. In general, we will use the 
term “sound” or “sound stimulus” to refer to the physical 
stimulus and “sound perception” to refer to the experience of 
sound. We begin by describing sound as a  physical stimulus.

Sound as Pressure Changes
A sound stimulus occurs when the movements or vibrations 
of an object cause pressure changes in air, water, or any other 
elastic medium that surrounds the object. Let’s begin by con-
sidering a loudspeaker, which is really a device for producing 
vibrations to be transmitted to the surrounding air. People 
have been known to turn up the volume on their stereos so 
high that vibrations can be felt through a neighbor’s wall, but 
even at lower levels, the vibrations are there.

The speaker’s vibrations affect the surrounding air, as 
shown in Figure 11.1a. When the diaphragm of the speaker 
moves out, it pushes the surrounding air molecules together, a 
process called condensation, which causes a slight increase in the 
density of molecules near the diaphragm. This increased den-
sity results in a local increase in the air pressure above atmo-
spheric pressure. When the speaker diaphragm moves back in, 
air molecules spread out to fi ll in the increased space, a process 
called rarefaction. The decreased density of air molecules caused 
by rarefaction causes a slight decrease in air pressure. By 
repeating this process many hundreds or thousands of times a 
second, the speaker creates a pattern of alternating high- and 
low-pressure regions in the air as neighboring air molecules 
affect each other. This pattern of air pressure changes, which 
travels through air at 340 meters per second (and through 
water at 1,500 meters per second), is called a sound wave.

You might get the impression from Figure 11.1a that 
this traveling sound wave causes air to move outward from 
the speaker into the environment. However, although 
air pressure changes move outward from the speaker, the air 
molecules at each location move back and forth but stay in 
about the same place. What is transmitted is the pattern of 
increases and decreases in pressure that eventually reach the 
listener’s ear. What is actually happening is analogous to 
the ripples created by a pebble dropped into a still pool of 
water ( Figure 11.1b). As the ripples move outward from the 
pebble, the water at any particular place moves up and down. 
The fact that the water does not move forward becomes 
obvious when you realize that the ripples would cause a toy 
boat to bob up and down—not to move outward.

Pure Tones
To describe the pressure changes associated with sound, we 
will fi rst focus on a simple kind of sound wave called a pure 
tone. A pure tone occurs when changes in air pressure occur 
in a pattern described by a mathematical function called 

(a)

Increase in pressure
(condensation)

Decrease in pressure
(rarefaction)

(b)

Figure 11.1 (a) The effect of a vibrating speaker 

diaphragm on the surrounding air. Dark areas represent 

regions of high air pressure, and light areas represent 

areas of low air pressure. (b) When a pebble is dropped 

into still water, the resulting ripples appear to move 

outward. However, the water is actually moving up and 

down, as indicated by movement of the boat. A similar 

situation exists for the sound waves produced by the 

speaker in (a). © Cengage Learning
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a sine wave, as shown in Figure 11.2. Tones with this pattern of 
pressure changes are occasionally found in the environment. 
A person whistling or the high-pitched notes produced by a 
fl ute are close to pure tones. Tuning forks, which are designed 
to vibrate with a sine-wave motion, also produce pure tones. 
For laboratory studies of hearing, computers generate pure 
tones that cause a speaker diaphragm to vibrate in and out 
with a sine-wave motion. This vibration can be described by 
noting its frequency—the number of cycles per second that 
the pressure changes repeat—and its amplitude—the size 
of the pressure change.

Sound Frequency Frequency, the number of cycles per 
second that the change in pressure repeats, is measured in 
units called hertz (Hz), in which 1 Hz is 1 cycle per second. 
Thus, the middle stimulus in Figure 11.3, which repeats fi ve 
times in 1/100 second, would be a 500-Hz tone. As we will see, 
humans can perceive frequencies ranging from about 20 Hz 
to 20,000 Hz. (When we discuss how frequency is perceived, 
later in the chapter, we will see that higher frequencies are 
usually associated with higher pitches.)

Sound Amplitude and the Decibel Scale One way to spec-
ify a sound’s amplitude would be to indicate the difference 
in pressure between the high and low peaks of the sound 
wave. Figure 11.4 shows three pure tones with different 
 amplitudes.

The range of amplitudes we can encounter in the envi-
ronment is extremely large, as shown in Table 11.1, which 
indicates the relative amplitudes of environmental sounds, 
ranging from a whisper to a jet taking off. (When we discuss 
how amplitude is perceived, later in the chapter, we will see 
that the amplitude of a sound wave is associated with the 
loudness of a sound.)

We can dramatize the size of the range of amplitudes as 
follows: If the pressure change plotted in the middle record 
of Figure 11.4, in which the sine wave is about ½-inch high on 
the page, represented the amplitude associated with a sound 
that we can just barely hear, like a whisper, then to plot the 
graph for a very loud sound, such as music at a rock concert, 
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Decreased
pressure
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Figure 11.2 (a) Plot of sine-wave pressure changes for a pure tone. 

(b) Pressure changes are indicated, as in Figure 11.1, by darkening 

(pressure increased relative to atmospheric pressure) and lightening 

(pressure decreased relative to atmospheric pressure). © Cengage Learning
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Figure 11.3 Three different frequencies of a pure tone. Higher 

frequencies are associated with the perception of higher pitches. 
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you would need to make the sine wave several miles high! 
Since this is somewhat impractical, auditory researchers 
have devised a unit of sound called the decibel (dB), which  
converts this large range of sound pressures into a more 
m anageable scale.

METHOD

Using Decibels to Shrink Large Ranges of Pressures
The following equation is used for transforming sound pressure 

level into decibels:

dB = 20 × logarithm (p/po)

The key term in this equation is “logarithm.” Logarithms are often 

used in situations in which there are extremely large ranges. One 

example of a large range is provided by a classic animated fi lm 

by Charles Eames (1977) called Powers of Ten. The fi rst scene 

shows a person lying on a picnic blanket on a beach. The camera 

then zooms out, as if the person were being fi lmed from a space-

ship taking off. The rate of zoom increases by a factor of 10 every 

10 seconds, so the “spaceship’s” speed and view increase 

extremely rapidly. From the 10 × 10 meter scene showing the 

man on the blanket the scene becomes 100 on a side, so Lake 

 Michigan becomes visible, and as the camera speeds away at 

faster and faster rates, it reaches 10,000,000 meters, so the Earth 

is visible, and eventually 1,000 million million meters near the edge 

of the Milky Way. (The fi lm actually continues to zoom out, until 

reaching the outer limits of the Universe. But we will stop here!)

When numbers become this huge, they become diffi cult 

to deal with, especially if they need to be plotted on a graph. 

 Logarithms come to the rescue by converting numbers into 

 exponents or powers. The logarithm of a number is the expo-

nent to which the base, which is 10 for common logarithms, 

has to be raised to  produce that number.1 This is illustrated 

1Other bases are used for different applications. For example, logarithms to the 
base 2, called binary logarithms, are used in computer science.

in Table 11.2. The logarithm of 10 is 1 because the base, 10, 

has to be raised to the fi rst power to equal 10. The loga-

rithm of 100 is 2 because 10 has to be raised to the second 

power to equal 100. The main thing to take away from this 

table is that m ultiplying a number by 10  corresponds to an 

increase of just 1 log unit. A log scale,  therefore, converts a 

huge and u nmanageable range of numbers to a smaller range 

that is  easier to deal with. Thus the increase in size from 1 to 

1,000  million m illion that  occurs as Charles Eames’s spaceship 

zooms out to the edge of the Milky Way is converted into a more 

manageable scale of 14 log units. The range of sound pressures 

encountered in the e nvironment, while not as  astronomical as 

the range in Eames’s fi lm, ranges from 1 to 10,000,000, which in 

 powers of 10 is a range of 7 log units.

Let’s now return to our equation, dB = 20 × logarithm ( p/po). 

According to this equation, decibels are 20 times the logarithm 

of a ratio of two pressures: p, the pressure of the sound we 

are considering; and po, the reference pressure, usually set at 

20  micropascals, which is the pressure near hearing threshold 

for a 1,000-Hz tone. Let’s consider this calculation for two sound 

pressures.

If the sound pressure, p, is 2,000 micropascals, then

dB = 20 × log(2,000/20) = 20 × log 100

The log of 100 is 2, so

dB = 20 × 2 = 40

If the sound pressure, p, is 20,000 micropascals, then

dB = 20 × log(20,000/20) = 20 × log 1,000

The log of 1,000 is 3, so

dB = 20 × 3 = 60

Notice that multiplying sound pressure by 10 causes an 

 increase of 20 decibels. Thus, looking back at Table 11.1, we can 

see that when the sound pressure increases from 1 to 10,000,000, 

the decibels increase only from 0 to 140. This means that we don’t 

have to deal with graphs that are several miles high!

When specifying the sound pressure in decibels, the nota-

tion SPL, for sound pressure level, is added to indicate that 

decibels were determined using the standard pressure po of 

20 m icropascals. In referring to the decibels or sound pres-

sure of a sound stimulus, the term level or sound level is 

u sually used.

TABLE 11.1  Relative Amplitudes and Decibels 

for Environmental Sounds

SOUND RELATIVE AMPLITUDE DECIBELS (DB)

Barely audible 

( threshold)

1 0

Leaves rustling 10 20

Quiet residential 

 community

100 40

Average speaking 

voice

1,000 60

Express subway train 100,000 100

Propeller plane at 

takeoff

1,000,000 120

Jet engine at takeoff 

(pain threshold)

10,000,000 140

TABLE 11.2  Common Logarithms

NUMBER POWER OF 10 LOGARITHM

10 101 1

100 102 2

1,000 103 3

10,000 104 4

© Cengage Learning
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Complex Tones and Frequency 
Spectra
We have been using pure tones to illustrate frequency and 
amplitude. Pure tones are important because they are the fun-
damental building blocks of sounds, and pure tones have been 
used extensively in auditory research. Pure tones are, however, 
rare in the environment. As noted earlier, sounds in the envi-
ronment, such as those produced by musical instruments or 
people speaking, have waveforms that are more complex than 
the pure tone’s sine-wave pattern of pressure changes.

Figure 11.5a shows the pressure changes associated with a 
complex tone that would be created by a musical instrument. 
Notice that the waveform repeats (for example, the waveform 
in Figure 11.5a repeats four times). This property of repetition 
means that this complex tone, like a pure tone, is a  periodic 
tone. From the time scale at the bottom of the fi gure, we see 
that the tone repeats four times in 20 msec. Because 20 msec 
is 20/1,000 sec = 1/50 sec, this means that the pattern for 
this tone repeats 200 times per second. That repetition rate is 
called the fundamental frequency of the tone.

Complex tones like the one in Figure 11.5a are made 
up of a number of pure tone (sine-wave) components added 

together. Each of these components is called a harmonic of 
the tone. The fi rst harmonic, a pure tone with frequency 
equal to the fundamental frequency, is usually called the 
 fundamental of the tone. The fundamental of this tone, 
shown in Figure 11.5b, has a frequency of 200 Hz, which 
matches the repetition rate of the complex tone.

Higher harmonics are pure tones with frequencies that 
are whole-number (2, 3, 4, etc.) multiples of the fundamental 
frequency. This means that the second harmonic of our com-
plex tone has a frequency of 200 × 2 = 400 Hz. (F igure 11.5c), 
the third harmonic has a frequency of 200 × 3 = 600 Hz 
( Figure 11.5d), and so on. These additional tones are the 
higher harmonics of the tone. Adding the fundamental and 
the higher harmonics results in the waveform of the complex 
tone (that is, Figure 11.5a).

Another way to represent the harmonic components of 
a complex tone is by frequency spectra, shown on the right 
of Figure 11.5. Notice that the horizontal axis is frequency, 
not time, as is the case for the waveform plot on the left. The 
position of each line on the horizontal axis indicates the fre-
quency of one of the tone’s harmonics, and the height of the 
line indicates the harmonic’s amplitude. Frequency spectra 
provide a way of indicating a complex tone’s fundamental 
frequency and harmonics that add up to the tone’s complex 
waveform.

Although a repeating sound wave is composed of harmon-
ics with frequencies that are whole-number multiples of the 
fundamental frequency, not all the harmonics need to be pres-
ent for the repetition rate to stay the same. Figure 11.6 shows 
what happens if we remove the fi rst harmonic of a complex 
tone. The tone in Figure 11.6a is the one from  Figure 11.5a, 
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which has a fundamental frequency of 200 Hz. The tone in 
Figure 11.6b is the same tone with the fi rst harmonic (200 Hz) 
removed, as indicated by the frequency spectrum on the right. 
Note that removing a harmonic changes the tone’s waveform, 
but that the rate of repetition remains the same. Even though 
the fundamental is no longer present, the 200-Hz repetition 
rate corresponds to the frequency of the fundamental. The 
same effect also occurs when removing higher harmonics. 
Thus, if the 400-Hz harmonic is removed, the tone’s waveform 
changes, but the repetition rate is still 200.

You may wonder why the repetition rate remains the 
same even though the fundamental or higher harmonics 
have been removed. Looking at the frequency spectra on the 
right, we can see that the spacing between harmonics equals 
the repetition rate. When the fundamental is removed, this 
spacing remains, so there is still information in the waveform 
indicating the frequency of the fundamental. In the next sec-
tion, we will see that because a tone’s pitch (perceiving the 
tone as “high” or “low”) is related to repetition rate, the tone’s 
pitch remains the same even if the fundamental is removed.

Perceptual Aspects 
of Sound

Our discussion so far has been focused on physical aspects of 
the sound stimulus. Everything we have described so far can be 
measured by a sound meter that registers pressure changes in 
the air. A person need not be present, as occurs in our example 
of a tree falling in the forest when no one is there to hear it. 
But now let’s add a person (or an animal) and consider what 
people actually hear. We begin with thresholds and loudness.

Thresholds and Loudness
Two of the most basic questions about the perception of 
sound are “Can you hear it?” and “How loud does it sound?” 
These two questions come under the heading of thresholds 
(the smallest amount of sound energy that can just barely be 
detected) and loudness (the perceived intensity of a sound 
that ranges from “just audible” to “very loud”). VL

Loudness and Level Loudness is the perceptual quality 
most closely related to the level or amplitude of an auditory 
stimulus, which is expressed in decibels. Thus, decibels are 
often associated with loudness, as shown in Table 11.1, which 
indicates that a sound of 0 dB SPL is just barely detectible and 
120 dB SPL is extremely loud (and can cause permanent dam-
age to the receptors inside the ear).

The relationship between level in decibels (physical) and 
loudness (perceptual) was determined by S. S. Stevens, using 
the magnitude estimation procedure (see Chapter 1, page 15). 
Figure 11.7 shows the relationship between decibels and loud-
ness for a 1,000-Hz pure tone. In this experiment, loudness 

was judged relative to a 40 dB SPL tone, which was assigned 
a value of 1. Thus, a pure tone that sounds 10 times louder 
than the 40 dB SPL tone would be judged to have a loudness 
of 10. The dashed lines indicate that increasing the sound 
level by 10 dB (from 40 to 50) almost doubles the sound’s 
loudness.

It would be tempting to conclude from Table 11.1 and 
the curve in Figure 11.7 that “higher decibels” equals greater 
loudness. But it isn’t quite that simple, because thresholds 
and loudness depend not only on decibels but also on 
f requency. One way to appreciate the importance of frequency 
in the perception of loudness is to consider the audibility curve.

Thresholds Across the Frequency Range: The Audibility 

Curve A basic fact about hearing is that we only hear within 
a specifi c range of frequencies. This means that there are some 
frequencies we can’t hear, and that even within the range 
of frequencies we can hear, some are easier to hear than oth-
ers. Some frequencies have low thresholds—it takes very little 
sound pressure change to hear them—and other frequencies 
have high thresholds—large changes in sound pressure are 
needed to make them heard. This is illustrated by the curve in 
Figure 11.8, called the audibility curve. This audibility curve, 
which indicates the threshold for hearing versus frequency, 
indicates that we can hear sounds between about 20 Hz and 
20,000 Hz and that we are most sensitive (the threshold for 
hearing is lowest) at frequencies between 2,000 and 4,000 Hz, 
which happens to be the range of frequencies that is most 
important for understanding speech. VL

The light green area above the audibility curve is called 
the auditory response area because we can hear tones that 
fall within this area. At intensities below the audibility curve, 
we can’t hear a tone. For example, we wouldn’t be able to hear 
a 30-Hz tone at 40 dB SPL (point A). The upper boundary of 
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the auditory response area is the curve marked “threshold of 
feeling.” Tones with these high amplitudes are the ones we 
can “feel”; they can become painful and can cause damage 
to the auditory system. Although humans hear frequencies 
between about 20 Hz and 20,000 Hz, other animals can hear 
frequencies outside the range of human hearing. Elephants 
can hear stimuli below 20 Hz. Above the high end of the 
human range, dogs can hear frequencies above 40,000 Hz, 
cats can hear above 50,000 Hz, and the upper range for dol-
phins extends as high as 150,000 Hz.

But what happens between the audibility curve and the 
threshold of feeling? To answer this question, we can pick any 
frequency and select a point such as point B that is just slightly 
above the audibility curve. Because that point is just above 
threshold, it will sound very soft. However, as we increase 
the level, as we did for the 1,000-Hz tone in Figure 11.7, the 
loudness increases. Thus, each frequency has a threshold or 
“baseline”—the decibels at which it can just barely be heard, 
as indicated by the audibility curve—and loudness increases as 
we increase the level above this baseline.

Another way to understand the relationship between 
loudness and frequency is by looking at the red equal 
l oudness curves in Figure 11.8. These curves indicate the 
sound levels that create the same perception of loudness at 
different frequencies. An equal loudness curve is determined 
by presenting a standard pure tone of one frequency and 
level and having a listener adjust the level of pure tones with 
 frequencies across the range of hearing to match the loudness 
of the standard. For example, the curve marked 40 in Figure 
11.8 was determined by matching the loudness of frequen-
cies across the range of hearing to the loudness of a 1,000-Hz 

40-dB SPL tone (point C). This means that a  100-Hz tone 
needs to be played at 60 dB (point D) to sound the same 
 loudness as the 1,000-Hz tone at 40 dB.

Notice that the audibility curve and the equal loudness 
curve marked 40 bend up at high and low frequencies, but 
the equal loudness curve marked 80 is almost fl at between 
30 and 5,000 Hz, meaning that tones at a level of 80 dB SPL 
are roughly equally loud between these frequencies. Thus, at 
threshold, the level can be very different for different frequen-
cies, but at some level above threshold, different frequencies 
can have a similar loudness at the same decibel level.

The difference between the upward-bending curves at 
threshold and at the lower decibel levels and the relatively 
fl at curves such as the one at 80 dB SL explains something 
that happens as you adjust the volume control on your music 
player. If you are playing music at a fairly high level—say, 
80 dB SPL—you should be able to easily hear each of the fre-
quencies in the music because, as the equal loudness curve 
for 80 indicates, all frequencies between about 30 Hz and 
5,000  Hz sound equally loud at this level. If, however, you 
turn the level down to 10 dB SPL, all frequencies don’t sound 
equally loud. In fact, if you look at the horizontal dashed line 
at 10 dB, you can see that the line is in the red area at frequen-
cies below about 400 Hz, and above about 12,000 Hz. This 
means that frequencies lower than 400 Hz and higher than 
12,000 Hz are not audible at 10 dB SPL.

Being unable to hear very low and very high frequencies 
at low dB levels means that when you play music softly you 
won’t hear the very low or very high frequencies. To com-
pensate for this, some music players have a setting called 
“loudness” that boosts the level of very high and very low 
frequencies when the volume control is turned down. This 
enables you to hear these frequencies even when the music 
is soft.

Pitch
Pitch, the perceptual quality we describe as “high” or “low,” 
can be defi ned as the property of auditory sensation in terms of 
which sounds may be ordered on a musical scale (Bendor & Wang, 
2005). While often associated with music, pitch is also a 
property of speech (low-pitched or high-pitched voice) and 
other natural sounds.

Pitch is most closely related to the physical property 
of fundamental frequency (the repetition rate of the sound 
waveform). Low fundamental frequencies are associated with 
low pitches (like the sound of a tuba), and high fundamental 
frequencies are associated with high pitches (like the sound 
of a piccolo). However, remember that pitch is a psychologi-
cal, not a physical, property of sound. So pitch can’t be mea-
sured in a physical way. For example, it isn’t correct to say 
that a sound has a “pitch of 200 Hz.” Instead we say that a 
particular sound has a low pitch or a high pitch, based on 
how we perceive it.

One way to think about pitch is in terms of a piano 
keyboard. Hitting a key on the left of the keyboard creates 
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a low-pitched rumbling “bass” tone; moving up the keyboard 
creates higher and higher pitches, until tones on the far right 
are high-pitched and might be described as “tinkly.” The 
physical property that is related to this low to high perceptual 
experience is frequency, with the lowest note on the piano hav-
ing a fundamental frequency of 27.5 Hz and the highest note 
4,166 Hz (Figure 11.9). The perceptual experience of increas-
ing pitch that accompanies increases in a tone’s fundamental 
frequency is called tone height. VL

In addition to the increase in tone height that occurs as 
we move from the low to the high end of the piano keyboard, 
something else happens: the letters of the notes A, B, C, D, 
E, F, and G repeat, and we notice that notes with the same let-
ter sound similar. Because of this similarity, we say that notes 
with the same letter have the same tone chroma. Every time 
we pass the same letter on the keyboard, we have gone up an 
interval called an octave. Tones separated by octaves have the 
same tone chroma. For example, each of the A’s in Figure 11.9, 
indicated by the arrows, has the same tone chroma.

Notes with the same chroma have fundamental frequen-
cies that are whole-number multiples of one another. Thus, 
A1 has a fundamental frequency of 27.5 Hz, A2’s is 55 Hz, A3’s 
is 110 Hz, and so on. This doubling of frequency for each 
octave results in similar perceptual experiences. Thus, a male 
with a low-pitched voice and a female with a high-pitched 
voice can be regarded as singing “in unison,” even when their 
voices are separated by an octave or more.

While the connection between pitch and fundamental 
frequency is nicely illustrated by the piano keyboard, there is 
more to the story than fundamental frequency. As we saw in 
Figures 11.5 and 11.6a, complex tones like those produced by 
the piano (or any other instrument) contain a number of har-
monics. We also saw that when the fundamental frequency 
is removed, as in Figure 11.6b, the repetition rate of the tone 
remains the same. One consequence of this constancy of the 
repetition rate is that removing the fundamental frequency 
or a higher-order harmonic from the tone does not affect per-
ception of the tone’s pitch.

The constancy of pitch, even when the fundamental 
or other harmonics are removed, is called the effect of the 
 missing fundamental, and the pitch that we perceive in tones 
that have harmonics removed is called periodicity pitch. 

The term periodicity pitch indicates that pitch is determined 
by the period or repetition rate of the sound waveform. Pitch, 
therefore, is determined not by the presence of the fundamen-
tal frequency, but by information, such as the spacing of the 
harmonics and the repetition rate of the waveform, that is 
related to the fundamental frequency.

The phenomenon of periodicity pitch has practical 
consequences. Consider, for example, what happens when 
you  listen to someone talking to you on the telephone. 
Even though the telephone does not reproduce frequencies 
below about 300 Hz, we can hear the low pitch of a male 
voice that corresponds to a 100-Hz fundamental frequency 
because of periodicity pitch created by the higher harmonics 
(Truax, 1984). VL

Timbre
In our discussion of periodicity pitch, we saw that removing 
harmonics does not affect the perception of pitch. But while 
pitch stays the same, another perceptual quality, the tone’s 
timbre (pronounced TIM-ber or TAM-ber), does change. 
Timbre is the quality that distinguishes between two tones 
that have the same loudness, pitch, and duration, but still 
sound different. For example, when a fl ute and an oboe play 
the same note with the same loudness, we can still tell the 
difference between these two instruments. We might describe 
the sound of the fl ute as clear and the sound of the oboe as 
reedy. When two tones have the same loudness, pitch, and 
duration, but sound different, this difference is a difference 
in timbre.

Timbre is closely related to the harmonic structure 
of a tone. In Figure 11.10, frequency spectra indicate the 
 harmonics of a guitar, a bassoon, and an alto saxophone 
playing the note G3 with a fundamental frequency of 196 Hz. 
Both the r elative strengths of the harmonics and the number 
of harmonics are different in these instruments. For example, 
the guitar has more high-frequency harmonics than either 
the bassoon or the alto saxophone. Although the f requencies 
of the  harmonics are always multiples of the fundamental 
frequency, harmonics may be absent, as is true of some of 
the high- frequency harmonics of the bassoon and the alto 
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s axophone. It is also easy to notice differences in the tim-
bre of people’s voices. When we describe one person’s voice 
as sounding “nasal” and another’s as being “mellow,” we are 
referring to the timbres of their voices. VL

The difference in the harmonics of different instruments 
is not the only factor that causes musical instruments to have 
different timbres. Timbre also depends on the time course of a 
tone’s attack (the buildup of sound at the beginning of the 
tone) and of the tone’s decay (the decrease in sound at the end 
of the tone). Thus, it is easy to tell the difference between a tape 
recording of a high note played on a clarinet and a recording of 
the same note played on a fl ute when the attack, the sustained 
portion, and the decay of the tone are heard. It is diffi cult, how-
ever, to distinguish between the same instruments when the 
tone’s attack and decay are eliminated by erasing the fi rst and 
last 1/2 second of the recording (Berger, 1964; also see Risset 
& Mathews, 1969).

Another way to make it diffi cult to distinguish one instru-
ment from another is to play an instrument’s tone backward. 
Even though this does not affect the tone’s harmonic struc-
ture, a piano tone played backward sounds more like an organ 
than a piano because the tone’s original decay has become the 
attack and the attack has become the decay (Berger, 1964; 

Erickson, 1975). Thus, timbre depends both on the tone’s 
steady-state harmonic structure and on the time course of the 
attack and decay of the tone’s h armonics. VL

The sounds we have been considering so far—pure tones 
and the tones produced by musical instruments—are all peri-
odic sounds. That is, the pattern of pressure changes repeats, 
as in the tone in Figure 11.5a. There are also aperiodic sounds, 
which have sound waves that do not repeat. Examples of ape-
riodic sounds would be a door slamming shut, people talking, 
and noises such as the static on a radio not tuned to a station. 
The sounds produced by these events are more complex than 
musical tones, but all of these sound stimuli can also be ana-
lyzed into a number of simpler frequency components. We 
will describe how we perceive speech stimuli in  Chapter 13. 
We will focus in this chapter on pure tones and musical tones 
because these sounds are the ones that have been used in most 
of the basic research on the operation of the auditory system. 
In the next section, we will begin considering how the sound 
stimuli we have been describing are processed by the auditory 
system so that we can experience sound.

TEST YOURSELF 11.1

1. What are some of the functions of sound? Especially note what 

information sound provides that is not provided by vision.

2. What are two possible defi nitions of sound? (Remember the 

tree falling in the forest.)

3. How is the sound stimulus described in terms of pressure 

changes in the air? What is a pure tone? sound frequency?

4. What is the amplitude of a sound? Why was the decibel scale 

developed to measure amplitude? Is decibel “perceptual” or 

“physical”?

5. What is the relationship between sound level and loudness? 

Which one is physical, and which one is perceptual?

6. What is the audibility curve, and what does it tell us about the 

relationship between a tone’s physical characteristics (level 

and frequency) and perceptual characteristics (threshold and 

l oudness)?

7. What are tone height and tone chroma?

8. What is timbre? Describe the characteristics of complex tones 

and how these characteristics determine timbre.

From Pressure Changes 
to Electricity

Now that we have described the stimuli and their p erceptual 
effects, we are ready to begin describing what happens 
inside the ear. What we will be describing in this next part 
of our story is a journey that begins as sound enters the 
ear and culminates deep inside the ear at the receptors for 
hearing.
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Figure 11.10 Frequency spectra for a guitar, a bassoon, and 

an alto saxophone playing a tone with a fundamental frequency of 

196 Hz. The position of the lines on the horizontal axis indicates 

the frequencies of the harmonics and their height indicates their 

intensities. From Olson, H. (1967). Music, physics, and engineering (2nd ed.). New York: Dover. Reproduced 

by permission.
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The auditory system accomplishes three basic tasks dur-
ing this journey. First, it delivers the sound stimulus to the 
receptors. Second, it transduces this stimulus from  pressure 
changes into electrical signals. Third, it processes these elec-
trical signals so they can indicate qualities of the sound 
source such as pitch, loudness, timbre, and location.

As we describe this journey, we will follow the sound stim-
ulus through a complex labyrinth on its way to the receptors. 
But this is not simply a matter of sound moving through one 
dark tunnel after another. It is a journey in which sound sets 
structures along the pathway into vibration and these vibra-
tions are transmitted from one structure to another, starting 
with the eardrum at the beginning and ending with the vibra-
tion of small hairlike receptors for hearing deep within the 
ear. The ear is divided into three divisions: outer, middle, and 
inner. We begin with the outer ear.

The Outer Ear
When we talk about ears in everyday conversation, we are 
usually referring to the pinnae, the structures that stick 
out from the sides of the head. Although this most obvi-
ous part of the ear is important in helping us determine 
the location of sounds and is of great importance for those 
who wear eyeglasses, it is the part of the ear we could most 
easily do without. Van Gogh did not make himself deaf in 
his left ear when he attacked his pinna with a razor in 1888. 
The major workings of the ear are found within the head, 
hidden from view.

Sound waves fi rst pass through the outer ear, which 
consists of the pinna and the auditory canal (Figure 11.11). 
The auditory canal is a tubelike structure, about 3 cm long 
in adults, that protects the delicate structures of the middle 
ear from the hazards of the outside world. The auditory 
canal’s 3-cm recess, along with its wax, protects the delicate 
 tympanic membrane, or eardrum, at the end of the canal 
and helps keep this membrane and the structures in the mid-
dle ear at a relatively constant temperature.

In addition to its protective function, the outer ear has 
another effect: to enhance the intensities of some sounds 
by means of the physical principle of resonance.  Resonance 
occurs in the auditory canal when sound waves that are 
refl ected back from the closed end of the auditory canal 
interact with sound waves that are entering the canal. This 
interaction reinforces some of the sound’s frequencies, with 
the frequency that is reinforced the most being determined 
by the length of the canal. The frequency reinforced the most 
is called the resonant frequency of the canal.

Measurements of the sound pressures inside the ear 
indicate that the resonance that occurs in the auditory canal 
has a slight amplifying effect that increases the sound pres-
sure level of frequencies between about 1,000 and 5,000 Hz, 
which, as we can see from the audibility curve in Figure 11.8, 
covers the most sensitive range of human hearing.

The Middle Ear
When airborne sound waves reach the tympanic membrane 
at the end of the auditory canal, they set it into vibration, and 
this vibration is transmitted to structures in the middle ear, 
on the other side of the tympanic membrane. The  middle 
ear is a small cavity, about 2 cubic centimeters in volume, 
that separates the outer and inner ears (Figure 11.12). This 
cavity contains the ossicles, the three smallest bones in the 
body. The fi rst of these bones, the malleus (also known as 
the hammer), is set into vibration by the tympanic membrane, 
to which it is attached, and transmits its vibrations to the 
incus (or anvil), which, in turn, transmits its vibrations to 
the stapes (or stirrup). The stapes then transmits its vibra-
tions to the inner ear by pushing on the membrane covering 
the oval window.

Why are the ossicles necessary? We can answer this ques-
tion by noting that both the outer ear and middle ear are 
fi lled with air, but the inner ear contains a watery liquid that 
is much denser than the air (Figure 11.13). The mismatch 
between the low density of the air and the high density of this 
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Figure 11.11 The ear, showing its three subdivisions—outer, 

middle, and inner. From Lindsay, P. H., & Norman, D. A. (1977). Human information processing 

(2nd ed.). New York: Academic Press. Redrawn by permission.
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liquid creates a problem: pressure changes in the air are trans-
mitted poorly to the much denser liquid. This mismatch is 
illustrated by the diffi culty you would have hearing people 
talking to you if you were underwater and they were above 
the surface.

If vibrations had to pass directly from the air in the 
middle ear to the liquid in the inner ear, less than 1 percent 
of the vibrations would be transmitted (Durrant & Lovrinic, 
1977). The ossicles help solve this problem in two ways: 
(1) by concentrating the vibration of the large tympanic mem-
brane onto the much smaller stapes, which increases the pres-
sure by a factor of about 20 (Figure 11.14a); and (2) by being 
hinged to create a lever action—an effect similar to what hap-
pens when a fulcrum is placed under a board, so that push-
ing down on the long end of the board makes it possible to 
lift a heavy weight on the short end (Figure 11.14b). We can 
appreciate the effect of the ossicles by noting that in patients 
whose ossicles have been damaged beyond surgical repair, it 
is necessary to increase the sound level by a factor of 10 to 50 
to achieve the same hearing as when the ossicles were func-
tioning (Bess & Humes, 2008).

Not all animals require the concentration of pressure 
and lever effect provided by the ossicles in the human ear. 
For example, there is only a small mismatch between the den-
sity of water, which transmits sound in a fi sh’s environment, 
and the liquid inside the fi sh’s ear. Thus, fi sh have no outer 
or middle ear.

The middle ear also contains the middle-ear muscles, 
the smallest skeletal muscles in the body. These muscles are 
attached to the ossicles, and at very high sound levels they 
contract to dampen the ossicles’ vibration. This reduces the 
transmission of low-frequency sounds and helps to prevent 
intense low-frequency components from interfering with 
our perception of high frequencies. In particular, contrac-
tion of the muscles may prevent our own vocalizations, and 
sounds from chewing, from interfering with our perception 
of speech from other people—an important function in a 
noisy restaurant!

The Inner Ear
The main structure of the inner ear is the liquid-fi lled cochlea, 
the snail-like structure shown in green in Figure 11.11, and 
shown partially uncoiled in Figure 11.15a. The liquid inside 
the cochlea is set into vibration by the movement of the sta-
pes against the oval window. Figure 11.15b shows the cochlea 
completely uncoiled to form a long straight tube. The most 
obvious feature of the uncoiled cochlea is that the upper 
half, called the scala vestibuli, and the lower half, called the 
scala tympani, are separated by a structure called the cochlear 
partition. This partition extends almost the entire length of 
the cochlea, from its base near the stapes to its apex at the 
far end. Note that this diagram is not drawn to scale and so 
does not show the cochlea’s true proportions. In reality, the 
uncoiled cochlea would be a cylinder 2 mm in diameter and 
35 mm long.

Figure 11.12 The middle ear. The three bones of the middle ear 

transmit the vibrations of the tympanic membrane to the inner ear. 

© Cengage Learning
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Figure 11.13 Environments inside the outer, middle, and inner ears. 

The fact that liquid fi lls the inner ear poses a problem for the transmission 

of sound vibrations from the air of the middle ear. © Cengage Learning
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Figure 11.14 (a) A diagrammatic representation of the tympanic 

membrane and the stapes, showing the difference in size between the 

two. (b) How lever action can amplify a small force, presented on the 

right, to lift the large weight on the left. The lever action of the ossicles 

amplifi es the sound vibrations reaching the tympanic inner ear. From 

Schubert, E. D. (1980). Hearing: Its function and dysfunction. Wien: Springer-Verlag. Reproduced by permission.
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Although the cochlear partition is indicated by a 
thin line in Figure 11.15b, it is actually relatively large and 
contains the structures that transform the vibrations inside 
the cochlea into electricity. We can see the structures within the 
cochlear partition by taking a cross section cut of the cochlea, 
as shown in Figure 11.15b, and looking at the cochlea end-
on and in cross section, as in Figure 11.16a. When we look 
at the cochlea in this way, we see the organ of Corti, which 
contains the hair cells, the receptors for hearing. In  addition, 

we see two membranes, the basilar membrane and the 
 tectorial membrane, which play crucial roles in activating 
the hair cells.

The Hair Cells and Two Membranes The hair cells are 
shown in red in Figure 11.16b. Figure 11.17 shows cilia, thin 
processes that protrude from the tops of the hair cells, which 
bend in response to pressure changes. The two types of hair 
cells, the inner hair cells and the outer hair cells, are located 
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Figure 11.15 (a) A partially uncoiled cochlea. (b) A 

fully uncoiled cochlea. The cochlear partition, which 

is indicated here by a line, actually contains the 

basilar membrane and the organ of Corti, as shown 
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in  different places on the organ of Corti (see Figure 11.16). 
The human ear contains one row of inner hair cells and about 
three rows of outer hair cells, with about 3,500 inner hair cells 
and 12,000 outer hair cells in all (Møller, 2000). It is impor-
tant to remember that Figures 11.16 and 11.17 are pictures of 
one place on the organ of Corti, but, as shown in  Figure 11.15, 
the cochlear partition, which contains the organ of Corti, 
extends the entire length of the cochlea. There are, therefore, 
hair cells from one end of the cochlea to the other. The tallest 
row of cilia on the outer hair cells is in contact with the tecto-
rial membrane. The cilia on the inner hair cells, however, are 
not in contact with the tectorial membrane.

Vibrations Bend the Hair Cells The scene we have 
described—the organ of Corti sitting on the basilar mem-
brane, with the tectorial membrane arching over the hair 
cells—is the staging ground for events that occur when vibra-
tion of the stapes in the middle ear sets the oval window 
into motion. The back and forth motion of the oval win-
dow t ransmits vibrations to the liquid inside the cochlea, 
which sets the basilar membrane into motion (blue arrow 
in  Figure  11.16b). The up-and-down motion of the basi-
lar membrane has two results: (1) it sets the organ of Corti 
into an up-and-down vibration, and (2) it causes the tecto-
rial membrane to move back and forth, as shown by the red 
arrow. These two motions mean that the tectorial membrane 
slides back and forward just above the inner hair cells. The 
result of this vibration is that the cilia of the hair cells bend—
this is because, in the case of the outer hair cells, they are in 
contact with the tectorial membrane and because, in the case 
of the inner hair cells, of the pressure waves in the liquid sur-
rounding the cilia (Dallos, 1996). VL

Bending Causes Electrical Signals We have now reached 
the point in our story where the environmental stimulus—
pressure waves—become transformed into electrical signals. 
This is the process of transduction we described for vision 
in Chapter 2, where we saw that visual transduction occurs 
when light causes a visual pigment molecule to change 
shape. This change in shape triggers a sequence of chemical 
reactions that eventually ends up affecting the fl ow of ions 
(charged molecules) across the visual receptor membrane.

Transduction for hearing also involves ion fl ow. This 
fl ow occurs when the cilia of the hair cells bend. Figure 11.18 
shows what happens when the cilia bend. Movement in one 
direction (Figure 11.18a) causes structures called tip links to 
stretch, and this opens tiny ion channels in the membrane of 
the cilia, which behave like trapdoors. When the ion channels 
are open, positively charged potassium ions fl ow into the cell. 
When the cilia bend in the other direction (Figure 11.18b), 

Figure 11.17 Scanning electron micrograph showing inner hair cells 

(top) and the three rows of outer hair cells (bottom). The hair cells have 

been colored to stand out.
©
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Figure 11.18 (a) How movement of the hair cell cilia causes an 

electrical change in the hair cell. When the cilia are bent to the right, 

the tip links are stretched and ion channels are opened. Positively 
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the tip links slacken and the ion channels close, so electrical 
signals are not generated. Thus, the back-and-forth bending 
of the hair cells causes alternating bursts of electrical sig-
nals (when the cilia bend in one direction) and no electrical 
signals (when the cilia bend in the opposite direction). The 
electrical signals result in the release of neurotransmitters, 
which diffuse across the synapse separating the inner hair 
cells from the auditory nerve fi bers and cause these auditory 
nerve fi bers to fi re.

The Sound’s Frequency Determines the Timing of the 

Electrical Signals Now that we understand how trans-
duction occurs, we can see how the electrical signals c reated 
by the hair cells are related to the frequency of a tone. 
 Figure 11.19 shows how the bending of the cilia follows the 
increases and decreases of the pressure of a pure-tone sound 
stimulus. When the pressure increases, the cilia bend to the 
right, the hair cell is activated, and attached auditory nerve 
fi bers will tend to fi re. When the pressure decreases, the cilia 
bend to the left, and no fi ring occurs. This means that audi-
tory nerve fi bers fi re in synchrony with the rising and falling 
pressure of the pure tone.

This property of fi ring at the same place in the sound 
stimulus is called phase locking. For high-frequency 
tones, a nerve fi ber may not fi re every time the pressure 
changes because it needs to rest after it fi res (see refractory 
period,  Chapter 2, page 37). But when the fi ber does fi re, it 
fi res at the same time in the sound stimulus, as shown in 
Figure 11.20a and b. Since many fi bers respond to the tone, it is 
likely that if some “miss” a particular pressure change, other 
fi bers will be fi ring at that time. Therefore, when we combine 
the response of many fi bers, each of which fi res at the peak 
of the sound wave, the overall fi ring matches the frequency 
of the sound stimulus, as shown in Figure 11.20c.

The connection between the frequency of a sound stimu-
lus and the timing of the auditory nerve fi ber fi ring is called 
temporal coding. Measurements of the pattern of fi ring for 
auditory nerve fi bers indicate that phase locking occurs up to 
a frequency of about 5,000 Hz.

Now that we have described the connection between fre-
quency and nerve fi ring, it might seem that the problem of 
how the auditory stimulus is represented by nerve fi ring has 
been solved. But so far we have told only part of the story, 
because we have confi ned our view to one place along the 
organ of Corti. Sitting at this single location, we have seen 
how the opening and closing of ion channels and the fi ring 
of the auditory nerve fi bers match the frequency of a sound. 
But to fully understand the connection between frequency 
and nerve fi ring, we need to expand our view to consider how 
the basilar membrane, and the organ of Corti along with it, 
vibrates along its entire length, which extends from the base 
to the apex of the cochlea.

Vibration of the Basilar 
Membrane

How does the basilar membrane vibrate? This question was 
answered by Georg von Békésy, who won the Nobel Prize in 
physiology and medicine in 1961 for his research on the phys-
iology of hearing.
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nerve fiber
firing

Sound
stimulus

Figure 11.19 How hair cell activation and auditory nerve fi ber fi ring 

are synchronized with pressure changes of the stimulus. The auditory 

nerve fi ber fi res when the cilia are bent to the right. This occurs at the 

peak of the sine-wave change in pressure. © Cengage Learning
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Figure 11.20 (a) Pressure changes for a 250-Hz tone. (b) Pattern 
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Békésy Discovers How the Basilar 
Membrane Vibrates
Békésy observed the vibration of the basilar membrane by 
 boring a hole in cochleas taken from animal and human cadav-
ers. He presented different frequencies of sound and observed 
the membrane’s vibration by using a technique similar to that 
used to create stop-action photographs of high-speed events, 
which enabled him to see the membrane’s position at differ-
ent points in time (Békésy, 1960). He found that the vibrating 
motion of the basilar  membrane is a  traveling wave like the 
motion that occurs when a  person holds the end of a rope and 
“snaps” it, sending a wave tr aveling down the rope.

Figure 11.21a shows a perspective view of this traveling 
wave. Figure 11.21b shows side views of the traveling wave, 
caused by a pure tone at three successive moments in time. 
The solid horizontal line represents the basilar membrane at 
rest. Curve 1 shows the position of the basilar membrane 
at one moment during its vibration, and curves 2 and 3 show 
the positions of the membrane at two later moments. Békésy’s 
measurements showed that most of the membrane vibrates, 
but that some parts vibrate more than others.

Although the motion takes the form of a traveling 
wave, the important thing is what happens at particular 
points along the membrane. If you were at one point, what 
would you see? You would see the membrane vibrating up 
and down at the frequency of the tone. This up-and-down 
vibration occurs all along the membrane. However, the place 
along the membrane that vibrates the most depends on the 
frequency of the tone. This relationship between frequency 
and how different places along the membrane vibrate is 
shown in Figure 11.22. The arrows indicate the extent of the 

 up-and-down  displacement of the membrane at different 
places on the membrane. The red arrows indicate the place 
where the membrane vibrates the most for each frequency. 
Notice that as the frequency increases, the place on the mem-
brane that vibrates the most moves from the apex toward 
the base. Thus, the place of maximum vibration, which is 
at the apex of the basilar membrane for a 25-Hz tone, has 
moved to nearer the base for a 1,600-Hz tone.

Békésy’s discovery that the place of maximum vibration 
on the basilar membrane depends on frequency led to his 
place theory of hearing, which states that the frequency of 
a sound is indicated by the place along the cochlea at which 
nerve fi ring is highest. Thus, each place on the basilar mem-
brane is tuned to respond best to a different frequency. The 
base is tuned to high frequencies, the apex is tuned to low 
frequencies, and the best frequency varies continuously along 
the basilar membrane between these extremes. VL

Evidence for Place Theory
Békésy’s linking of the place on the cochlea with the fre-
quency of a tone has been confi rmed by measuring the electri-
cal response at different places along the cochlea. Placing disc 
electrodes at different places along the length of the cochlea 

Base

Apex

ApexBase

(a)

(b)

1

3

2

Figure 11.21 (a) A traveling wave like the one observed by Békésy. 

This picture shows what the membrane looks like when the vibration 

is “frozen” with the wave about two-thirds of the way down the 

membrane. (b) Side views of the traveling wave caused by a pure 

tone, showing the position of the membrane at three instants in 

time as the wave moves from the base to the apex of the cochlear 

partition. (a) Adapted from Tonndorf, J. (1960). Shearing motion in scalia media of cochlear models. Journal of 

the Acoustical Society of America, 32, 238–244. Reproduced by permission. (b) Adapted from Békésy, G. von (1960). 

Experiments in hearing. New York: McGraw-Hill. Reproduced by permission.

Figure 11.22 The amount of vibration at different locations along 

the basilar membrane is indicated by the size of the arrows at each 

location, with the place of maximum vibration indicated in red. When 

the frequency is 25 Hz, maximum vibration occurs at the apex of the 

cochlear partition. As the frequency is increased, the location of the 

maximum vibration moves toward the base of the cochlear partition. 

Based on data in Békésy, G. von (1960). Experiments in hearing. New York: McGraw-Hill.
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and measuring the electrical response to different frequen-
cies results in a tonotopic map—an orderly map of frequen-
cies along the length of the cochlea (Culler et al., 1943). This 
result, shown in Figure 11.23, confi rms the idea that the apex 
of the cochlea responds best to low frequencies and the base 
responds best to high frequencies. More precise electrophysi-
ological evidence for place coding is provided by determin-
ing neural tuning curves for auditory nerve fi bers that signal 
activity at different places on the cochlea.

METHOD

Neural Frequency Tuning Curves
Each hair cell and auditory nerve fi ber responds to a narrow 

range of frequencies. This range is indicated by each neuron’s 

frequency tuning curve. This curve is determined by presenting 

pure tones of different frequencies and measuring the sound level 

necessary to cause the neuron to increase its fi ring above the 

baseline or “spontaneous” rate in the absence of sounds. This 

level is the threshold for that frequency. Plotting the threshold for 

each frequency results in frequency tuning curves like the ones in 

 Figure 11.24. The arrow under each curve indicates the frequency 

to which the neuron is most sensitive. This frequency is called the 

characteristic frequency of the particular auditory nerve fi ber.

The frequency tuning curves in Figure 11.24 were 
recorded from auditory nerve fi bers attached to inner hair 
cells at different places along the cochlea. As we would expect 
from Békésy’s place theory, the fi bers originating near the 
base of the cochlea have high characteristic frequencies, and 
those originating near the apex have low characteristic fre-
quencies. Only a small proportion of the total tuning curves 
are presented in Figure 11.24. In reality, each of the 3,500 
inner hair cells has its own tuning curve, so every frequency 
is represented by a number of neurons that respond best to 
that frequency.

A Practical Application
An important practical application of Békésy’s discovery 
that each place on the basilar membrane is associated with 
a particular frequency is the development of a device called a 
cochlear implant, shown in Figure 11.25, which is used to cre-
ate hearing in people with deafness caused by damage to the 
hair cells in the cochlea. When the hair cells are damaged, 
hearing aids are ineffective because the damaged hair cells 
cannot convert the amplifi ed sound provided by the hear-
ing aid into electrical signals. As shown in Figure 11.25, the 
cochlear implant consists of (1) a microphone that receives 
sound signals from the environment; (2) a sound processor 
that divides the sound received by the microphone into a 
number of frequency bands; (3) a transmitter that sends these 
signals to (4) an array of 22 electrodes that are implanted 
along the length of the cochlea. These electrodes stimulate 
the cochlea at different places along its length, depending 
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on the intensities of the frequencies in the stimuli received 
by the microphone. This stimulation activates auditory nerve 
fi bers along the cochlea, which send signals toward the brain. 
The hearing that results enables people to recognize everyday 
sounds such as horns honking, doors closing, water running, 
and in some cases, speech. VL

The development of the cochlear implant is an impres-
sive demonstration of how basic research yields practical ben-
efi ts. The technology of cochlear implants, which has made it 
possible to bring deaf adults and children into the world of 
hearing (Kiefer et al., 1996; Tye-Murray et al., 1995), can be 
traced directly to the discovery of the tonotopic map along 
the cochlea.

Updating Békésy: The Cochlear 
Amplifi er
Although the basic idea behind Békésy’s place theory has 
been confi rmed by many experiments, when researchers after 
Békésy made more precise measurements of basilar mem-
brane vibration, they found that vibration for a particular 
frequency is much more sharply localized than Békésy had 
observed (Johnstone & Boyle, 1967; Khanna & Leonard, 
1982; Narayan et al., 1998). The reason Békésy observed 
rather “broad” vibration of the membrane, in which a par-
ticular frequency caused a large portion of the membrane to 
vibrate, is that he made his observations on cochleas isolated 
from animal and human cadavers. Modern researchers have 
been able to measure the basilar membrane’s vibration in live 
cochleas with techniques more sensitive than the ones avail-
able to Békésy.

These new measurements raised the question of why the 
basilar membrane vibrates more sharply in healthy cochleas 
than in dead cochleas. The answer is that in healthy cochleas, 
the outer hair cells expand and contract in response to the 
vibration of the basilar membrane, and this expansion and 
contraction amplifi es and sharpens the vibration of the basi-
lar membrane. For this reason, the action of the outer hair 
cells is called the cochlear amplifi er. VL

The operation of the cochlear amplifi er is illustrated in 
Figure 11.26. The outer hair cells become elongated when the 
cilia bend in one direction and contract when they bend in 
the other direction. This mechanical response of elongation 
and contraction pushes and pulls on the basilar membrane, 
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implant device. See text for 

details. © Cengage Learning
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Figure 11.26 The outer hair cell cochlear amplifi er mechanism 

occurs when the cells (a) elongate when cilia bend in one direction and 

(b) contract when the cilia bend in the other direction. This results in an 

amplifying effect on the motion of the basilar membrane. © Cengage Learning
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which increases the motion of the basilar membrane and 
sharpens its response to specifi c frequencies.

The importance of the outer hair cells’ amplifying effect 
is illustrated by the frequency tuning curves in Figure 11.27. 
The solid blue curve shows the frequency tuning of a cat’s 
auditory nerve fi ber with a characteristic frequency of about 
8,000 Hz. The dashed red curve shows what happened 
when the outer hair cells were destroyed by a chemical that 
attacked the outer hair cells but left the inner hair cells intact. 

Whereas originally the fi ber had a low threshold at 8,000 Hz, 
indicated by the arrow, it now takes much higher intensities 
to get the auditory nerve fi ber to respond to 8,000 Hz and 
nearby f requencies (Fettiplace & Hackney, 2006; Liberman & 
Dodds, 1984).

Complex Tones and Vibration 
of the Basilar Membrane
Up until now we have been focusing on how the basilar mem-
brane vibrates to pure tones. However, most of the sounds 
in our environment are complex tones, which consist of 
multiple harmonics. Research that has measured how the 
basilar membrane responds to complex tones shows that 
the basilar membrane vibrates to each of the tone’s harmon-
ics. There are, therefore, peaks in the membrane’s vibration 
that correspond to the tone’s fundamental frequency (the 
fi rst  harmonic) and to each of the other harmonics. Thus, a 
 complex tone with a number of harmonics (Figure 11.28a) will 
cause peak vibration of the basilar membrane at places asso-
ciated with the frequency of each harmonic (Figure 11.28b) 
(Hudspeth, 1989).

The way the cochlea separates frequencies along its 
length has been described as an acoustic prism (Fettiplace & 
Hackney, 2006). Just as a prism separates white light, which 
contains all wavelengths in the visible spectrum, into its com-
ponents, the cochlea separates frequencies entering the ear 
into activity at different places along the basilar membrane. 
This property of the cochlea is particularly important when 
considering complex tones that contain many frequencies.

All of our descriptions so far have been focused on physi-
cal events that occur within the inner ear. Our story has 
been a purely physical one, limited to describing vibrations, 
trapdoors opening, ions fl owing, nerve fi ring occurring in 
synchrony with the sound stimulus, and the traveling wave 
vibration of the basilar membrane. All of this information is 
crucial for understanding how the ear functions, but because 
we are interested in perception, we will now make the jump 
from physical to perceptual.
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Figure 11.27 Effect of outer hair cell damage on the frequency 

tuning curve. The solid curve is the frequency tuning curve of a neuron 

with a characteristic frequency of about 8,000 Hz (arrow). The dashed 

curve is the frequency tuning curve for the same neuron after the 

outer hair cells were destroyed by injection of a chemical. Adapted from 
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(a) Complex tone
 (440, 880,1,320 Hz harmonics)

1,320 Hz
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High-frequency end

(b) Basilar membrane

Low-frequency end

Figure 11.28 (a) Waveform of a complex tone consisting of three harmonics. (b) Basilar membrane. The shaded 

areas indicate locations of peak vibration associated with each harmonic in the complex tone. © Cengage Learning
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280 CHAPTER 11 Hearing

we will focus on the perception of pitch. We begin with the 
 physiology of the ear, described above, but it is important to 
note that pitch perception occurs in the brain, not in the ear. 
What happens in the ear is extremely important, however, 
because it is here that the frequency content of the auditory 
stimulus is determined.

Pitch and the Ear
Figure 11.29 shows the three-component version of the per-
ceptual process we introduced in Chapter 1 (see Figure 1.9). 
From our previous description of the stimulus–perception 
relationship (green arrow), we know that pitch is related to 
sound frequency and repetition rate (periodicity pitch and tem-
poral coding). Increasing the frequency of a pure tone causes 
higher pitch. For complex tones with a number of harmon-
ics, a similar relationship holds, with increases in periodicity 
creating higher pitches.

Looking at the stimulus–physiology relationship 
(orange arrow), we can distinguish the following two types of 
physiological information related to stimulus frequency: 
(1)   timing information—the fi ring rate of auditory nerve 
fi bers is related to stimulus frequency and periodicity, with 
higher  frequencies or periodicities causing higher fi ring 
rates (phase l ocking); and (2) place information—the place 
on the cochlea where the maximum fi ring occurs is related 
to frequency, with low frequencies causing greater fi ring in 
fi bers near the base of the cochlea and high frequencies cause 
greater fi ring in fi bers near the apex of the cochlea.

With these relationships in mind, we can now consider the 
connection between physiology and pitch perception. When 
Békésy was reporting the results of his research, the physi-
ology of pitch perception was explained as follows: A pure 
tone causes a peak of activity at a specifi c place on the basilar 
membrane. The neurons connected to that place respond the 
most, and this information is carried up the auditory nerve to 

TEST YOURSELF 11.2

1. Describe the structure of the ear, focusing on the role that each 

component plays in transmitting the vibrations that enter the 

outer ear to the auditory receptors in the inner ear.

2. Focusing on the inner ear, describe (a) what causes the bend-

ing of the cilia of the hair cells; (b) what happens when the cilia 

bend; (c) why we say that the electrical signal follows the timing 

of the sound stimulus.

3. Describe Békésy’s discovery of how the basilar membrane 

vibrates. Specifi cally, what is the relationship between sound 

frequency and basilar membrane vibration?

4. What is a cochlear implant? Why do we say that it is a practical 

application that can be traced to discoveries of basic research?

5. How do measurements of basilar membrane vibration made 

by modern researchers compare to Békésy’s measurements? 

What is the reason for the difference? How can the difference 

be explained by the cochlear amplifi er?

6. How does the basilar membrane vibrate to complex tones?

7. Up to this point, how does what we have described about the 

functioning of the ear apply to the perceptual process? Why 

can’t we say, based on what we have covered so far, that we 

understand how we perceive sound?

The Physiology of Pitch 
Perception

We have now reached the culmination of our story and are 
ready to describe what we know about how physiological 
events are transformed into perceptual experience. In dis-
cussing this connection between physical and perceptual, 

Perception

StimuliPhysiology

Place: Place of maximum firing in cochlea is determined by 
frequency. Low frequency is at apex; high frequency is at base.

Timing: Firing rate is determined by frequency and
periodicity. High frequency/periodicity = high firing rate.

Pitch is related to frequency
and periodicity. High
frequency and periodicity =
high pitch. Holds for
frequencies below 5,000 Hz.

Phase locking occurs below
5,000 Hz. Perception of
melody occurs
below 5,000 Hz. 

Figure 11.29 Perceptual process showing 

relationships that are related to the perception 

of pitch. © Cengage Learning 2014
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the brain. The brain identifi es which  neurons are responding 
the most and uses this information to determine the pitch.

While Békésy’s place explanation is straightforward, 
other evidence indicates that pitch perception cannot be 
explained by place alone. As it turns out, the timing of nerve 
fi ring plays a major role in determining pitch perception. One 
piece of evidence supporting the idea that timing is impor-
tant is the relationship between the physiological response of 
phase locking and perception (red arrow). Phase locking—the 
fi ring of bursts of impulses at the peak of the sound stimu-
lus—occurs only at frequencies below 5,000 Hz. When tones 
are strung together to create a melody, we only perceive a 
melody if the tones are below 5,000 Hz (Attneave & Olson, 
1971). It is probably no coincidence that the highest note 
on an orchestral instrument (the piccolo) is about 4,500 Hz. 
Melodies played using frequencies above 5,000 Hz sound 
rather strange. You can tell that something is changing but 
it doesn’t sound musical. So it seems that our sense of pitch 
may be limited to those frequencies that create phase locking. 
Above 5,000 Hz, our ability to discriminate pure tones may 
be based on the much less accurate information from place 
cues—the place of peak activity on the basilar membrane—
but these cues do not seem to give us a sense of musical pitch.

The evidence that pitch is not determined simply by 
the place of peak activity on the basilar membrane becomes 
even clearer when we consider complex tones. Remember 
that removing the fi rst harmonic changes a tone’s waveform 
but not its repetition rate (Figure 11.6). If the fundamental 
is gone, there won’t be vibration of the basilar membrane 
at the appropriate place. But after removing the fundamental, 
the tone’s repetition rate and pitch remain the same. This has 
led to the conclusion that pitch is determined not by the place 
of vibration associated with the fundamental frequency, but 
by the tone’s periodicity.

The conclusion that pitch is determined largely by peri-
odicity, with place information being important mainly at 
frequencies above 5,000 Hz, has been based on the vibration 
of hair cell cilia and fi ring of auditory nerve fi bers. But our 
perception of pitch doesn’t occur in the ear. It occurs when 
information is transmitted from the ear to the brain.

Pitch and the Brain
How is pitch determined in the auditory cortex? We have seen 
that the auditory cortex is located in the temporal lobe (see 
Figure 1.5). In the next chapter, we will look in more detail at 
the anatomy of the auditory cortex and the structures in the 
pathway from the cochlea to the cortex. For now, we will focus 
on the primary auditory receiving area, A1 (Figure 11.30).

We have already seen that the frequencies of pure tones 
are mapped along the length of the cochlea, with low frequen-
cies represented at the apex and higher frequencies at the 
base (Figure 11.23). This tonotopic map of frequencies also 
occurs in the structures along the pathway from the cochlea 
to the cortex and in the primary auditory receiving area, A1. 
Figure 11.31 shows the tonotopic map in the monkey cortex, 
with neurons that respond best to low frequencies located to 
the left and neurons that respond best to higher frequencies 
located to the right (Kosaki et al., 1997; also see Reale & Imig, 
1980; Schreiner & Mendelson, 1990).

But we know that sensations such as pitch and timbre 
are not related in a simple way to the place of activation in the 

Primary auditory
receiving area

Figure 11.30 The human brain, showing the location of the primary 

auditory receiving area, A1, which also extends inside the temporal 

lobe. Pulling the temporal lobe back reveals additional auditory areas. 

These areas will be described in Chapter 12. © Cengage Learning 2014

0.1250.3
0.5

0.25
0.3

0.5

1
2

2
8
14

18
20

1
4

8

Toward front
of brain

Toward back
of brain

Figure 11.31 The tonotopic map on the 

primary auditory receiving area, A1, which is 
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cochlea. How might we determine the physiological mecha-
nisms behind these sensations? The best way to determine 
a link between physiology and perception is to measure the 
physiological response and perception simultaneously. In 
Chapter 8 (page 186), we described how William Newsome 
and coauthors (1995) achieved this in vision by measuring 
how neurons in a monkey’s MT cortex responded to moving 
dot stimuli while the monkey was judging the direction the 
dots were moving. In this experiment, the fi ring of the MT 
neurons and the monkey’s perception were so closely related 
that the researchers could predict one from the other.

An experiment by Daniel Bendor and Xiaoqin Wang 
(2005) did not measure physiological response and percep-
tion simultaneously in the same animal but determined 
how neurons in an area just outside the auditory cortex of 
a marmoset (a species of New World monkey) responded 
to complex tones that differed in their harmonic structure 
but would be perceived by humans as being the same pitch. 
When they did this, they found neurons that responded 
similarly to complex tones with the same fundamental fre-
quency but with different harmonic structures. For example, 
Figure  11.32a shows the frequency spectra for a tone with 
a fundamental frequency of 182 Hz. In the top record, the 
tone contains the fundamental frequency and the second 
and third  harmonics; in the second record, harmonics 4–6 
are present; and so on, until at the bottom, only harmonics 
12–14 are present. Even though these stimuli contain differ-
ent frequencies (for example, 182, 364, and 546 Hz in the top 
record; 2,184, 2,366, and 2,548 Hz in the bottom record), they 
are all perceived by humans as having a pitch corresponding 
to the 182-Hz fundamental.

The corresponding cortical response records 
( Figure 11.32b) show that these stimuli all caused an increase 
in fi ring. To demonstrate that this fi ring occurred only when 
information about the 182-Hz fundamental frequency 
was present, Bendor and Wang showed that the neuron 
responded well to a 182-Hz tone presented alone, but not to 
any of the harmonics when they were presented alone. These 
cortical neurons, therefore, responded only to stimuli associ-
ated with the 182-Hz tone, which is associated with a specifi c 
pitch. For this reason, Bendor and Wang call these neurons 
pitch neurons.

From the research we have described on the ear and the 
brain, we can conclude that frequency is coded in the cochlea 
and auditory nerve based both on which fi bers are fi ring (place 
coding) and on the timing of nerve impulses in  auditory 
nerve fi bers (temporal coding). Although pitch p erception 
was originally thought to be determined  primarily by place 
coding, a large amount of evidence points to te mporal c oding 
as the most important determinant of pitch perception, espe-
cially below 5,000 Hz.

Whereas most of the early research on the auditory sys-
tem focused on the cochlea and auditory nerve, a great deal 
of research is now being done on the brain. We will consider 
more of this research in the next chapter.

SOMETHING TO CONSIDER:

How to Damage Your 
Hair Cells

Causing damage to your hair cells is a bad idea, because 
damage to the outer hair cells can have a large effect on the 
response of auditory nerve fi bers, as shown in  Figure 11.27. 
Outer hair cell damage is thought to be the most com-
mon cause of hearing loss; it results in a loss of sensitiv-
ity (inability to hear quiet sounds) and a loss of the sharp 
frequency tuning seen in healthy ears (Moore, 1995; Plack 
et al., 2004). When the outer hair cells are damaged, the 
response of the basilar membrane becomes similar to 
the broad response seen for the dead cochleas examined by 
Békésy. Because of this, it is harder for hearing-impaired 
people to separate out sounds—for example, to hear speech 
sounds in noisy e nvironments.

Inner hair cell damage can also cause a large effect, 
resulting in a loss of sensitivity. For both inner and outer 
hair cells, hearing loss occurs for the frequencies correspond-
ing to the frequencies detected by the damaged hair cells. 
Sometimes inner hair cells are lost over an entire region of 
the cochlea (a “dead region”), and sensitivity to the frequen-
cies that normally excite that region of the cochlea becomes 
much reduced.
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Figure 11.32 Records from a pitch neuron 

recorded from the auditory cortex of marmoset 

monkeys. (a) Frequency spectra for tones with 

a fundamental frequency of 182 Hz. Each tone 

contains three harmonic components of the 

182-Hz fundamental frequency. (b) Response 

of the neuron to each stimulus. Adapted from Bendor, D., 

& Wang, X. (2005). The neuronal representation of pitch in primate auditory 

cortex. Nature, 436, 1161–1165.
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large decreases in high-frequency hearing in old age. This 
may be why males, who historically have been exposed to 
more workplace noise than females, as well as to noises asso-
ciated with hunting and wartime, experience a greater pres-
bycusis effect.

Although presbycusis may be unavoidable, since most 
people are exposed over a long period of time to the everyday 
sounds of our modern environment, there are situations in 
which people expose their ears to loud sounds that could be 
avoided. This exposure to particularly loud sounds results in 
noise-induced hearing loss.

Noise-Induced Hearing Loss
Noise-induced hearing loss occurs when loud noises cause 
degeneration of the hair cells. This degeneration has been 
observed in examinations of the cochleas of people who have 
worked in noisy environments and have willed their ear struc-
tures to medical research. Damage to the organ of Corti is 
often observed in these cases. For example, examination of 
the cochlea of a man who worked in a steel mill indicated 
that his organ of Corti had collapsed and no receptor cells 
remained (Miller, 1974). More controlled studies of animals 
exposed to loud sounds provide further evidence that high-
intensity sounds can damage or completely destroy inner hair 
cells (Liberman & Dodds, 1984). Noise exposure also causes 
degeneration of auditory nerve fi bers (Kujawa & Liberman, 
2009). This may not affect sensitivity to quiet sounds but may 
impair the ability to identify complex sounds, particularly in 
noisy environments.

Because of the danger to hair cells posed by workplace 
noise, the United States Occupational Safety and Health 
Agency (OSHA) has mandated that workers not be exposed 
to sound levels greater than 85 dB for an 8-hour work shift. In 
addition to workplace noise, however, other sources of intense 
sound can cause hair cell damage leading to hearing loss.

If you turn up the volume on your portable music player, 
you are exposing yourself to what hearing professionals 
call leisure noise. Other sources of leisure noise are activi-
ties such as recreational gun use, riding motorcycles, play-
ing musical instruments, and working with power tools. A 
number of studies have demonstrated hearing loss in people 
who listen to portable music players (Okamoto et al., 2011; 
Peng et al., 2007), play in rock/pop bands (Schmuziger et al., 
2006), use power tools (Dalton et al., 2001), and attend sports 
events (Hodgetts & Liu, 2006). The amount of hearing loss 
depends on the level of sound intensity and the duration of 
exposure. Given the high levels of sound that occur in these 
activities, such as the levels above 90 dB SPL that can occur 
for the 3 hours of a hockey game (Figure 11.34) and levels as 
high as 90 dB SPL while using power tools in woodworking, it 
isn’t surprising that both temporary and permanent hearing 
losses are associated with these leisure activities. These fi nd-
ings suggest that it might make sense to use ear protection 
when in particularly noisy environments and to turn down 
the volume on your portable music player.

Of course, you wouldn’t want to purposely damage 
your hair cells, but sometimes we expose ourselves to sounds 
that over the long term do result in hair cell damage. One of 
the things that contributes to hair cell damage is living in 
an industrialized environment, which contains sounds that 
c ontribute to a type of hearing loss called presbycusis.

Presbycusis
Presbycusis is caused by hair cell damage resulting from the 
cumulative effects over time of noise exposure, the ingestion 
of drugs that damage the hair cells, and age-related degen-
eration. The loss of sensitivity associated with presbycusis, 
which is greatest at high frequencies, affects males more 
severely than females. Figure 11.33 shows the progression of 
loss as a function of age. Unlike the visual problem of pres-
byopia (see Figure 2.5), which is an inevitable consequence 
of aging, presbycusis is largely caused by factors in addition 
to aging;  people in preindustrial cultures, who have not been 
exposed to the noises that accompany industrialization or 
to drugs that could damage the ear, often do not  experience 
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The potential for hearing loss from listening to music 
at high volume for extended periods of time cannot be 
overemphasized, because at their highest settings, portable 
music players reach levels of 100 dB SPL or higher—far above 
OSHA’s recommended maximum of 85 dB. This has led 
Apple  Computer to add a setting to iPods that limits the max-
imum volume, although an informal survey of my students 
indicates, not surprisingly, that few of them use this feature.

One suggestion for minimizing the potential for hear-
ing damage is to follow this simple rule, proposed by James 
Battey, Jr., director of the National Institute on Deafness and 
Other Communication Disorders: If you can’t hear someone 
talking to you at arm’s length, turn down the music (“More 
Noise Than Signal,” 2007). If you can’t bring yourself to turn 
down the volume, another thing that would help is to take 
a 5-minute break from listening at least once an hour! 
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Figure 11.34 Sound level of game 3 of the 2006 

Stanley Cup fi nals between the Edmunton Oilers 

(the home team) and the Carolina Hurricanes. Sound 

levels were recorded by a small microphone in a 

spectator’s ear. The red line indicates a “safe” level 

for a 3-hour game. From Hodgetts, W. E., & Liu, R. (2006). Can hockey 

playoffs harm your hearing? CMAJ, 175, 1541–1542. 

What do newborn infants hear, and how does hearing 
 develop as infants get older? Although some early psycholo-
gists believed that newborns were functionally deaf, recent 
research has shown that newborns do have some auditory 
capacity and that this capacity improves as the child gets 
older  (Werner & Bargones, 1992). VL

Thresholds and the Audibility Curve
What do infant audibility curves look like, and how do their 
thresholds compare to adults’? Lynne Werner Olsho and 
coworkers (1988) used the following procedure to determine 
infants’ audibility curves. An infant is fi tted with earphones 
and sits on the parent’s lap. An observer, sitting out of view 
of the infant, watches the infant through a window. A light 
blinks on, indicating that a trial has begun, and a tone is either 
presented or not. The observer’s task is to decide whether the 
infant heard a tone (Olsho et al., 1987).

How can observers tell whether the infant has heard a 
tone? They decide by looking for responses such as eye move-
ments, changes in facial expression, a wide-eyed look, a turn 
of the head, or changes in activity level. These ju dgments 
resulted in the curve in Figure 11.35a for a 2,000-Hz tone 

(Olsho et al., 1988). Observers only occasionally indicated 
that the 3-month-old infants heard a tone that was presented 
at low intensity or not at all; observers were more likely to 
say that the infant had heard the tone when the tone was 
presented at high intensity. The infant’s threshold was deter-
mined from this curve, and the results from a number of 
other frequencies were combined to create audibility func-
tions such as those in Figure 11.35b. The curves for 3- and 
6-month-olds and adults indicate that infant and adult audi-
bility functions look similar and that by 6 months of age, the 
infant’s threshold is within about 10 to 15 dB of the adult 
threshold.

Recognizing Their Mother’s Voice
Another approach to studying hearing in infants has been 
to show that newborns can identify sounds they have heard 
before. Anthony DeCasper and William Fifer (1980) dem-
onstrated this capacity in newborns by showing that 2-day-
old infants will modify their sucking on a nipple in order to 
hear the sound of their mother’s voice. They fi rst observed 
that infants usually suck on a nipple in bursts separated by 
pauses. They fi tted infants with earphones and let the length 

DEVELOPMENTAL DIMENSION: Infant Hearing
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by the results of another experiment, in which DeCasper and 
M. J. Spence (1986) had one group of pregnant women read 
from Dr. Seuss’s book The Cat in the Hat and another group 
read the same story with the words cat and hat replaced with 
dog and fog. When the children were born, they regulated the 
pauses in their sucking in a way that caused them to hear the 
version of the story their mother had read when they were in 
the womb. Moon and coworkers (1993) obtained a similar 
result by showing that 2-day-old infants regulated their suck-
ing to hear a recording of their native language rather than a 
foreign language (see also DeCasper et al., 1994).

The idea that fetuses become familiar with the sounds 
they hear in the womb was supported by Barbara Kisilevsky 
and coworkers (2003), who presented loud (95 dB) recordings 
of the mother reading a 2-minute passage and a stranger read-
ing a 2-minute passage through a loudspeaker held 10  cm 
above the abdomen of full-term pregnant women. When 
they measured the fetus’s movement and heart rate as these 
recordings were being presented, they found that the fetus 
moved more in response to the mother’s voice, and that heart 
rate increased in response to the mother’s voice but decreased 
in response to the stranger’s voice. Kisilevsky concluded from 
these results that fetal voice processing is infl uenced by expe-
rience, just as the results of earlier experiments had suggested 
(see also Kisilevsky et al., 2009).

TEST YOURSELF 11.3

1. Considering what we know about (a) how information about 

sound frequency is represented in the ear and (b) the relation 

between frequency, repetition rate, and perception, what can 

we conclude about the relation between the physiology of the 

ear and pitch perception? Be sure you consider the roles of 

both place and timing information.

of the pause in the infant’s sucking determine whether the 
infant heard a recording of the mother’s voice or a record-
ing of a stranger’s voice (Figure 11.36). For half of the infants, 
long pauses activated the tape of the mother’s voice, and 
short pauses activated the tape of the stranger’s voice. For 
the other half, these conditions were reversed.

DeCasper and Fifer found that the babies regulated the 
pauses in their sucking so that they heard their mother’s 
voice more than the stranger’s voice. This is a remarkable 
accomplishment for a 2-day-old, especially because most had 
been with their mothers for only a few hours between birth 
and the time they were tested.

Why did the newborns prefer their mother’s voice? 
DeCasper and Fifer suggested that newborns recognize their 
mother’s voice because they heard the mother talking dur-
ing development in the womb. This suggestion is supported 
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Figure 11.36 This baby, from DeCasper and Fifer’s (1980) study, 

could control whether she heard a recording of her mother’s voice or a 

stranger’s voice by the way she sucked on the nipple. From DeCasper, A. J., & 

Fifer, W. P. (1980). Of human bonding: Newborns prefer their mothers’ voices. Science, 208, 1174–1176.
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2. What is the tonotopic map in the brain?

3. Describe the experiment that suggests a relationship between 

fi ring of neurons in the auditory cortex and the pitch of complex 

tones.

4. What is the connection between hair cell damage and hearing 

loss? exposure to occupational or leisure noise and hearing 

loss?

5. Describe the procedures for measuring auditory thresholds in 

infants. How does the infant’s audibility curve compare to the 

adult curve?

6. Describe experiments that show that newborn infants can 

recognize their mother’s voice, and that this capacity can be 

traced to the infants’ having heard the mother talking during 

development in the womb.

THINK ABOUT IT

 1. We saw that decibels are used to compress the large 
range of sound pressures in the environment into more 
manageable numbers. Describe how this same principle 
is used in the Richter scale to compress ranges of earth 
 vibrations from barely perceptible tremors to major 
earthquakes into a smaller range of numbers.

 2. Presbycusis usually begins with loss of high-frequency 
hearing and gradually involves lower frequencies. 
From what you know about cochlear function, can you 
 explain why the high frequencies are more vulnerable to 
 damage? (p. 283)

KEY TERMS

Acoustic prism (p. 279)
Amplitude (p. 264)
Apex (of the cochlea or basilar 

m embrane) (p. 272)
Attack (p. 270)
Audibility curve (p. 267)
Auditory canal (p. 271)
Auditory response area (p. 267)
Base (of the cochlea or basilar 

 membrane) (p. 272)
Basilar membrane (p. 273)
Characteristic frequency (p. 277)
Cilia (p. 273)
Cochlea (p. 272)
Cochlear amplifi er (p. 278)
Cochlear implant (p. 277)
Cochlear partition (p. 272)
Decay (p. 270)
Decibel (dB) (p. 265)
Eardrum (p. 271)
Effect of the missing fundamental 

(p. 269)
Equal loudness curve (p. 268)
First harmonic (p. 266)
Frequency (p. 264)

Frequency spectrum (p. 266)
Frequency tuning curve (p. 277)
Fundamental (p. 266)
Fundamental frequency (p. 266)
Hair cells (p. 273)
Harmonic (p. 266)
Hertz (Hz) (p. 264)
Higher harmonics (p. 266)
Incus (p. 271)
Inner ear (p. 272)
Inner hair cells (p. 273)
Leisure noise (p. 283)
Level (p. 265)
Loudness (p. 267)
Malleus (p. 271)
Middle ear (p. 271)
Middle-ear muscles (p. 272)
Noise-induced hearing loss (p. 283)
Octave (p. 269)
Organ of Corti (p. 273)
Ossicles (p. 271)
Outer ear (p. 271)
Outer hair cells (p. 273)
Oval window (p. 271)
Periodic tone (p. 266)

Periodicity pitch (p. 269)
Phase locking (p. 275)
Pinna (p. 271)
Pitch (p. 268)
Pitch neuron (p. 282)
Place theory of hearing (p. 276)
Presbycusis (p. 283)
Pure tone (p. 263)
Resonance (p. 271)
Resonant frequency (p. 271)
Sound (p. 263)
Sound level (p. 265)
Sound pressure level (SPL) 

(p. 265)
Sound wave (p. 263)
Stapes (p. 271)
Tectorial membrane (p. 273)
Temporal coding (p. 275)
Timbre (p. 269)
Tip links (p. 274)
Tone chroma (p. 269)
Tone height (p. 269)
Tonotopic map (p. 277)
Traveling wave (p. 276)
Tympanic membrane (p. 271)
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MEDIA RESOURCES

CourseMate 

Go to CengageBrain.com to access Psychology CourseMate, 
where you will fi nd the Virtual Labs plus an interactive  eBook, 
fl ashcards, quizzes, videos, and more.

Virtual Labs VL

The Virtual Labs are designed to help you get the most out 
of this course. The Virtual Lab icons direct you to specifi c 
media demonstrations and experiments designed to help 
you visualize what you are reading about. The numbers 
 below i ndicate the number of the Virtual Lab you can access 
through  Psychology CourseMate.

11.1 Decibel Scale (p. 267) 
Demonstrates how loudness increases for a 10 dB increase 
in decibels.

11.2 Loudness Scaling (p. 267) 
Do a magnitude estimation experiment to determine the 
 relationship between dB and loudness.

11.3 Frequency Response of the Ear (p. 267) 
Shows how our ability to hear a tone that is always at the 
same dB level depends on its frequency.

11.4 Tone Height and Tone Chroma (p. 269) 
A demonstration of tone height and tone chroma.

11.5 Periodicity Pitch: Eliminating the Fundamental 
and Lower Harmonics (p. 269) 
How your perception of a tone changes as harmonics are 
 removed.

11.6 Periodicity Pitch: St. Martin Chimes 
With  Harmonics Removed (p. 269) 
How your perception of a melody changes as harmonics are 
removed.

11.7 Harmonics of a Gong (p. 270) 
A demonstration that enables you to hear each of the individ-
ual harmonics that make up the sound produced by a gong.

11.8 Effect of Harmonics on Timbre (p. 270)
How adding harmonics to a tone changes the quality of the 
sound.

11.9 Timbre of a Piano Tone Played 
Backward (p. 270) 
How presenting piano tones backward (so the end of the tone 
comes fi rst and the beginning comes last) affects our percep-
tion of the tone’s quality.

11.10 Cochlear Mechanics: Cilia Movement (p. 274) 
Animation showing how the hair-cell cilia move back 
and  forth in response to a sound stimulus. (Courtesy of 
 Stephen T. Neely)

11.11 Cochlear Mechanics: Traveling Waves (p. 276) 
Animation showing how the basilar membrane vibrates 
in  response to two different frequencies. (Courtesy of 
 Stephen T. Neely)

11.12 Cochlear Implant: Environmental 
Sounds (p. 278) 
Illustrates how a person with a cochlear implant perceives 
some common environmental sounds. Perception that 
 results from different numbers of electrodes is illustrated. 
(Courtesy of Samantha Goddess/Sensimetrics)

11.13 Cochlear Implant: Music (p. 278) 
Illustrates how a person with a cochlear implant perceives 
music. Perception that results from different numbers of 
electrodes is illustrated. (Courtesy of Samantha Goddess/
Sensimetrics)

11.14 Cochlear Implant: Speech (p. 278) 
Illustrates how a person with a cochlear implant perceives 
speech. Perception that results from different numbers of 
electrodes is illustrated. (Courtesy of Samantha Goddess/
Sensimetrics)

11.15 Cochlear Mechanics: Cochlear 
Amplifi er (p. 278)
Animation showing how changes in the length of the outer 
hair cells amplify the vibration of the basilar membrane. 
(Courtesy of Stephen T. Neely)

11.16 Newborn Hearing and Vision (p. 284)
First part of video is on newborn hearing. Second part is on 
how infants orient toward faces.
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CHAPTER CONTENTS

Auditory Localization
Binaural Cues for Sound Localization
Monaural Cue for Localization

The Physiology of Auditory Localization
The Auditory Pathway and Cortex
The Jeffress Neural Coincidence Model
Broad ITD Tuning Curves in Mammals
Localization in Area A1 and the Auditory Belt Area
Moving Beyond the Temporal Lobe: Auditory Where 

(and What) Pathways

Hearing Inside Rooms
Perceiving Two Sounds That Reach the Ears at Different 

Times
Architectural Acoustics

Auditory Organization: Scene Analysis
The Problem of Auditory Scene Analysis
Separating the Sources

Auditory Organization: Perceiving Meter
Metrical Structure and the Mind
Metrical Structure and Movement
Metrical Structure and Language

Returning to the Coffee Shop

SOMETHING TO CONSIDER: Connections Between 
Hearing and Vision

Hearing and Vision: Perceptions
Hearing and Vision: Physiology

Think About it

C H A P T E R  1 2

Auditory 

Localization and 

Organization

▲ As the musicians draw their bows over the strings,  vibrations 

occur, which, as we saw in Chapter 11, create patterns of 

 frequencies that result in perceptual qualities such as pitch and 

timbre. But there is more to perceiving sound than pitch and 

timbre. In this chapter we consider how we perceive where a 

sound is coming from, how our perception is infl uenced by the 

acoustics of a room or concert hall, how we are able to separate 

the sounds of different melodic lines and instruments from one 

 another, and how we perceive music as patterns of sounds in time.

Some Questions We Will Consider:

■  What makes it possible to tell where a sound is coming from in 

space? (p. 290)

■  Why does music sound better in some concert halls than in 

 others? (p. 302)

■  When we are listening to a number of musical instruments 

 playing at the same time, how can we perceptually separate 

the sounds coming from the different instruments? (p. 304)

T
his chapter is about how we make sense of sounds in 
the environment. It takes us beyond the mechanisms 
responsible for perceiving the pitch or loudness of 

pure and complex tones to ask what typically happens in an 
 environment in which we are exposed to sounds coming from 
a number of different sources, often simultaneously, and also 
sequences of sounds that create patterns in time.

Consider, for example, the man conversing with the 
woman in the coffee shop (Figure 12.1). He hears her talking 
from across the table and can tell that music is coming from 
speakers located behind him. Four things happen that we 
need to explain: (1) How can he tell where the woman’s voice 
and the music are coming from? This is the auditory local-
ization problem. (2) How can he perceive the music clearly, 
with no “echo,” even though some of the sound from the 
speakers is bouncing off the wall and is arriving at his ears 
after a slight delay? This is the problem of refl ected sound. 
(3)  How does he experience the woman’s voice as separate 
from the music and all the other sounds in the room? This 
is a problem in perceptual organization called the auditory 

The Virtual Lab icons direct you to specific anima-

tions and videos designed to help you visualize what 

you are reading about. Virtual Labs are listed at the end 

of the chapter, keyed to the page on which they appear, 

and can be accessed through Psychology CourseMate.

VL
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290 CHAPTER 12 Auditory Localization and Organization

scene analysis problem. (4) How does he perceive the music’s 
sound as perceptually organized in time, with a regular beat? 
Perceiving the beat pattern is the problem of metrical structure. 
We will consider each of these four problems in this chapter. 
We begin by considering localization.

Auditory Localization

After reading this sentence, close your eyes for a moment, 
listen, and notice what sounds you hear and where they are 
coming from. When I do this right now, sitting in a cof-
fee shop, I hear the beat and vocals of a song coming from 
a speaker above my head and slightly behind me, a woman 
talking somewhere in front of me, and the “fi zzy” sound of 
an espresso maker off to the left. There are other sounds as 
well, because many people are talking, but let’s focus on these 
three for now.

Each of the sounds—the music, the talking, and the 
mechanical fi zzing sound—are heard as coming from differ-
ent locations in space. These sounds at different  locations 

 create an auditory space, which exists all around,  wherever 
there is sound. This locating of sound sources in auditory 
space is called auditory localization. We can appreciate the 
problem the auditory system faces in determining these 
 locations by comparing the information for location for 
vision and hearing. To do this, we substitute a bird in a tree 
and a cat on the ground in Figure 12.2 for the sounds in the 
coffee shop.

Visual information for the relative locations of the bird 
and the cat is contained in the images of the bird and the cat 
on the surface of the retina. The ear, however, is different. 
The bird’s “tweet, tweet” and the cat’s “meow” stimulate the 
cochlea based on their sound frequencies, and as we saw in 
Chapter 11, these frequencies cause patterns of nerve fi ring 
that result in our perception of a tone’s pitch and timbre. But 
activation of nerve fi bers in the cochlea is based on the tones’ 
frequency components and not on where the tones are com-
ing from. This means that two tones with the same frequency 
that originate in different locations will activate the same 
hair cells and nerve fi bers in the cochlea. The auditory sys-
tem must therefore use other information to determine loca-
tion. The information it uses involves location cues that are 

(1) SOUND LOCATION (4) MUSIC’S BEAT

(3) WOMAN'S VOICE

(2) REFLECTED SOUND

Figure 12.1 Coffee shop scene, which contains multiple sound sources. The most immediate 

sound source for the man in the middle is the voice of the woman talking to him across the table. 

Additional sources include speakers on the wall behind him, which are broadcasting music, and all 

the other people in the room who are speaking. The four problems we will consider in this chapter—

(1) auditory localization, (2) sound refl ection, (3) analysis of the scene into separate sound sources, 

and (4) musical patterns that are organized in time—are indicated in this fi gure.
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created by the way sound interacts with the listener’s head 
and ears.

There are two kinds of location cues: binaural cues, 
which depend on both ears, and monaural cues, which 
depend on just one ear. Researchers studying these cues 
have determined how well people can locate the position of 
a sound in three dimensions: the azimuth, which extends 
from left to right (Figure 12.3); elevation, which extends up 
and down; and the distance of the sound source from the 
listener. In this  chapter, we will focus on the azimuth and 
elevation.

Binaural Cues for Sound 
Localization
Binaural cues use information reaching both ears to deter-
mine the azimuth (left–right position) of sounds. The two 
binaural cues are interaural time difference and interaural level 
difference. Both are based on a comparison of the sound sig-
nals reaching the left and right ears. Sounds that are off to 
the side reach one ear before the other and are louder at one 
ear than the other.

Interaural Time Difference The interaural time  difference 
(ITD) is the difference between when a sound reaches the left 
ear and when it reaches the right ear (Figure 12.4). If the source 
is located directly in front of the listener, at A, the distance 
to each ear is the same; the sound reaches the left and right 
ears simultaneously, so the ITD is zero. However, if a source 
is  located off to the side, at B, the sound reaches the right 
ear before it reaches the left ear. Because the ITD becomes 
larger as sound sources are located more to the side, the mag-
nitude of the ITD can be used as a cue to determine a sound’s 
 location. Behavioral research, in which listeners judge sound 
 locations as ITD is varied, indicates that ITD is an effec-
tive cue for  localizing low-frequency sounds ( Wightman & 
 Kistler, 1997, 1998).

Interaural Level Difference The other binaural cue, 
 interaural level difference (ILD), is based on the difference in 
the sound pressure level (or just “level”) of the sound reaching 
the two ears. A difference in level between the two ears occurs 

Cat

“Tweet, tweet”

Tweet
Meow
Tweet

“Meow”
Bird

Figure 12.2 Comparing location information for vision and hearing. Vision: The bird and the cat, 

which are located at different places, are imaged on different places on the retina. Hearing: The 

frequencies in the sounds from the bird and cat are spread out over the cochlea, with no regard to 

the animals’ locations. © Cengage Learning

Figure 12.3 The three directions used for studying sound 

localization: azimuth (left–right), elevation (up–down), and distance.

© Cengage Learning

Distance

Elevation
(up–down)

Azimuth
(left–right)
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292 CHAPTER 12 Auditory Localization and Organization

because the head is a barrier that creates an  acoustic shadow, 
reducing the intensity of sounds that reach the far ear. This 
reduction of intensity at the far ear occurs for  high-frequency 
sounds, as shown in Figure 12.5a, but not for low-frequency 
sounds, as shown in Figure 12.5b. VL

We can understand why an ILD occurs for high fre-
quencies but not for low frequencies by drawing an analogy 
between sound waves and water waves. Consider, for example, 
a situation in which small ripples in the water are approach-
ing the boat in Figure 12.5c. Because the ripples are small 
compared to the boat, they bounce off the side of the boat 
and go no further. Now imagine the same ripples approach-
ing the cattails in Figure 12.5d. Because the distance between 
the ripples is large compared to the stems of the cattails, the 
ripples are hardly disturbed and continue on their way. These 
two examples illustrate that an object has a large effect on the 
wave if it is larger than the distance between the waves, but 
has a small effect if it is smaller than the distance between 
the waves. When we apply this principle to sound waves 

Figure 12.4 The principle behind interaural time difference (ITD). The 

tone directly in front of the listener, at A, reaches the left and right ears 

at the same time. However, when the tone is off to the side, at B, it 

reaches the listener’s right ear before it reaches the left ear. 

© Cengage Learning

B

A

(c) (d)

(a)

6,000 Hz

Acoustic shadow

Spacing small
compared to object

(b)

200 Hz

Spacing large
compared to object

Figure 12.5 Why interaural level difference (ILD) occurs for high frequencies but not for low frequencies. (a) Person 

listening to a high-frequency sound; (b) person listening to a low-frequency sound. (c) When the spacing between waves 

is smaller than the size of the object, illustrated here by water ripples that are smaller than the boat, the waves are 

stopped by the object. This occurs for the high-frequency sound waves in (a) and causes the sound intensity to be lower 

on the far side of the listener’s head. (d) When the spacing between waves is larger than the size of the object, as occurs 

for the water ripples and the narrow stalks of the cattails, the object does not interfere with the waves. This occurs for the 

low-frequency sound waves in (b), so the sound intensity on the far side of the head is not affected. © Cengage Learning
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 interacting with a listener’s head, we can understand why 
high-frequency sound waves (which are small compared to 
the size of the head) are disrupted by the head and create the 
acoustic shadow shown in Figure 12.5a, but low-frequency 
waves do not.

Figure 12.6 illustrates this difference between the ILDs 
for high and low frequencies. The ILD was measured by 
using small microphones to record the difference in sound 
intensity reaching each ear for frequencies ranging from 
100 to 5,000 Hz. ILD is plotted against frequency for sound 
sources located at three different positions relative to the 
head. Notice that at high frequencies, there is a large dif-
ference between the ILD for sounds located at 10 degrees 
(green curve) and 90 degrees (blue curve). At lower frequen-
cies, however, there is a smaller difference between the ILDs 
for sounds coming from these two locations until, at very 
low frequencies, the ILD is a very poor indicator of a sound’s 
location.

The Cone of Confusion When we consider the interaural 
time difference (ITD) and interaural level difference (ILD) 
together, we see that they complement each other. The ITD 
provides information about the location of low-frequency 
sounds, and the ILD provides information about the location 
of high-frequency sounds. However, while the time and level 
differences provide information that enables people to judge 
location along the azimuth coordinate, they provide ambigu-
ous information about the elevation of a sound source. You 
can understand why this is so by imagining you are extend-
ing your hand directly in front of you at arm’s length and 

are holding a sound source. Because the source would be 
equidistant from your left and right ears, the time and level 
differences would be zero. If you now imagine moving your 
hand straight up, increasing the sound source’s elevation, the 
source will still be equidistant from the two ears, so both time 
and level differences are still zero.

Because the time and level differences can be the same 
at a number of different elevations, they cannot reliably 
indicate the elevation of the sound source. Similar ambigu-
ous information is provided when the sound source is off 
to the side. These places of ambiguity are illustrated by the 
cone of confusion shown in Figure 12.7. All points on this 
cone have the same ILD and ITD. For example, points A 
and B would result in the same ILD and ITD because the 
distance from A to the left and right ears is the same as 
the distance from B to the right and left ears. Similar situa-
tions occur for other points on the cone, and there are other 
smaller and larger cones as well. In other words, there are 
many locations in space where two sounds could result in 
the same ILD and ITD.

Monaural Cue for Localization
The ambiguous nature of the information provided by 
ITD and ILD at different elevations means that another 
source of information is needed to locate sounds along 
the elevation coordinate. This information is provided by 
a  monaural cue—a cue that depends on information from 
only one ear.
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Figure 12.6 The three curves indicate interaural level difference (ILD) as a function of 

frequency for three different sound-source locations. Note that the difference in ILD for 

different locations is greater at higher frequencies. Adapted from Hartmann, M. (1999). How we localize sound. 

Physics Today on the Web. www.aip.org/pt/nov99/locsound.html.
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294 CHAPTER 12 Auditory Localization and Organization

The primary monaural cue for localization is called a 
spectral cue, because the information for localization is 
contained in differences in the distribution (or spectrum) 
of  frequencies that reach each ear from different locations. 
These differences are caused by the fact that before the sound 
stimulus enters the auditory canal, it is refl ected from the 
head and within the various folds of the pinnae (Figure 12.8a). 
The effect of this interaction with the head and pinnae has 

been measured by placing small microphones inside a lis-
tener’s ears and comparing frequencies from sounds that are 
coming from different directions.

This effect is illustrated in Figure 12.8b, which shows the 
frequencies picked up by the microphone when a broadband 
sound (one containing many frequencies) is presented at ele-
vations of 15 degrees above the head and 15 degrees below 
the head. Sounds coming from these two locations would 
result in the same ITD and ILD because they are the same 
distance from the left and right ears, but differences in the 
way the sounds bounce around within the pinna create dif-
ferent patterns of frequencies for the two locations (King 
et al., 2001). The importance of the pinna for determining 
elevation has been demonstrated by showing that smoothing 
out the nooks and crannies of the pinnae with molding com-
pound makes it diffi cult to locate sounds along the elevation 
coordinate (Gardner & Gardner, 1973).

The idea that localization can be affected by using a 
mold to change the inside contours of the pinnae was also 
demonstrated by Paul Hofman and coworkers (1998). They 
determined how localization changes when the mold is 
worn for several weeks, and then what happens when the 
mold is removed. The results for one listener’s localization 
performance measured before the mold was inserted are 
shown in Figure 12.9a. Sounds were presented at positions 
indicated by the intersections of the black grid. Average 
localization performance is indicated by the blue grid. The 
overlap between the two grids indicates that localization was 
fairly accurate.

After measuring initial performance, Hofman fi tted his 
listeners with molds that altered the shape of the pinnae and 
therefore changed the spectral cue. Figure 12.9b shows that 

A

B

Figure 12.7 The “cone of confusion.” There are many pairs of 

points on this cone that have the same left-ear distance and right-ear 

distance and so result in the same ILD and ITD. There are also other 

cones in addition to this one. © Cengage Learning
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Figure 12.8 (a) Pinna showing sound bouncing around in nooks and crannies. (b) Frequency 

spectra recorded by a small microphone inside the listener’s right ear for the same broadband sound 

coming from two different locations. The difference in the pattern when the sound is 15 degrees 

above the head (blue curve) and 15 degrees below the head (red curve) is caused by the way 

different frequencies bounce around within the pinna when entering it from different angles. Adapted from 

Plack, C. J. (2005). The sense of hearing, Figure 9.11. New York: Psychology Press. Ear photo by Bruce Goldstein.
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localization performance is poor for the elevation coordinate 
immediately after the mold is inserted, but locations can still 
be judged at locations along the azimuth coordinate. This 
is exactly what we would expect if binaural cues are used for 
judging azimuth location and spectral cues are responsible 
for judging elevation locations.

Hofman continued his experiment by retesting localiza-
tion as his listeners continued to wear the molds. You can see 
from Figure 12.9c–d that localization performance improved, 
until by 19 days localization had become reasonably accu-
rate. Apparently, the person had learned, over a period of 
weeks, to associate new spectral cues to different directions 
in space.

What do you think happened when the molds were 
removed? It would be logical to expect that once adapted to 
the new set of spectral cues created by the molds, localization 
performance would suffer when the molds were removed. 
However, as shown in Figure 12.9e, localization remained 
excellent immediately after removal of the ear molds. Appar-
ently, training with the molds created a new set of correlations 
between spectral cues and location, but the old correlation 
was still there as well. One way this could occur is if different 
sets of neurons were involved in responding to each set of 
spectral cues, just as separate brain areas are involved in pro-
cessing different languages in people who speak more than 
one language (King et al., 2001; Wightman & Kistler, 1998; 
also see van Wanrooij & Opstal, 2005).

We have seen that each type of cue works best for dif-
ferent frequencies and different coordinates. ITDs and ILDs 
work for judging azimuth location, with ITD best for low 
frequencies and ILD for high frequencies. Spectral cues work 
best for judging elevation, especially at higher frequencies. 
These cues work together to help us locate sounds. In real-
world listening, we also move our heads, which provides 
additional ITD, ILD, and spectral information that helps 
minimize the effect of the cone of confusion and helps 
locate continuous sounds. Vision also plays a role in sound 
localization, as when you hear talking and see a person 
making gestures and lip movements that match what you 
are  hearing. Thus, the richness of the environment and our 
 ability to actively search for information help us zero in on 
a sound’s location.

The Physiology of Auditory 
Localization

Having identifi ed the cues that are associated with where a 
sound is coming from, we now ask how the information in 
these cues is represented in the nervous system. Are there 
neurons in the auditory system that signal ILD or ITD? To 
begin answering this question, we will describe the pathway 
from the cochlea to the cortex, because it is along this path-
way that signals from the left and right ears meet, and then 
continue on to the auditory cortex.
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Figure 12.9 How localization changes when a mold is placed in the 

ear. See text for explanation.  Reprinted from King, A. J., Schnupp, J. W. H., & Doubell, T. P., The 

shape of ears to come: Dynamic coding of auditory space, Trends in Cognitive Sciences, 5, 261–270. Copyright 2001, 

with permission from Elsevier.
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The Auditory Pathway and Cortex
Signals generated in the hair cells of the cochlea are transmit-
ted out of the cochlea in nerve fi bers of the auditory nerve (refer 
back to Figure 11.16). The auditory nerve carries the signals 
generated by the inner hair cells away from the cochlea and 
toward the auditory receiving area in the cortex. F igure 12.10 
shows the pathway the auditory signals  follow from the 
cochlea to the auditory cortex.  Auditory nerve fi bers from 
the cochlea synapse in a sequence of s ubcortical  structures—
structures below the cerebral c ortex. This sequence begins with 
the cochlear nucleus and c ontinues to the superior  olivary 
nucleus in the brain stem, the  inferior colliculus in the mid-
brain, and the medial g eniculate nucleus in the thalamus.

From the medial geniculate nucleus, fi bers continue to 
the primary auditory cortex (or auditory receiving area, 
A1), in the temporal lobe of the cortex. If you have trouble 
remembering this sequence of structures, remember the acro-
nym SONIC MG (a very fast sports car), which represents 
the three structures between the cochlear nucleus and the 
 auditory cortex, as follows: SON = superior olivary nucleus; 
IC = inferior colliculus; MG = medial geniculate nucleus.

A great deal of processing occurs as signals travel through 
the subcortical structures along the pathway from the cochlea 
to the cortex. Processing in the superior olivary nucleus is 
important for binaural localization because it is here that 

signals from the left and right ears fi rst meet (indicated by 
the presence of both red and blue arrows in Figure  12.10). 
Further binaural processing also occurs in the inferior col-
liculus (King et al., 2001).

Auditory signals arrive at the primary auditory receiving 
area (A1) in the temporal lobe and then travel to other cortical 
auditory areas: (1) the core area, which includes the primary 
auditory cortex (A1) and some nearby areas; (2) the belt area, 
which surrounds the core, and (3) the parabelt area (Kaas 
et al., 1999; Rauschecker, 1997, 1998) ( Figure 12.11). Later in 
the chapter, we will see that the core and belt areas are impor-
tant both for auditory localization and for i dentifying sounds.

The Jeffress Neural 
Coincidence Model
We begin describing the physiology of localization by describ-
ing a neural circuit that was proposed in 1948 by Lloyd  Jeffress 
to show how signals from the left and right ears can be com-
bined to determine the ITD. The Jeffress model of auditory 
localization proposes that neurons are wired so they each 
receive signals from the two ears, as shown in  Figure 12.12. 
Signals from the left ear arrive along the blue axon, and sig-
nals from the right ear arrive along the red axon.

Primary
auditory
cortex
(A1)

Medial
geniculate
nucleus

Superior
olivary
nucleus

Inferior
colliculus

Left
ear

Auditory
nerve

Cochlear
nucleus

Figure 12.10 Diagram of the auditory pathways. 

This diagram is greatly simplifi ed, as numerous 

connections between the structures are not shown. 

Note that auditory structures are bilateral—they 

exist on both the left and right sides of the body—

and that messages can cross over between the two 

sides. Adapted from Wever, E. G. (1949). Theory of hearing. New York: Wiley.
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If the sound source is directly in front of the listener, the 
sound reaches the left and right ears simultaneously, and sig-
nals from the left and right ears start out together, as shown 
in Figure 12.12a. As each signal travels along its axon, it stimu-
lates each neuron along the axon in turn. At the beginning 
of the journey, neurons receive signals from only the left ear 
(neurons 1, 2, 3) or the right ear (neurons 9, 8, 7), but not 
both, and they do not fi re. But when the signals both reach 
neuron 5 together, that neurons fi res (Figure 12.12b). This 
neuron and the others in this circuit are called coincidence 
detectors, because they only fi re when both signals coincide 
by arriving at the neuron simultaneously. The fi ring of neu-
ron 5 indicates that ITD = 0.

If the sound comes from the right, similar events occur, 
but the signal from the right ear has a head start, as shown 
in Figure 12.12c, and both signals reach neuron 3 simulta-
neously (Figure 12.12d), so this neuron fi res. This neuron, 
therefore, detects ITDs that occur when the sound is coming 
from a specifi c location on the right. The other neurons in 
the  circuit fi re to locations corresponding to other ITDs.

The Jeffress model therefore proposes a circuit that 
involves “ITD detectors,” and it also proposes that there are 
a series of these detectors, each tuned to respond best to a 
specifi c ITD. According to this idea, the ITD will be indicated 
by which ITD neuron is fi ring. This has been called a “place 
code” because ITD is indicated by the place (which neuron) 
where the activity occurs.

One way to describe the properties of ITD neurons is to 
measure ITD tuning curves, which plot the neuron’s fi ring 
rate against the ITD. Recording from neurons in the brain-
stem of the barn owl, which has excellent auditory localiza-
tion abilities, has revealed narrow tuning curves that respond 
best to specifi c ITDs, like the ones in Figure 12.13 (Carr & 
Konishi, 1990; McAlpine, 2005). The neurons associated with 
the curves on the left (blue) fi re when the sound reaches the 

A1

Core area Belt area

Parabelt area

A

P

Figure 12.11 The three main auditory areas in the monkey cortex: 

the core area, which contains the primary auditory receiving area (A1); 

the belt area; and the parabelt area. P indicates the posterior end 

of the belt area, and A indicates the anterior end of the belt area. 

Signals, indicated by the arrows, travel from core to belt to parabelt. 

The dark lines indicate where the temporal lobe was pulled back to 

show areas that would not be visible from the surface. From Kaas, J. H., Hackett, 

T. A., & Tramo, M. J. (1999). Auditory processing in primate cerebral cortex. Current Opinion in Neurobiology, 9, 164–170. 

Figure 12.12 How the circuit proposed by Jeffress operates. 

Axons transmit signals from the left ear (blue) and the right ear (red) 

to neurons, indicated by circles. (a) Sound in front. Signals start in 

left and right channels simultaneously. (b) Signals meet at neuron 

5, causing it to fi re. (c) Sound to the right. Signal starts in the right 

channel fi rst. (d) Signals meet at neuron 3, causing it to fi re. 

Adapted from Plack, C. J. (2005). The sense of hearing. New York: Erlbaum. 
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Figure 12.13 ITD tuning curves for six neurons that each respond 

to a narrow range of ITDs. The neurons on the left respond when 

sound reaches the left ear fi rst. The ones on the right respond when 

sound reaches the right ear fi rst. Neurons such as these have been 

recorded from the barn owl and other animals. However, when we 

consider mammals, another story emerges. Adapted from McAlpine, D., & Grothe, B. 

(2003). Sound localization and delay lines: Do mammals fi t the model? Trends in Neurosciences, 26, 347–350.
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left ear fi rst, and the ones on the right (red) fi re when sound 
reaches the right ear fi rst. These are the tuning curves that 
are predicted by the Jeffress model, because each neuron 
responds best to a specifi c ITD and the response drops off 
rapidly for other ITDs. However, the situation is different for 
mammals.

Broad ITD Tuning Curves 
in Mammals
The results of research in which ITD tuning curves are 
recorded from mammals may appear, at fi rst glance, to sup-
port the Jeffress model. For example, Figure 12.14a shows an 
ITD tuning curve of a neuron in the gerbil’s superior olivary 
nucleus (Pecka et al., 2008). This curve has a peak in the mid-
dle and drops off on either side. However, when we compare 
the gerbil curve to the curve for the barn owl in Figure 12.14b, 
we can see from the ITD scales on the horizontal axis that the 
gerbil curve is much broader than the owl curve. In fact, the 
gerbil curve is so broad that it extends far outside the range 
of ITDs that are actually involved in sound localization, indi-
cated by the light bar (also see Siveke et al., 2006).

This broadness of response to different locations also 
occurs in the auditory cortex of the monkey. Figure 12.15 
shows the responses of a neuron in a monkey’s left audi-
tory cortex to sounds located at different positions around 
the monkey’s head. This neuron fi res best to sounds on the 
monkey’s right side and is broadly tuned, so even though 
it responds best when the sound is coming from about 60 
degrees (indicated by the star), it also responds strongly to 
other locations (Recanzone et al., 2011; Woods et al., 2006).

Because of the broadness of the ITD curves in mammals, 
it has been proposed that coding for localization is based on 
broadly tuned neurons like the ones shown in Figure 12.16 
(McAlpine, 2005; Grothe, 2010). According to this idea, 
there are broadly tuned neurons in the right hemisphere that 
respond when sound is coming from the left and broadly tuned 
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Figure 12.14 (a) ITD tuning curve for a neuron in 

the gerbil superior olivary nucleus. (b) ITD tuning curve 

for a neuron in the barn owl’s inferior colliculus. The 

“range” indicator below each curve indicates that the 

gerbil curve is much broader than the owl curve. The 

gerbil curve is, in fact, broader than the range of ITDs 

that typically occur in the environment. This range is 

indicated by the light bar (between the dashed lines). 
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Figure 12.15 Responses recorded from a neuron in the left auditory 

cortex of the monkey to sounds originating at different places around 

the head. The monkey’s position is indicated by the circle in the 

middle. The fi ring of a single cortical neuron to a sound presented at 

different locations around the monkey’s head is shown by the records 

at each location. Greater fi ring is indicated by a greater density of 

dots. This neuron responds to sounds coming from a number of 

locations on the right. From Recanzone, G. H., Engle, J. R., & Juarez-Salinas, D. L. (2011). Spatial and 

temporal processing of single auditory cortical neurons and populations of neurons in the macaque monkey. Hearing 

Research, 271, 115–122, Figure 4. With permission from Elsevier. Based on data from Woods et al. (2006).

neurons in the left hemisphere that respond when sound is 
coming from the right. The location of a sound is indicated 
by the ratio of responding of these two types of broadly tuned 
neurons. For example, a sound from the left would cause the 
pattern of response shown in the left pair of bars in Figure 
12.16b; a sound located straight ahead, by the middle pair of 
bars; and a sound to the right, by the far right bars.

This type of coding resembles the distributed coding we 
described in Chapter 3, in which information in the nervous 
system is based on the pattern of neural responding. This is, 
in fact, how the visual system signals different wavelengths of 
light, as we saw when we discussed color vision in Chapter 9, 
in which wavelengths are signaled by the pattern of response 
of three different cone pigments (Figure 9.11).
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To summarize research on the neural mechanism of 
binaural localization, we can conclude that it is based on 
sharply tuned neurons for birds and broadly tuned neurons for 
mammals. The code for birds is a place code because the ITD 
is indicated by fi ring of neurons at a specifi c place. The code 
for mammals is a distributed code because the ITD is deter-
mined by the fi ring of many broadly tuned neurons working 
together. Next, we consider one more piece of the story for 
mammals, which goes beyond considering how the ITD is 
coded by neurons to consider how information about local-
ization is organized in the cortex.

Localization in Area A1 
and the Auditory Belt Area
We now consider research on where information about local-
ization is processed in the cortex. Researchers have used a 
number of different techniques to determine whether the 
primary auditory receiving area, A1, is involved in localiza-
tion. One technique is to determine how localization is 
affected by destroying or deactivating A1. Fernando Nodal 
and c oworkers (2010), using the method of brain  ablation 
(or lesioning) in ferrets (see Method: Brain Ablation in 
Chapter 4, page 83), found that destroying A1 decreased, 
but did not totally eliminate, the ferrets’ ability to localize 
sounds. The involvement of A1 in localization was also dem-
onstrated by Shveta Malhotra and Stephen Lomber (2007), 
who showed that deactivating A1 in cats by cooling the cortex 

results in poor localization (also see Malhotra et al., 2008). 
Although both the ferret and cat studies showed that destroy-
ing or deactivating A1 affected localization, these studies 
also showed that destroying or deactivating areas outside A1 
affected localization.

Research on how higher-order auditory areas, such as the 
belt or parabelt, affect localization is just beginning. Gregg 
Recanzone (2000) compared the spatial tuning of neurons in 
A1 and neurons in the posterior area of the belt (indicated by 
the “P” in Figure 12.11). He did this by recording from  neurons 
in the monkey and determining how a neuron responded 
when a sound source was moved to different locations rela-
tive to the monkey. He found that neurons in A1 respond 
when a sound is moved within a specifi c area of space and 
don’t respond outside that area. When he then recorded from 
 neurons in the posterior belt area, he found that these neurons 
respond to sound within an even smaller area of space, indi-
cating that spatial tuning is better in the posterior belt area. 
Thus,  neurons in the belt area provide more precise informa-
tion than A1 neurons about the location of sound sources.

Moving Beyond the Temporal Lobe: 
Auditory Where (and What) Pathways
Auditory processing for location extends beyond the audi-
tory areas in the temporal lobe. Two auditory pathways 
extend from the temporal lobe to the frontal lobe. These 
pathways, like the what and where pathways we described 
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Figure 12.16 (a) ITD tuning curves for broadly tuned neurons like the one shown in 

Figure 12.14a. The left curve represents the tuning of neurons in the right hemisphere; the 

right curve is the tuning of neurons in the left hemisphere. (b) Patterns of response of the 

broadly tuned curves for stimuli coming from the left, in front, and from the right. Adapted from 

McAlpine, D. (2005). Creating a sense of auditory space. Journal of Physiology, 566, 21–22. 
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for vision (see page 84), are called the what and where path-
ways for audition (Kaas & Hackett, 1999). The blue arrow 
in  Figure  12.17  indicates the what pathway, which starts in 
the front (anterior) part of the core and belt (indicated by 
the “A” in  Figure 12.11) and extends to the prefrontal cortex. 
The what pathway is responsible for identifying sounds. The 
red arrow in Figure 12.17 indicates the where pathway, which 
starts in the rear (posterior) part of the core and belt and 
extends to the prefrontal cortex. This is the pathway associ-
ated with locating sounds.

The branching of the auditory system into these two 
pathways or streams is indicated by the difference between 
how information in the posterior and anterior areas of the 
belt are processed. We have seen that neurons in the posterior 
belt have better spatial tuning than neurons in A1. Research 
has also shown that while monkey A1 neurons are activated 
by simple sounds such as pure tones, neurons in the anterior 
area of the belt respond to more complex sounds, such as 
monkey calls—vocalizations recorded from monkeys in the 
jungle (Rauschecker & Tian, 2000). Thus, the posterior belt is 
associated with spatial tuning, and the anterior belt is associ-
ated with identifying different types of sounds. This difference 
between posterior and anterior areas of the belt represents the 
difference between where and what auditory pathways.

Additional evidence for what and where auditory pathways 
is provided by Stephen Lomber and Shveta Malhortra (2008), 
who showed that temporarily deactivating a cat’s anterior 
auditory areas by cooling the cortex disrupts the cat’s ability 
to tell the difference between two patterns of sounds, but does 
not affect the cat’s ability to localize sounds ( Figure 12.18a). 
Conversely, deactivating the cat’s posterior auditory areas dis-
rupts the cat’s ability to localize sounds, without affecting the 
cat’s ability to tell the difference between different patterns of 
sounds (Figure 12.18b). If the design of this experiment seems 
familiar, it is because it is the same as the design of Ungerleider 
and Mishkin’s (1982) experiment that demonstrated what 
and where visual pathways in the monkey (compare Figure 
12.18 to Figure 4.13). In both experiments, lesioning one area 

(for the vision experiment) or deactivating one area (for the 
hearing experiment) eliminated a what function, and lesion-
ing or deactivating another area eliminated a where function.

Cases of human brain damage also support the what/
where idea (Clarke et al., 2002). For example, Figure 12.19a 
shows the areas of the cortex that are damaged in J.G., a 
45-year-old man with temporal lobe damage caused by a head 
injury, and E.S., a 64-year-old woman with parietal and fron-
tal lobe damage caused by a stroke. Figure 12.19b shows that 
J.G. can locate sounds, but his recognition is poor, whereas 
E.S. can recognize sounds, but her ability to locate them is 
poor. Thus, J.G.’s what stream is damaged, and E.S’s where 
stream is damaged. Other researchers have also provided evi-
dence for auditory what and where pathways by using brain 
scanning to show that what and where tasks activate differ-
ent brain areas in humans (Alain et al., 2001, 2009; De Santis 
et al., 2007; Wissinger et al., 2001).

We can summarize where information about auditory 
localization is processed in the cortex as follows: Lesion and 
cooling studies indicate that A1 is important for localiza-
tion. However, additional research indicates that processing 
information about location also occurs in the belt area and 
then continues farther in the where processing stream, which 
extends from the temporal lobe to the prefrontal area in the 
frontal lobe.

A1

Prefrontal cortex

Where

What

Figure 12.17 Auditory what and where pathways. The blue arrow 

from the anterior core and belt is the what pathway. The red arrow 

from the posterior core and belt is the where pathway. Adapted from 

Poremba, A., Saunders, R. C., Crane, A. M., Cook, M., Sokoloff, L., & Mishkin, M. (2003). Functional mapping of the 

primate auditory system. Science, 299, 568–572. 

Area deactivated
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(Can identify sounds)
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(a)  “What” pathway deactivated

(b)  “Where” pathway deactivated

Figure 12.18 Results of Lomber and Malhortra’s (2008) experiment. 

(a) When the anterior (what) auditory area of the cat was deactivated 

by presenting a small cooling probe within the purple area, the cat 

could not identify sounds but could locate sounds. (b) When the 

posterior (where) auditory area was deactivated by presenting a 

cooling probe within the green area, the cat could not locate sounds 

but could identify sounds. © Cengage Learning 2014
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Hearing Inside Rooms

So far in this chapter, and also in Chapter 11, we have seen 
that our perception of sound depends on various properties 
of the sound, including its frequency, sound level, location in 
space, and relation to other sounds. But we have left out the 
fact that in our normal everyday experience, we hear sounds 
in a specifi c setting, such as a small room, a large auditorium, 
or outdoors. As we consider this aspect of hearing, we will see 
why we perceive sounds differently when we are outside and 
inside, and how our perception of sound quality is affected by 
specifi c properties of indoor environments.

Figure 12.20 shows how the nature of the sound reaching 
your ears depends on the environment in which you hear the 
sound. If you are listening to someone playing a guitar on an 
outdoor stage, some of the sound you hear reaches your ears 
after being refl ected from the ground or objects like trees, but 
most of the sound travels directly from the sound source to 
your ears (Figure 12.20a). If, however, you are listening to the 
same guitar in an auditorium, then a large proportion of the 
sound bounces off the auditorium’s walls, ceiling, and fl oor 

before reaching your ears (Figure 12.20b). The sound reaching 
your ears directly, along path 1, is called direct sound; the 
sound reaching your ears later, along paths like 2, 3, and 4, is 
called indirect sound.

The fact that sound can reach our ears directly from 
where the sound is originating and indirectly from other 
locations creates a potential problem because even though 
the sound originates in one place, the sound reaches the listener 
from many directions and at slightly different times. None-
theless, we generally perceive the sound as coming from only 
one location. We can understand why this occurs by consider-
ing the results of research in which listeners were presented 
with sounds separated by time delays, as would occur when 
they originate from two different locations.

Perceiving Two Sounds That Reach 
the Ears at Different Times
Research on sound refl ections and the perception of location 
has usually simplifi ed the problem by having people listen to 
sounds coming from two loudspeakers separated in space, 
as shown in Figure 12.21. The speaker on the left is the lead 
speaker, and the one on the right is the lag speaker. If a sound is 
 presented in the lead speaker followed by a long delay (tenths 
of a second), and then a sound is presented in the lag speaker, 
listeners typically hear two s eparate sounds—one from the left 
(lead) followed by one from the right (lag). But when the delay 
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Figure 12.19 (a) Colored areas indicate brain damage for J.G. (left) 

and E.S. (right). (b) Performance on recognition test (green bar) and 

localization test (red bar). From Clarke, S., Thiran, A. B., Maeder, P., Adriani, M., Vernet, O., Regli, L., 

Cuisenaire, O., & Thiran, J.-P. (2002). What and where in human auditory systems: Selective defi cits following focal 
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and Business Media.
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Figure 12.20 (a) When you hear a sound outdoors, you hear mainly 

direct sound (path 1). (b) When you hear a sound inside a room, you 

hear both direct sound (1) and indirect sound (2, 3, and 4) that is 

refl ected from the walls, fl oor, and ceiling of the room. © Cengage Learning
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between the lead and lag sounds is much shorter, something 
different happens. Even though the sound is coming from both 
speakers, listeners hear the sound as coming only from the lead 
speaker. This situation, in which the sound appears to originate 
from the lead speaker, is called the precedence effect because 
we perceive the sound as coming from the source that reaches 
our ears fi rst (Litovsky et al., 1997, 1999; Wallach et al., 1949).

The precedence effect governs most of our indoor listen-
ing experience. In small rooms, the indirect sounds refl ected 
from the walls have a lower level than the direct sound and 
reach our ears with delays of about 5 to 10 ms. In larger rooms, 
like concert halls, the delays are much longer. The precedence 
effect means that we generally perceive sound as coming 
from its source, rather than from many different directions at 
once. You can demonstrate the precedence effect to yourself 
by doing the following demonstration. VL

DEMONSTRATION

The Precedence Effect
To demonstrate the precedence effect, set the controls on your 

stereo system so that both speakers play the same sounds, and 

position yourself between the speakers so that you hear the 

sound coming from a point between both speakers. Then move a 

small distance to the left or right so that the sound from one of the 

loudspeakers takes a bit longer to reach your ears. The near and 

far locations now correspond to the “lead” and “lag” discussed 

above. When you do this, does the sound appear to be coming 

from only the nearer speaker?

You perceive the sound as coming from the nearer speaker 
because the sound from the nearer speaker is reaching your 
ears fi rst, just as in Figure 12.21b, in which there was a short 
delay between the sounds presented by the two speakers. But 
even though you hear the sound as coming from the near 
speaker, this doesn’t mean that you aren’t aware of the sound 
from the far speaker. The sound from the far speaker changes 
the quality of the sound you hear, giving it a fuller, more 
expansive quality (Blauert, 1997; Yost & Guzman, 1996). You 
can demonstrate this by positioning yourself closer to one 
speaker and having a friend disconnect the other speaker. 
When this happens, you will notice a difference in the quality 
of the sound.

Architectural Acoustics
Having solved the location problem for sounds heard in 
rooms, we now consider how properties of the room can 
affect the quality of the sound we hear. When we studied 
vision, we saw that our perception of light depends not only 
on the nature of the light source but also on what happens 
to the light between the time it leaves its source and the time 
it enters our eyes. When light passes through haze on its 
way from an object to our eyes, the object may seem bluer 
or fuzzier than it would if the haze were not there. Similarly, 
our p erception of sound depends not only on the sound pro-
duced at the source but also on how the sounds are refl ected 
from the walls and other surfaces in a room.

Architectural acoustics, the study of how sounds are 
refl ected in rooms, is largely concerned with how indirect 
sound changes the quality of the sounds we hear in rooms. 
The major factors affecting indirect sound are the size of the 
room and the amount of sound absorbed by the walls, ceil-
ing, and fl oor. If most of the sound is absorbed, then there 
are few sound refl ections and little indirect sound. If most of 
the sound is refl ected, there are many sound refl ections and 
a large amount of indirect sound. Another factor affecting 
indirect sound is the shape of the room. This determines how 
sound hits surfaces and the directions in which it is refl ected.

The amount and duration of indirect sound produced 
by a room is expressed as reverberation time—the time it 
takes for the sound to decrease to 1/1000th of its original 
pressure (or a decrease in level by 60 dB). If the reverberation 
time of a room is too long, sounds become muddled because 
the refl ected sounds persist for too long. In extreme cases, 
such as cathedrals with stone walls, these delays are perceived 
as echoes, and it may be diffi cult to accurately localize the 
sound source. If the reverberation time is too short, music 
sounds “dead,” and it becomes more diffi cult to produce 
high-intensity sounds. VL

Acoustics in Concert Halls Because of the relationship 
between reverberation time and perception, acoustical engi-
neers have tried to design concert halls in which the rever-
beration time matches the reverberation time of halls that are 
renowned for their good acoustics, such as Symphony Hall in 

Figure 12.21 (a) When sound is presented fi rst in one speaker 

and then in the other, with enough time between them, they are 

heard separately, one after the other. (b) If there is only a short delay 

between the two sounds, then the sound is perceived to come from 

the lead speaker only. This is the precedence effect. © Cengage Learning
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Boston and the Concertgebouw in Amsterdam, which have 
reverberation times of about 2.0 seconds. However, an “ideal” 
reverberation time does not always predict good acoustics. 
This is illustrated by the problems associated with the design 
of New York’s Philharmonic Hall. When it opened in 1962, 
Philharmonic Hall had a reverberation time close to the ideal 
of 2.0 seconds. Even so, the hall was criticized for sounding 
as though it had a short reverberation time, and musicians 
in the orchestra complained that they could not hear each 
other. These criticisms resulted in a series of alterations to 
the hall, made over many years, until eventually, when none 
of the alterations proved satisfactory, the entire interior of 
the hall was destroyed, and the hall was completely rebuilt in 
1992. It is now called Avery Fisher Hall.

The experience with Philharmonic Hall, plus new 
developments in the fi eld of architectural acoustics, has led 
architectural engineers to consider factors in addition to 
reverberation time in designing concert halls. Some of these 
factors have been identifi ed by Leo Beranek (1996), who 
showed that the following physical measures are associated 
with how music is perceived in concert halls:

 ■  Intimacy time: The time between when sound arrives 
directly from the stage and when the fi rst refl ection 
 arrives. This is related to reverberation but involves just 
comparing the time between the direct sound and the 
fi rst refl ection, rather than the time it takes for many 
refl ections to die down.

 ■  Bass ratio: The ratio of low frequencies to middle 
frequencies that are refl ected from walls and other 
surfaces.

 ■  Spaciousness factor: The fraction of all of the sound 
r eceived by a listener that is indirect sound.

To determine the optimal values for these physical mea-
sures, acoustical engineers measured them in 20 opera houses 
and 25 symphony halls in 14 countries. By comparing their 
measurements with ratings of the halls by conductors and 
music critics, they confi rmed that the best concert halls had 
reverberation times of about 2 seconds, but they found that 
1.5 seconds was better for opera houses, with the shorter time 
being necessary to enable people to hear the singers’ voices 
clearly. They also found that intimacy times of about 20 ms 
and high bass ratios and spaciousness factors were associated 
with good acoustics (Glanz, 2000). When these factors have 
been taken into account in the design of new concert halls, 
such as the Walt Disney Concert Hall in Los Angeles, the 
result has been acoustics rivaling the best halls in the world.

In designing Walt Disney Hall, the architects paid atten-
tion not only to how the shape, confi guration, and materi-
als of the walls and ceiling would affect the acoustics, but 
also to the absorption properties of the cushions on each of 
the 2,273 seats. One problem that often occurs in concert 
halls is that the acoustics depend on the number of people 
attending a performance, because people’s bodies absorb 
sound. Thus, a hall with good acoustics when full could 
echo when there are too many empty seats. To deal with this 
problem, the seat cushions were designed to have the same 

absorption  properties as an “average” person. This means 
that the hall has the same acoustics when empty or full. This 
is a great advantage to musicians, who usually rehearse in an 
empty hall.

Acoustics in Lecture Halls Although the acoustics of 
glam orous performance spaces such as concert halls receive 
a great deal of attention, acoustics often receive little atten-
tion in the design of lecture halls or classrooms. The ideal 
reverberation time for a small classroom is about 0.4 to 0.6 
seconds, and for an auditorium about 1.0 to 1.5 seconds. 
These are less than the 2.0-second optimum for concert halls 
because the goal is not to create a rich musical sound, but to 
create an environment in which students can hear what the 
teacher is saying. Even though the ideal reverberation time 
for classrooms is under 0.6 seconds, many classrooms have 
reverberation times of 1 second or more (Acoustical Society 
of America, 2000).

But classrooms face other problems as well. While the 
main sound present in a concert hall is created by the per-
formers, there are often many sounds in addition to the lec-
ture in a classroom. These sounds, called background noise, 
include noisy ventilation systems, students talking in class 
(when they aren’t supposed to!), and noise from the hall and 
adjacent classrooms. The presence of background noise has 
led to the use of signal-to-noise (S/N) ratio in designing 
classrooms. The S/N ratio is the level of the teacher’s voice 
in dB minus the level of the background noise in the room. 
Ideally, the S/N ratio is +10 to +15 dB or more. At lower S/N 
ratios, students may have trouble hearing what the teacher 
is saying.

Having considered how we tell where sounds are coming 
from, and how we can make sense of sounds even when they 
are bouncing around in rooms, we are now ready to take the 
next step in understanding how we make sense of sounds in 
the environment by considering how we perceptually orga-
nize sounds when there are many sound sources.

TEST YOURSELF 12.1

1. How is auditory space described in terms of three coordinates?

2. What is the basic difference between determining the loca-

tion of a sound source and determining the location of a visual 

 object?

3. Describe the binaural cues for localization. Indicate the fre-

quencies and directions relative to the listener for which the 

cues are effective.

4. Describe the monaural cue for localization.

5. What happens to auditory localization when a mold is placed in 

a person’s ear? How well can a person localize sound once he 

or she has adapted to the mold? What happens when the mold 

is removed after the person has adapted to it?

6. Describe the auditory pathway from cochlea to auditory 

cortex.

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



304 CHAPTER 12 Auditory Localization and Organization

7. Describe the Jeffress model, and how neural coding for 

 localization differs for birds and for mammals.

8. Describe how auditory localization is organized in the cortex. 

What is the evidence that A1 is important for localization? 

That areas in addition to A1 are involved in localization? What 

is the evidence for what and where pathways in the auditory 

system?

9. Why does music played outdoors sound different from music 

played indoors?

10.  What is the precedence effect, and what does it do for us 

perceptually?

11.  What are some basic principles of architectural acoustics that 

have been developed to help design concert halls? What are 

some special problems in designing classrooms?

Auditory Organization: 
Scene Analysis

Our discussion so far has focused on localization—where a 
sound is coming from. We saw that, in contrast to vision, in 
which objects at different locations in space cast images on 
different locations on the retina, there is no spatial informa-
tion on the auditory receptors. Instead, the auditory system 
uses spectral information and differences in level and tim-
ing between the two ears to localize sounds. We now add an 
important complication that occurs constantly in the envi-
ronment: multiple sources of sound.

The Problem of Auditory Scene 
Analysis
At the beginning of the chapter, we described a man talking 
to a woman, with the sounds of music and other people talk-
ing in the background. The array of sound sources at differ-
ent locations in the environment is called the auditory scene, 
and the process by which the stimuli produced by each of 
the sources in the scene are separated is called auditory scene 
analysis (Bregman, 1990, 1993; Darwin, 2010; Yost, 2001).

Auditory scene analysis poses a diffi cult problem because 
the sounds from different sources are combined into a single 
acoustic signal, so it is diffi cult to tell which part of the signal 
is created by which source just by looking at the waveform 
of the sound stimulus. We can better understand what we 
mean when we say that the sounds from different sources 
are  combined into a single acoustic signal by considering the 
trio in Figure 12.22. The guitar, the vocalist, and the keyboard 
each create their own sound signal, but all of these signals 
enter the listener’s ear together and so are combined into 
a single complex waveform. Each of the frequencies in this 
 signal causes the basilar membrane to vibrate, but just as 
in the case of the bird and the cat in Figure 12.2, in which 

there was no information on the cochlea for the locations of 
the two sounds, it isn’t obvious what information might be 
 contained in the sound signal to indicate which vibration is 
created by which sound source. VL

Separating the Sources
How does the auditory system separate each of the frequen-
cies in the “combined” sound signal into information that 
enables us to hear the guitar, the vocalist, and the keyboard 
as separate sound sources? In Chapter 5, we posed an analo-
gous question for vision when we asked how the visual sys-
tem separates elements of a visual scene into separate objects. 
For vision, we introduced a number of organizing principles, 
proposed by the Gestalt psychologists and others, which are 
based on properties of visual stimuli that usually occur in the 
environment (see page 100). Now, as we turn to the sense of 
hearing, we will see that a similar situation occurs for audi-
tory stimuli. There are a number of principles that help us 
perceptually organize elements of an auditory scene, and 
these principles are based on how sounds usually organize in 
the environment. For example, if two sounds start at differ-
ent times, it is likely that they come from different sources. 
We will now consider a number of different types of informa-
tion that are used to analyze auditory scenes.

Location One way to analyze an auditory scene into its sepa-
rate components would be to use information about where 
each source is located. According to this idea, you can separate 
the sound of the vocalist from the sound of the guitar based 
on localization cues such as the ITD and ILD. Thus, when 
two sounds are separated in space, the cue of location helps 

Figure 12.22 Each musician produces a sound stimulus, but 

these signals are combined into one signal, which enters the ear. 

© Cengage Learning

Listener

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



 Auditory Organization: Scene Analysis 305 

us separate them perceptually. In addition, when a source 
moves, it typically follows a continuous path rather than 
jumping erratically from one place to another. For  example, 
this continuous movement of sound helps us perceive the 
sound from a passing car as originating from a single source.

But the fact that information other than location is also 
involved becomes obvious when we consider that we can still 
separate the different sounds when we hear them through a 
single loudspeaker (or just one earphone of a portable music 
player), so that all the sounds are coming from the same loca-
tion (Litovsky, 2012; Yost, 1997).

Onset Time As mentioned above, if two sounds start at 
slightly different times, it is likely that they came from differ-
ent sources. This occurs often in the environment, because 
sounds from different sources rarely start at exactly the same 
time. When sound components do start together, it is likely 
that they are being created by the same source (Shamma & 
Micheyl, 2010; Shamma et al., 2011).

Pitch and Timbre Sounds that have the same timbre or pitch 
range are often produced by the same source. For  example, if 
we are listening to two instruments with different ranges, such 
as a fl ute and a trombone, the timbre of the fl ute and trom-
bone stay the same no matter what notes they are playing. 
(The fl ute continues to sound like a fl ute, and the trombone 
sounds like a trombone.) Similarly, the fl ute tends to play in a 
high pitch range, and the trombone plays in a low range.

Composers made use of grouping by similarity of pitch 
long before psychologists began studying it. Composers in 
the Baroque period (1600–1750) knew that when a single 
instrument plays notes that alternate rapidly between high 
and low tones, the listener perceives two separate melodies, 
with the high notes perceived as being played by one instru-
ment and the low notes as being played by another. An excerpt 
from a composition by J. S. Bach that uses this device is shown 
in  Figure 12.23. When this passage is played rapidly, the low 
notes sound as though they are a melody played by one instru-
ment, and the high notes sound like a different melody played 
by another instrument. This separation of different sound 
sources into perceptually different streams, called implied 
polyphony or compound melodic line by musicians, is called 
 auditory stream segregation by psychologists (B regman, 
1990; Darwin, 2010; Jones & Yee, 1993; Kondo & Kashino, 
2009; Shamma & Micheyl, 2010; Yost & Sheft, 1993).

Albert Bregman and Jeffrey Campbell (1971) demon-
strated auditory stream segregation based on pitch by 
 alternating high and low tones, as shown in the sequence 
in Figure 12.24. When the high-pitched tones were slowly 
alternated with the low-pitched tones, as in Figure 12.24a, 
the tones were heard in one stream, one after another:  
Hi–Lo–Hi–Lo–Hi–Lo, as indicated by the dashed line. 
But  when the tones were alternated very rapidly, the high 
and low tones became perceptually grouped into two audi-
tory streams; the listener perceived two separate streams of 
sound, one high-pitched and one low-pitched, occurring 

Figure 12.23 Four measures of a composition by J. S. Bach (Choral Prelude on Jesus 

Christus unser Heiland, 1739). When played rapidly, the upper notes become perceptually 

grouped and the lower notes become perceptually grouped, a phenomenon called auditory 

stream segregation. © Cengage Learning.

High

Low

P
it

ch

(a) Tones alternated slowly
      Perception: Hi-Lo-Hi-Lo-Hi-Lo

High stream

Low stream

Hi

Hi

Hi

Lo
Lo

Lo

(b) Tones alternated rapidly
      Perception: Two separate
      streams

Figure 12.24 (a) When high and low tones are alternated slowly, auditory stream segregation 

does not occur, so the listener perceives alternating high and low tones. (b) Faster alternation 

results in segregation into high and low streams. © Cengage Learning
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simultaneously (Figure 12.24b) (see Heise & Miller, 1951, and 
Miller & Heise, 1950, for an early demonstration of auditory 
stream segregation).

This demonstration shows that stream segregation 
depends not only on pitch but also on the rate at which tones 
are presented. Thus, returning to the Bach composition, the 
high and low streams are perceived to be separate if they are 
played rapidly, but not if they are played slowly.

Figure 12.25 illustrates a demonstration of grouping by 
similarity of pitch in which two streams of sound are per-
ceived as separated until their pitches become similar. One 
stream is a series of repeating notes (red), and the other, a 
scale that goes up (blue) (Figure 12.25a). Figure 12.25b shows 
how this stimulus is perceived if the tones are presented fairly 
rapidly. At fi rst the two streams are separated, so listeners 
simultaneously perceive the same note repeating and a scale 
going up. However, when the frequencies of the two stimuli 
become similar, something interesting happens. Group-
ing by similarity of pitch occurs, and perception changes to 
a back-and-forth “galloping” between the tones of the two 
streams. Then, as the scale continues upward so the frequen-
cies become more separated, the two sequences are again per-
ceived as separated. VL

Another example of how similarity of pitch causes 
grouping is an effect called the scale illusion, or melodic 
 channeling. Diana Deutsch (1975, 1996) demonstrated 
this effect by presenting two sequences of notes simultane-
ously through earphones, one to the right ear and one to the 
left (Figure 12.26a). Notice that the notes presented to each 
ear jump up and down and do not create a scale. However, 
Deutsch’s listeners perceived smooth sequences of notes in 
each ear, with the higher notes in the right ear and the lower 
ones in the left ear (Figure 12.26b). Even though each ear 
received both high and low notes, grouping by similarity of 
pitch caused listeners to group the higher notes in the right 

ear (which started with a high note) and the lower notes in 
the left ear (which started with a low note).

The scale illusion highlights an important property of 
perceptual grouping. Most of the time, the principles of audi-
tory grouping help us to accurately interpret what is happen-
ing in the environment. It is most effective to perceive similar 
sounds as coming from the same source because this is what 
usually happens in the environment. In Deutsch’s experi-
ment, the perceptual system applies the principle of grouping 
by similarity to the artifi cial stimuli presented through ear-
phones and makes the mistake of assigning similar pitches to 
the same ear. But most of the time, when psychologists aren’t 
controlling the stimuli, sounds with similar frequencies tend 
to be produced by the same sound source, so the auditory 
system is usually correct in using pitch to determine where 
sounds are coming from.

Auditory Continuity Sounds that stay constant or that 
change smoothly are often produced by the same source. 
This property of sound leads to a principle that resembles 
the Gestalt principle of good continuation for vision (see 
Chapter 5, page 102). Sound stimuli with the same frequency 
or smoothly changing frequencies are perceived as continu-
ous even when they are interrupted by another stimulus 
(Deutsch, 1999). VL

Richard Warren and coworkers (1972) demonstrated 
auditory continuity by presenting bursts of tone interrupted 
by gaps of silence (Figure 12.27a). Listeners perceived these 

Figure 12.25 (a) Two sequences of stimuli: a sequence of similar 

notes (red), and a scale (blue). (b) Perception of these stimuli: Separate 

streams are perceived when they are far apart in frequency, but 

the tones appear to jump back and forth between stimuli when the 

frequencies are in the same range. © Cengage Learning

(a)  Physical stimulus

(b)  Perception

“Galloping”

Figure 12.26 (a) These stimuli were presented to a listener’s left ear 

(blue) and right ear (red) in Deutsch’s (1975) scale illusion experiment. 

Notice how the notes presented to each ear jump up and down. 

(b) Although the notes in each ear jump up and down, the listener 

perceives a smooth sequence of notes. This effect is called the scale 

illusion, or melodic channeling. From Deutsch, D. (1975). Two-channel listening to musical 

scales. Journal of the Acoustical Society of America, 57, 1156–1160. Copyright © 1975 by the American Institute of 

Physics. Reproduced by permission.

(a)  How notes are presented

(b)  What the listener hears

Right ear

Left ear

Right ear

Left ear
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tones as stopping during the silence. But when  Warren fi lled 
in the gaps with noise (Figure 12.27b), listeners perceived the 
tone as continuing behind the noise (Figure 12.27c). This 
demonstration is analogous to the demonstration of visual 
good continuation illustrated by coiled rope in  Figure 5.17. 
Just as the rope is perceived as continuous even when it is 
covered by another coil of the rope, a tone can be perceived as 
continuous even though it is interrupted by bursts of noise.

Experience The effect of past experience on the perceptual 
grouping of auditory stimuli can be demonstrated by pre-
senting the melody of a familiar song, as in Figure 12.28a. 
These are the notes for the song “Three Blind Mice,” but 
with the notes jumping from one octave to another. When 
people fi rst hear these notes, they fi nd it diffi cult to identify 
the song. But once they have heard the song as it was meant 
to be played (Figure 12.28b), they can follow the melody in the 
octave-jumping version shown in Figure 12.28a. VL

This is an example of the operation of a melody schema—
a representation of a familiar melody that is stored in a per-
son’s memory. When people don’t know that a melody is 
present, they have no access to the schema and therefore have 
nothing with which to compare the unknown melody. But 
when they know which melody is present, they compare what 
they hear to their stored schema and perceive the melody 
(Deutsch, 1999; Dowling & Harwood, 1986).

Each of the principles of auditory grouping that we 
have described provides information about the number and 

 identity of sources in the auditory environment. But each 
principle alone is not foolproof, and basing our percep-
tions on just one principle can lead to error—as in the case 
of the scale illusion, which is purposely arranged so that 
 similarity of pitch dominates our perception. In most natu-
ralistic situations, we base our perceptions on a number of 
these cues working together. This is similar to the situation 
we described for visual perception, in which our perception 
of objects depends on a number of organizational principles 
working together, and our perception of depth depends on a 
number of depth cues working together.

The auditory organization we have been describing 
involves separation of different sound sources. But sound 
can also be organized in another way, as a sequence of tones 
is organized in terms of rhythm and meter.

Auditory Organization: 
Perceiving Meter

Imagine the fi rst line of The Star-Spangled Banner, “Oh say 
can you see, by the dawn’s early light.” Putting these words 
to music in your mind creates a temporal pattern of tones, 
starting with two short notes (Oh-oh), followed by three lon-
ger notes (say, can, you), then a sustained note (see), and so 
on. The blue lines above the musical notation in Figure 12.29 
indicate this temporal pattern. This series of changes across 
time is called the rhythmic pattern. Different singers might 
change the rhythmic pattern by holding some notes longer, 
making others shorter, or adding pauses. Thus, any song 
or instrumental piece has its own rhythmic pattern, which 
depends on how the song is written and how it is performed.

There is another, more regular, element of musical time 
that underlies the rhythmic pattern, called the beat. When 
you tap your foot to the music, you are tapping the beat. The 
underlying beat of the music, called the metrical structure, is 
indicated by the red arrows below The Star-Spangled Banner in 
Figure 12.29. Note that the metrical structure is not the same 
thing as the notes or the rhythmic pattern, because you can 
feel a beat even if there are pauses in the sound during a song.

Two common meters are duple (represented in musical 
notation by a 2/4 time signature, which indicates that there 

(a)

(b)

6
8

6
8

Figure 12.28 “Three Blind Mice.” (a) Jumping octave version. (b) Normal version. © Cengage Learning

Tone bursts
separated by
silent gaps

(a)

Silent gaps 
filled in
by noise

(b)

Perception of b:
tone appears to 
continue under
noise

(c)

Noise Noise

Figure 12.27 A demonstration of auditory continuity, using tones. 

© Cengage Learning
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are two beats per measure, as in a march) and triple (repre-
sented by a 3/4 time signature, which indicates that there are 
three beats per measure, as occurs in a waltz). Although not a 
waltz, The Star-Spangled Banner is in triple meter, as indicated 
by the red arrows below the music in Figure 12.29.

We have already seen how different sounds can become 
organized in auditory scenes, with grouping being based on 
factors such as similarity of pitch or proximity in time. Now 
we consider another aspect of auditory organization—how 
people perceive the metrical structure of sequences of tones. 
We will see that research using simple strings of tones has 
added another dimension to our understanding of auditory 
organization.

Metrical Structure and the Mind
Metrical structure is indicated by the time signature of the 
composition and, in performance, is typically achieved by 
accentuating some notes by using a stronger attack or by 
playing them louder or longer. In doing this, musicians bring 
an expressiveness to music beyond what is heard by simply 
playing a string of notes.

But metrical structure can also be achieved by other 
means, and this is what interests us, because research on how 
we perceive metrical structure has something to tell us about 
mechanisms of auditory organization. For example, we often 
spontaneously form perceptual groups when listening to the 
beat of a metronome. Thus, even though the metronome cre-
ates a series of identical beats with regular spacing, we can 
perceive the beats in duple meter (TICK-toc) or, with a small 
amount of effort, in triple meter (TICK-toc-toc) (Nozaradan 
et al., 2011).

This ability to change metrical structure even when the 
physical stimulus remains the same is similar to what hap-
pens for the visual face–vase display in Figure 5.25. In this 
case, the display remains the same, but perception can switch 
back and forth between seeing two faces or a vase. Both the 
regular auditory beat and the face–vase pattern are examples 

of ambiguous stimuli, because they can be perceived in more 
than one way.

Just as visual researchers have used ambiguous visual dis-
plays to study the mechanisms of visual perception, auditory 
researchers have used ambiguous repeating beat stimuli to 
study mechanisms of auditory perception. One of the discov-
eries that has emerged from this research is that there is a link 
between the perception of metrical structure and movement.

Metrical Structure and Movement
Music and movement go together. We tap, sway, or dance in 
time with the beat, and this movement can refl ect the met-
rical structure of the music, as when dancers incorporate 
the ONE-two-three grouping of a waltz into their footwork. 
However, the relationship between movement and the beat 
also occurs in another direction, with movement infl uenc-
ing the perceptual grouping or metrical structure of the 
beats. Experiments that demonstrate this have been carried 
out with both adults and infants, so we will describe them 
together rather than describing the infant research in a sepa-
rate “Developmental Dimension” section at the end of the 
chapter.

The idea that how we move may infl uence how we hear 
rhythmic patterns was fi rst demonstrated by Jessica Phillips-
Silver and Laurel Trainor (2005) in 7-month-old infants. 
While these infants listened to a regular repeating ambiguous 
rhythm that had no accents, they were bounced up and down 
in the arms of the experimenter. These bounces occurred 
either in a duple pattern (a bounce on every second beat) or 
in a triple pattern (a bounce on every third beat). After being 
bounced for 2 minutes, the infants were tested to determine 
whether this movement caused them to hear the ambiguous 
pattern in groups of two or in groups of three. To do this, the 
infants were tested to determine whether they preferred lis-
tening to the pattern with accents that corresponded to how 
they had been bounced. This preference was determined by 
using a head-turning preference procedure.

Metrical structure
(3 beats per measure)

Oh, say, can you see, dawn’sby the ear - ly light, What so p

Rhythmic pattern

3
4

Figure 12.29 First line of The Star-Spangled Banner. The rhythmic pattern—the series of 

changes across time—is indicated by the horizontal blue lines. The metrical structure—

the underlying beat of the music, determined by the time signature—is indicated by the 

red arrows. When the piece is performed, there is an equal amount of time between beats. 

© Cengage Learning
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METHOD

Head-Turning Preference Procedure
In the preference technique, an infant sitting on the mother’s lap 

has his or her attention directed to a fl ashing light illuminating a 

visual display. When the infant looks at the light, it stays on and 

the infant hears a repeating sound, which is accented to create 

either a duple or triple pattern. The infant hears one of these pat-

terns as long as he or she is looking at the light. When the infant 

looks away, the sound goes off. This is done for a number of trials, 

and the infant quickly learns that looking at the light keeps the 

sound on. Thus the question of whether the infant prefers the du-

ple or triple pattern can be answered by determining which sound 

the infant listens to longer.

Phillips-Silver and Trainor found that infants listened 
to the pattern they had been bounced to for an average of 
8 seconds but only listened to the other pattern for an aver-
age of 6 seconds. The infants therefore preferred the pattern 
they had been bounced to. To determine whether this effect 
was due to vision, infants were bounced while blindfolded. 
(Although the infants loved being bounced, they weren’t so 
thrilled about being blindfolded!) The result, when they were 
tested later using the head-turning procedure, was the same 
as when they could see, indicating that vision was not a fac-
tor. Also, when the infants just watched the experimenter 
bounce, the effect didn’t occur. Apparently moving is the key 
to infl uencing metrical grouping.

In another experiment, Phillips-Silver and Trainor (2007) 
tested adults. In this case, the experimenter didn’t hold the 
subject, but the experimenter and subject held hands and 
bounced together. After bouncing with the experimenter, the 
adults were tested by listening to duple and triple patterns 
and indicated which pattern they had heard while bouncing. 
The adults picked the pattern that matched the way they were 
bounced on 86 percent of the trials. As with the infants, this 
result also occurred when the adults were blindfolded, but not 
when they just watched the experimenter bounce. Remember 
that during the bouncing experience the adults were listening 
to an ambiguous beat pattern, but when tested, they reported 
that they had heard, or perceived, the tones grouped based on 
how they were bounced.

Based on the results of these and other experiments, 
Phillips-Silver and Trainor concluded that the crucial factor 
that causes movement to infl uence the perception of metrical 
structure is stimulation of the vestibular system—the system 
that is responsible for balance and sensing the position of the 
body. To check this idea, Trainor and coworkers (2009) had 
adults listen to the ambiguous series of beats while electrically 
stimulating their vestibular system in a duple or triple pattern 
with electrodes placed behind the ear. This caused the subject 
to feel as if his or her head were moving back and forth, even 
though it remained stationary. This experiment duplicated the 
results of the other experiments, with subjects reporting hear-
ing the pattern that matched the metrical grouping created by 
stimulating the vestibular system on 78 percent of the trials.

Metrical Structure and Language
Perception of meter occurs not only in response to movement 
but also under the infl uence of a longer-term  experience—the 
stress patterns of a person’s language. Different languages 
have different stress patterns, because of the way the lan-
guages are constructed. For example, in English, function 
words like “the,” “a,” and “to” typically precede content 
words, as in “the dog” or “to eat,” where dog and eat are stressed 
when spoken. In contrast, Japanese speakers place func-
tion words after the content words, so “the book” in English 
(with book stressed) becomes “hon ga” in Japanese (with hon 
stressed). Therefore, the dominant stress pattern in English is 
short–long (unaccented–accented), but in Japanese it is long–short 
(accented–unaccented).

Comparisons of how native English-speakers and Japa-
nese-speakers perceive metrical grouping supports the idea 
that the stress patterns in a person’s language can infl u-
ence the person’s perception of grouping. John Iversen and 
Aniruddh Patel (2008) had subjects listen to a sequence of 
alternating long and short tones (Figure 12.30a) and then indi-
cate whether they perceived the tone’s grouping as long–short 
or short–long. The results indicated that  English-speakers 
were more likely to perceive the grouping as short–long 
(Figure 12.30b) and Japanese speakers were more likely to per-
ceive the grouping as long–short (Figure 12.30c).

This result also occurs when comparing 7- to 8-month-
old English and Japanese infants (see the head-turning 
procedure described earlier), but it does not occur for 5- to 
6-month-old infants (Yoshida et al., 2010). It has been hypoth-
esized that this shift occurs between about 6 and 8 months 
because that is when infants are beginning to develop the 
capacity for language.

Returning to 
the Coffee Shop

The scene in the coffee shop described in Figure 12.1 intro-
duced a number of problems for the auditory system to 
solve. The fi rst problem was the problem of auditory localiza-
tion: Where is each of the sounds you can hear in the coffee 
shop coming from? We saw that one solution to this problem 
involves comparing the sounds that reach the left and right 
ears, and another solution involves using spectral cues.

The second problem was how to deal with sound refl ected 
from surfaces such as the walls of a room. This is a problem 
because these refl ections create multiple copies of the sound 
from a single source that reach the listener at different times. 
This problem is solved by a mechanism that creates the pre-
cedence effect, which causes the auditory system to give prefer-
ence to the fi rst sound that arrives.

The third problem, the problem of auditory scene analy-
sis, occurs because all of the sounds in the environment are 
combined, as illustrated for the trio in Figure 12.22. This is 
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310 CHAPTER 12 Auditory Localization and Organization

a  problem of perceptual organization, because the goal is to 
separate the sound created by each source from this combined 
signal. The auditory system solves this problem by using a 
number of different cues, such as location, timing, pitch, con-
tinuity, and experience to separate the individual sources.

Finally, there is the problem of ongoing sequences of 
sounds in time, which creates a specifi c beat or “time signa-
ture” that organizes the music coming from the coffee shop’s 
speakers. The research we have described on metrical struc-
ture shows that people can shift from one meter to another 
mentally, and also that meter can be infl uenced by informa-
tion provided by past experience with a particular language (as 
demonstrated by comparing English- and Japanese- speakers) 
or information from another modality, such as movement (as 
demonstrated by the bouncing  experiments).

The link between movement and perceiving meter is sig-
nifi cant not only because it demonstrates a mechanism that 
infl uences how we perceptually organize sound in time, but 
also because it provides an example of cross-talk between 
hearing and the motor system. This cross-talk is related to 
another problem that the auditory system must solve: how 
to integrate our perception of sounds with our perception of 
all the other types of stimuli that exist in the environment in 
order to create a perception of a coherent world. After all, the 
coffee shop, or any environment, contains not just “sounds” 
or “visual stimuli” or “movements” or “smells” or “tastes.” 
All of these things occur together and are often related. In 

the next section, we will consider some examples of cross talk 
between hearing and vision.

SOMETHING TO CONSIDER:

Connections Between Hearing 
and Vision

The different senses rarely operate in isolation. For hearing, 
not only is there a connection between perception of musical 
beat and movement, but there are many examples of connec-
tions between hearing and the other senses. We see people’s 
lips move as we listen to them speak; our fi ngers feel the keys 
of a piano as we hear the music the fi ngers are creating; we 
hear a screeching sound and turn to see a car coming to a 
sudden stop. All of these combinations of hearing and other 
senses are examples of multisensory interactions. We will 
focus on interactions between hearing and vision, fi rst per-
ceptually and then physiologically.

Hearing and Vision: Perceptions
One area of multisensory research is concerned with one 
sense “dominating” the other. If we ask whether vision 
or hearing is dominant, the answer is “it depends.” The 
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Figure 12.30 (a) Subjects listened to sequences of short and long tones. On half the trials, 

the fi rst tone was short; on the other half, long. The durations of the tones ranged from about 

150 ms to 500 ms (durations varied for different experimental conditions), and the entire sequence 

repeated for 5 seconds. (b) English-speaking subjects (E) were more likely than Japanese-

speaking subjects (J) to perceive the stimulus as short–long. (c) Japanese-speaking subjects were 

more likely than English-speaking subjects to perceive the stimulus as long–short. Based on data from 

Iversen, J. R., & Patel, A. D. (2008). Perception of rhythmic grouping depends on auditory experience. Journal of the Acoustic Society of America, 124A, 2263–2271.
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 ventriloquism effect, or visual capture, is an example of 
vision dominating audition. It occurs when sounds coming 
from one place (the ventriloquist’s mouth) appear to come 
from another place (the dummy’s mouth). Movement of the 
dummy’s mouth “captures” the sound (Soto-Faraco et al., 
2002, 2004).

Another example of visual capture occurs in movie 
theaters when an actor’s dialogue is produced by a speaker 
located on one side of the screen while the image of the actor 
who is talking is located in the center of the screen, many 
feet away. When this happens, we hear the sound coming 
from its seen location (the image at the center of the screen) 
rather than from where it is actually produced (the speaker 
to the side of the screen). In these examples, the sound, even 
if it actually originates from another location, is captured 
by vision. Note that because virtually all theaters now have 
stereophonic sound, binaural cues contribute to the match 
between sound position and characters on the screen. But 
before the advent of stereophonic sound, the ventriloquism 
effect alone caused movie viewers to perceive sound as origi-
nating from different places on the screen rather than from 
off to the side.

But vision doesn’t always win out over hearing. Con-
sider, for example, the two-fl ash illusion, which occurs when 
a single fl ash is accompanied by two tones and the subject 
perceives two fl ashes (Figure 12.31) (Shams et al., 2000). In 
this case, hearing modifi es vision.

Another illustration of the auditory–visual connection is 
shown in Figure 12.32. Robert Sekuler and coworkers (1997) 
presented an animated display that showed two identical 
objects moving diagonally, one down from the left and the 
other down from the right, crossing in the middle. Eighty-
eight percent of Sekuler’s observers perceived these objects 
as moving past each other and continuing their straight-
line motion, as shown in Figure 12.32a. The other 12 per-
cent of observers perceived the objects as contacting each 

other and bouncing off in opposite directions, as shown in 
Figure  12.32b. However, when Sekuler added a brief “click” 
sound just when the objects appeared adjacent to each other, 
63 percent perceived them as colliding and bouncing off 
in  opposite directions. As was the case for visual capture, 
in which vision infl uenced hearing, this example, in which 
hearing infl uences vision, also refl ects the way we normally 
perceive events in the environment. When a sound occurs 
just as two moving objects become adjacent to one another, 
this usually means that a collision has occurred to cause the 
sound (also see Ecker & Heller, 2005). VL

Hearing and Vision: Physiology
The multisensory nature of our experience is refl ected in 
the interconnection of the different sensory areas of the 
brain, represented in Figure 12.33 (Murray & Spierer, 2011). 
These connections between sensory areas contribute to 
coordinated receptive fi elds (RFs) like the ones shown in 
Figure 12.34 for a neuron in the monkey’s parietal lobe 
that responds to both visual stimuli and sound (Brem-
mer, 2011; Schlack, 2005). This neuron responds when an 
auditory stimulus is presented in an area that is below eye 
level and to the left (Figure 12.34a) and when a visual stim-
ulus originates from about the same area  (Figure 12.34b). 
Figure  12.34c shows that there is a great deal of overlap 
between these two receptive fi elds.

(a) (b)

“Beep”

“Beep”

“Flash”

“Flash”

“Flash”

Figure 12.31 (a) Stimulus for the two-fl ash illusion. One fl ash of 

light is accompanied by two tones. (b) The illusion occurs when the 

subject perceives two fl ashes of light, even though there was just one. 

© Cengage Learning 2014

Figure 12.32 Two conditions in the Sekuler et al. (1997) experiment 

showing successive positions of two balls that were presented so they 

appeared to be moving. (a) No  sound  condition: the two balls were 

perceived to pass each other and continue moving in a straight-line 

motion. (b) Click-added condition: observers were more likely to see 

the balls as colliding. © Cengage Learning

(a) Objects appear to pass by each other

(b) Objects appear to collide
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Another example of cross talk between the senses occurs 
when the primary receiving area associated with one sense is 
activated by stimuli that are usually associated with another 
sense. For example, some blind people use a technique 
called echolocation to locate objects and perceive shapes in 
the environment. Their technique is similar to the echoloca-
tion used by bats and dolphins, which emit high-frequency 
sounds and use information from the echoes refl ected back 
from objects to sense the shapes and locations of the objects 
(see Figure 10.47, page 254).

The blind people make a clicking sound with their 
tongue and mouth and listen for echoes. Skilled echoloca-
tors can detect the positions and shapes of objects as they 
move through the environment. For example, a person 
using echolocation can detect a wall as they walk toward it; 
more impressively, extremely skilled echolocators can iden-
tify objects such as cars, large trash cans, and fi re hydrants 
as they are walking along a sidewalk (see www.worldaccess
fortheblind.org).

Recently, Lore Thaler and coworkers (2011) had two 
expert echolocators create their clicking sounds as they 
stood near objects, and recorded the sounds and resulting 
echoes with small microphones placed in the ears. The ques-
tion Thaler and coworkers were interested in is how these 
sounds would activate the brain. To determine this, they 
recorded brain activity using fMRI as the expert echolocators 
and sighted control subjects listened to the recorded sounds 
that included the echoes. Not surprisingly, they found that 
the sounds activated the auditory cortex in both the blind 
and sighted subjects. However, the visual cortex was strongly 
activated in the echolocators but was silent in the control 
 subjects (Figure 12.35).

Figure 12.33 There are connections between the primary receiving 

areas for vision, hearing, and somatosensory sensation (touch, pain). 

These connections create interactions between the senses. From Murray, 

M. M., & Spierer, L. (2011). Multisensory integration: What you see is where you hear. Current Biology, 21, R229–

R231. With permission from Elsevier.
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Figure 12.34 Receptive fi elds of neurons in the monkey’s parietal lobe that respond to (a) auditory stimuli that are located in the lower left area of 

space, and (b) visual stimuli presented in the lower left area of the monkey’s visual fi eld. (c) Superimposing the two receptive fi elds indicates that 

there is a high level of overlap between the auditory and visual fi elds. Parts (a) and (b) from Bremmer, F. (2011). Multisensory space: From eye-movements to self-motion. Journal of Physiology, 589, 

815–823. Reproduced with permission of John Wiley & Sons, Inc. Part (c) © Cengage Learning 2014.

It is easy to see that neurons such as this would be use-
ful in our multisensory environment. When we hear a sound 
coming from a specifi c location in space and also see what is 
producing the sound—a bird singing or a person talking—the 
multisensory neurons that fi re to both sound and vision help 
us form a single representation of space that involves both 
auditory and visual stimuli.
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Apparently, the visual area is activated because the echo-
locators are having what they describe as “spatial” experi-
ences. In fact, some echolocators lose their awareness of the 
auditory clicks as they focus on the spatial information the 
echoes are providing (Kish, 2012). This example of multisen-
sory functioning shows that the response of the brain can be 
based not just on the type of energy entering the eyes or ears 
but on the perceptual outcome of that energy. Thus, when 
sound is used to achieve spatial awareness, the visual cortex 
becomes involved.

TEST YOURSELF 12.2

1. What is auditory scene analysis, and why is it a “problem” for 

the auditory system?

2. What are the basic principles of auditory grouping that help us 

achieve auditory scene analysis? Be sure you understand the 

following experiments: Bregman and Campbell (Figure 12.24); 

“galloping” crossing streams (Figure 12.25); scale illusion 

(Figure 12.26); auditory continuity (Figure 12.27); and melody 

schema (Figure 12.28).

3. What is the difference between the rhythmic pattern and metri-

cal structure?

4. Why can we describe the beating of a metronome as an am-

biguous metrical stimulus? Describe the experiments that 

demonstrate a connection between (a) movement and metrical 

grouping and (b) a person’s language and metrical grouping.

5. Describe the ways that (a) vision “dominates” hearing; 

(b)  hearing dominates vision; (c) sound provides information 

that infl uences what we see.

Figure 12.35 (a) Brain activity for a blind subject listening to sound 

stimuli. The activity shown here is the activity generated by a stimulus 

that contained echoes, minus the activity of the same stimulus without 

the echoes. Because the auditory cortex was activated in both of 

these conditions, no auditory cortex activation is shown. However, 

listening to the echo stimulus resulted in activity in the visual cortex 

shown here. (b) Activity for a sighted subject listening to the same 

stimuli. Activation with and without echoes was the same, so no 

activity is shown. From Thaler, L., Arnott, S. R., & Goodale, M. A. (2011). Neural correlates of 

natural human echolocation in early and late blind echolocation experts. PLoS ONE 6, e20162. doi:10.1371.

journal.pone.0020162.

(a)

(b)

THINK ABOUT IT

 1. We can perceive space visually, as we saw in the chapter 
on depth perception, and through the sense of hearing, 
as we have described in this chapter. How are these two 
ways of perceiving space similar and different? (p. 290)

 2. How good are the acoustics in your classrooms? Can you 
hear the professor clearly? Does it matter where you sit? 
Are you ever distracted by noises from inside or outside 
the room? (p. 303)

 3. How is object recognition in vision like stream segrega-
tion in hearing? (p. 304)

 4. In the experiments on metrical structure, the stimulus 
was a steady, accent-free, series of beats, like the sound 
produced by a metronome. But in most music, specifi c 
beats are accented. Determine a number of ways that 
this accenting is achieved, by listening to a few different 
kinds of music (p. 305).

 5. What are some situations in which (a) you use one sense 
in isolation, and (b) the combined use of two or more 
senses is necessary to accomplish a task? (p. 310)

KEY TERMS

Acoustic shadow (p. 292)
Architectural acoustics (p. 302)
Auditory localization (p. 290)

Auditory receiving area (A1) (p. 296)
Auditory scene (p. 304)
Auditory scene analysis (p. 304)

Auditory space (p. 290)
Auditory stream segregation (p. 305)
Azimuth (p. 291)
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Belt area (p. 296)
Binaural cue (p. 291)
Cochlear nucleus (p. 296)
Coincidence detectors (p. 297)
Cone of confusion (p. 293)
Core area (p. 296)
Direct sound (p. 301)
Distance (p. 291)
Elevation (p. 291)
Indirect sound (p. 301)
Inferior colliculus (p. 296)
Interaural level difference (ILD) 

(p. 291)

Interaural time difference (ITD) 
(p. 291)

ITD tuning curves (p. 297)
Jeffress model (p. 296)
Location cues (p. 290)
Medial geniculate nucleus (p. 296)
Melodic channeling (p. 306)
Melody schema (p. 307)
Metrical structure (p. 307)
Monaural cue (p. 293)
Multisensory interactions 

(p. 310)
Parabelt area (p. 296)

Precedence effect (p. 302)
Primary auditory cortex (A1) (p. 296)
Reverberation time (p. 302)
Rhythmic pattern (p. 307)
Scale illusion (p. 306)
Signal-to-noise (S/N) ratio (p. 303)
Spectral cue (p. 294)
Subcortical structures (p. 296)
Superior olivary nucleus (p. 296)
Two-fl ash illusion (p. 311)
Ventriloquism effect (p. 311)
Vestibular system (p. 309)
Visual capture (p. 311)

MEDIA RESOURCES

CourseMate 

Go to CengageBrain.com to access Psychology CourseMate, 
where you will fi nd the Virtual Labs plus an interactive  eBook, 
fl ashcards, quizzes, videos, and more.

Virtual Labs VL

The Virtual Labs are designed to help you get the most out 
of this course. The Virtual Lab icons direct you to specifi c 
media demonstrations and experiments designed to help 
you visualize what you are reading about. The numbers 
 below  indicate the number of the Virtual Lab you can access 
through  Psychology CourseMate.

12.1 Interaural Level Difference as a Cue for Sound 
 Localization (p. 292) 
How the relative loudness of two tones presented by differ-
ent speakers determines the perceived location of the tone.

12.2 The Precedence Effect (p. 302) 
How perception of sound location depends on the lag 
 between sounds presented by two different speakers.

12.3 Reverberation Time (p. 302)
How increasing a tone’s reverberation time changes its per-
ceived quality.

12.4 Layering Naturalistic Sounds (p. 304)
How we are able to hear different environmental sounds as 
being produced by different sound sources, even when they 
are presented at the same time.

12.5 Grouping by Pitch and Temporal Closeness 
(p. 306) 
How our perception of three tones changes as the tones are 
presented more rapidly. A demonstration of auditory stream 
segregation.

12.6 Effect of Repetition on Grouping by Pitch (p. 306) 
How the grouping observed in the “Grouping by Pitch and 
Temporal Closeness” Virtual Lab can be affected by repeating 
the sequences.

12.7 Grouping by Similarity of Pitch (p. 306) 
How the perceptual organization of two sequences of tones 
changes when their pitches approach each other, illustrating 
the “galloping” effect. 

12.8 Grouping by Similarity of Timbre: The Wessel 
Demonstration (p. 306) 
How similarity of timbre can change the perceived organization 
of a series of tones if the tones are presented rapidly enough. 
(The Wessel demonstration is not described in the text.)

12.9 Captor Tone Demonstration (p. 306) 
The stimuli used in an experiment by Albert Bregman and 
Alex Rudnicky, which demonstrated an effect of stream 
 segregation. (This experiment is not described in the text.)

12.10 Auditory Good Continuation (p. 306) 
A demonstration of good continuation for auditory stimuli.

12.11 Perceiving Interleaved Melodies (p. 307) 
How two familiar melodies are perceived when the notes are 
interleaved.

12.12 Sound and Vision 1: Crossing or Colliding 
Balls (p. 311) 
Illustrates how sound can infl uence perception of the paths 
of two moving balls. (Courtesy of Robert Sekuler)

12.13 Sound and Vision 2: Rolling Ball (p. 311) 
Illustrates how sound can affect perception of the path of a 
rolling ball. (Courtesy of Laurie Heller)

12.14 Sound and Vision 3: Flashing Dot (p. 311) 
Illustrates how sound can affect perception of a fl ashing dot. 
(Courtesy of Ladan Shams)

12.15 Testing Intermodal Perception in Infants (p. 311) 
Stimulus and testing procedure used to test intermodal 
 perception in infants. (Courtesy of George Hollich)
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Some Questions We Will Consider:

■ Can computers perceive speech as well as humans? (p. 317)

■  Does each word that we hear have a unique pattern of air 

 pressure changes associated with it? (p. 320)

■  Why does an unfamiliar foreign language often sound like a 

continuous stream of sound, with no breaks between words? 

(p. 326)

■  Are there specifi c areas in the brain that are responsible for 

 perceiving speech? (p. 329)

A
lthough we perceive speech easily under most condi-
tions, beneath this ease lurks processes as complex 
as those involved in perceiving the most complicated 

 visual scenes. One way to appreciate this complexity is to con-
sider attempts to use computers to recognize speech. Many 
companies now use computer speech recognition systems to 
provide services such as booking tickets, automated banking, 
and computer technical support. But if you’ve ever used one 
of these systems, it is likely that a friendly computer voice has 
told you “I can’t understand what you said” on more than 
one occasion.

Computer speech recognition is constantly improving, 
but it still can’t match people’s ability to recognize speech. 
Computers perform well when a person speaks slowly and 
clearly, and when there is no background noise. However, 
humans can perceive speech under a wide variety of condi-
tions, including the presence of various background noises, 
sloppy pronunciation, speakers with different dialects and 
accents, and the often chaotic give-and-take that routinely 
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Speech Perception

▲ What is going on here? It is safe to assume that the emotions 

expressed by these people’s faces are a response to  something 

someone said. Our ability to perceive sounds created by our 

speech apparatus as meaningful words is one of our most 

 important means of communication. Just as with other types of 

perception we have discussed, the ease of speech perception 

is the end result of complex processes, often involving cognitive 

mechanisms based on our past experiences.

VL The Virtual Lab icons direct you to specifi c anima-

tions and videos designed to help you visualize what you 

are reading about. Virtual Labs are listed at the end of the 

chapter, keyed to the page on which they appear, and can 

be accessed through Psychology CourseMate.
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occurs when people talk with one another (Sinha, 2002; 
Zue & Glass, 2000). This chapter will help you appreciate 
the complex perceptual problems posed by speech and will 
describe research that has helped us begin to understand 
how the human speech perception system has solved some 
of these problems.

The Speech Stimulus

We began describing sound in Chapter 11 by introducing 
pure tones—simple sine-wave patterns with different ampli-
tudes and frequencies. We then introduced complex tones 
consisting of a number of pure tones, called harmonics, 
with frequencies that are multiples of the tone’s fundamen-
tal frequency. The sounds of speech increase the complexity 
one more level. We can still describe speech in terms of fre-
quencies, but also in terms of the abrupt starts and stops, 
silences, and noises that occur as speakers form words. It is 
these words that add an important dimension to speech—the 
meanings that speakers create by saying words and by string-
ing them together into sentences. These meanings infl uence 
our perception of the incoming stimuli, so that what we per-
ceive depends not only on the physical sound stimulus but 
also on cognitive processes that help us interpret what we are 
hearing. We begin by describing the physical sound stimulus, 
called the acoustic signal.

The Acoustic Signal
Speech sounds are produced by the position or the move-
ment of structures within the vocal apparatus, which pro-
duce patterns of pressure changes in the air called the 
acoustic  stimulus, or the acoustic signal. The acoustic sig-
nal for most speech sounds is created by air that is pushed 
up from the lungs past the vocal cords and into the vocal 
tract. The sound that is produced depends on the shape 
of the vocal tract as air is pushed through it. The shape of 
the vocal tract is altered by moving the articulators, which 
include structures such as the tongue, lips, teeth, jaw, and 
soft palate (Figure 13.1).

Let’s fi rst consider the production of vowels. Vowels 
are produced by vibration of the vocal cords, and the spe-
cifi c sounds of each vowel are created by changing the over-
all shape of the vocal tract. This change in shape changes 
the resonant frequency of the vocal tract and produces 
peaks of pressure at a number of different frequencies 
( Figure  13.2). The  frequencies at which these peaks occur 
are called  formants.

Each vowel sound has a characteristic series of formants. 
The fi rst formant has the lowest frequency; the second for-
mant is the next highest; and so on. The formants for the 
vowel /ae/ (the vowel sound in the word had) are shown 
on a sound spectrogram in Figure 13.3 (speech sounds 
are indicated by setting them off with slashes). The sound 

 spectrogram  indicates the pattern of frequencies and intensi-
ties over time that make up the acoustic signal. Frequency 
is indicated on the vertical axis and time on the horizontal 
axis; intensity is indicated by darkness, with darker areas 
indicating greater intensity. From Figure 13.3 we can see that 
 formants are  concentrations of energy at specifi c frequen-
cies, with the sound /ae/ having formants at 500, 1,700, and 
2,500 Hz. The vertical lines in the spectrogram are pressure 
oscillations caused by vibrations of the vocal cord.

Consonants are produced by a constriction, or closing, 
of the vocal tract. To illustrate how different consonants are 
produced, let’s focus on the sounds /d/ and /f/. Make these 
sounds, and notice what your tongue, lips, and teeth are 
doing. As you produce the sound /d/, you place your tongue 
against the ridge above your upper teeth (the alveolar ridge 
of Figure 13.1) and then release a slight rush of air as you 
move your tongue away from the alveolar ridge (try it). As 
you produce the sound /f/, you place your bottom lip against 
your upper front teeth and then push air between the lips 
and the teeth.

These movements of the tongue, lips, and other articu-
lators create patterns of energy in the acoustic signal that 
we can observe on the sound spectrogram. For example, the 
spectrogram for the sentence “Roy read the will,” shown in 
Figure 13.4, shows aspects of the signal associated with vowels 
and consonants. The three horizontal bands marked F1, F2, 
and F3 are the three formants associated with the /e/ sound 
of read. Rapid shifts in frequency preceding or following for-
mants are called formant transitions and are associated with 
consonants. For example, T2 and T3 are formant transitions 
associated with the /r/ of read.

Alveolar ridge
Nasal cavity

Hard palate

Soft palate

Pharynx

Vocal cords

Lips

Teeth

Tongue

Larynx

Esophagus

Oral cavity

Figure 13.1 The vocal tract includes the nasal and oral cavities 

and the pharynx, as well as components that move, such as the 

tongue, lips, and vocal cords. © Cengage Learning
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The sound of a letter? A sentence is too large a unit for easy 
analysis, and some letters have no sounds at all. Although 
there are arguments for the idea that the syllable is the basic 
unit of speech (Mehler, 1981; Segui, 1984), most speech 
research has been based on a unit called the  phoneme. 
A  phoneme is the shortest segment of speech that, if 
changed, would change the meaning of a word. Consider 
the word bit, which contains the phonemes /b/, /i/, and /t/. 
We know that /b/, /i/, and /t/ are phonemes because we can 
change the meaning of the word by changing each phoneme 
individually. Thus, bit becomes pit if /b/ is changed to /p/, bit 
becomes bat if /i/ is changed to /a/, and bit becomes bid if /t/ 
is changed to /d/.

The phonemes of American English, listed in Table 13.1, 
are represented by phonetic symbols that stand for speech 
sounds. This table shows phonemes for 13 vowel sounds and 
24 consonant sounds. Your fi rst reaction to this table may be 
that there are more vowels than the standard set you learned 
in grade school (a, e, i, o, u, and sometimes y). The reason there 
are more vowels is that some vowels can have more than one 
pronunciation, so there are more vowel sounds than vowel 
letters. For example, the vowel o sounds different in boat 
and hot, and the vowel e sounds different in head and heed. 
 Phonemes, then, refer not to letters but to speech sounds that 
determine the meaning of what people say.

Because different languages use different sounds, the 
number of phonemes varies across languages. There are 
only 11 phonemes in Hawaiian, but as many as 47 have been 
identifi ed in American English and up to 60 in some  African 
 languages. Thus, phonemes are defi ned in terms of the 
sounds that are used to create words in a specifi c language.
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Figure 13.2 Left: the shape of the vocal tract for the vowels 

/I/ (as in zip) and /U/ (as in put). Right: the amplitude of the 

pressure changes produced for each vowel. The peaks in the 

pressure changes are the formants. Each vowel sound has a 

characteristic pattern of formants that is determined by the 

shape of the vocal tract for that vowel. From Denes, P. B., & Pinson, E. N., 

The speech chain, 2nd ed. Copyright © 1993 by W. H. Freeman and Company. Used with permission 

of W. H. Freeman and Company.

F3

F2

F1
1,000

5,000

4,000

3,000

2,000

0
/h/ /æ/ /d/

“Had”

F
re

q
u

en
cy

 (
H

z)

Figure 13.3 Spectrogram of the word had. “Time” is on the 

horizontal axis. The dark horizontal bands are the fi rst (F1), 

second (F2), and third (F3) formants associated with the sound 

of the vowel /ae/. Spectrogram courtesy of Kerry Green.

We have described the physical characteristics of the 
 acoustic signal. To understand how this acoustic signal results in 
speech perception, we need to consider the basic units of speech.

Basic Units of Speech
Our fi rst task in studying speech perception is to sepa-
rate speech sounds into manageable units. What are these 
units? The fl ow of a sentence? A particular word? A  syllable? 
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It might seem that having identifi ed the phoneme as 
the basic unit of speech, we could describe speech percep-
tion in terms of strings of phonemes. According to this idea, 
we perceive a series of sounds called phonemes, which create 
syllables that combine to create words. These syllables and 
words appear strung together one after another like beads on 
a string. For example, we perceive the phrase “perception is 
easy” as the sequence of units “per-sep-shun-iz-ee-zee.” But 
although perceiving speech may seem to be just a matter of 
processing a series of discrete sounds that are lined up one 
after another, the actual situation is much more complex.

Rather than following one another, with the signal for 
one sound ending and then the next beginning, like letters on 
a page, signals for neighboring sounds overlap one another. 
In addition, the pattern of air pressure changes for a particu-
lar word can vary greatly depending on whether the speaker 
is male or female, young or old, speaks rapidly or slowly, or 
has an accent.

The Variable Relationship 
Between Phonemes 
and the Acoustic Signal

The main problem facing researchers trying to understand 
speech perception is that there is a variable relationship 
between the acoustic signal and the sounds we hear. In other 
words, a particular sound can be associated with a number of 
different acoustic signals. Let’s consider some of the sources 
of this variability.

Variability From Context
The acoustic signal associated with a phoneme changes 
depending on its context. For example, look at Figure 13.5, 
which shows spectrograms for the sounds /di/ and /du/. 
These are smoothed hand-drawn spectrograms that show 
the two most important characteristics of the sounds: 
the formants (shown in red) and the formant transitions 
(shown in blue). Because formants are associated with vow-
els, we know that the formants at 200 and 2,600 Hz are the 
acoustic signal for the vowel /i/ in /di/ and that the for-
mants at 200 and 600 Hz are the acoustic signal for the 
vowel /u/ in /du/.
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Figure 13.4 Spectrogram of the sentence “Roy read the 

will,” showing formants F1, F2, and F3 and formant transitions 

T2 and T3. Spectrogram courtesy of Kerry Green.

p pull s sip i heed

b bull z zip I hid

m man r rip e bait

w will š should ε head

f fill ž pleasure æ had

v vet č chop u who’d

θ thigh ǰ gyp U put

ð that y yip ^ but

t tie k kale o boat

d die g gale O bought

n near h hail a hot

l lear η sing e sofa

1 many

There are other American English phonemes in  addition to 

those shown here, and specifi c symbols may vary  depending 

on the source.

TABLE 13.1  Major Consonants and Vowels of English 

and Their Phonetic Symbols

 CONSONANTS VOWELS

˘
˘

© Cengage Learning
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Because the formants are the acoustic signals for the 
 vowels, the formant transitions that precede the formants 
must be the signal for the consonant /d/. But notice that the 
formant transitions for the second (higher-frequency) for-
mants of /di/ and /du/ are different. For /di/, the  formant 
transition starts at about 2,200 Hz and rises to about 
2,600  Hz. For /du/, the formant transition starts at about 
1,100 Hz and falls to about 600 Hz. Thus, even though we 
perceive the same /d/ sound in /di/ and /du/, the formant 
transitions, which are the acoustic signals associated with 
these sounds, are very different. Thus, the context in which 
a specifi c phoneme occurs can infl uence the acoustic signal 
that is associated with that phoneme.

This effect of context occurs because of the way speech is 
produced. Because articulators are constantly moving as we 
talk, the shape of the vocal tract associated with a particular 
phoneme is infl uenced by the sounds that both precede and 
follow that phoneme. This overlap between the articulation 
of neighboring phonemes is called coarticulation. You can 
demonstrate coarticulation to yourself by noting how you 
produce phonemes in different contexts. For example, say bat 
and boot. When you say bat, your lips are unrounded, but when 
you say boot, your lips are rounded, even during the  initial /b/ 
sound. Thus, even though the /b/ is the same in both words, 
you articulate each differently. In this example, the articula-
tion of /oo/ in boot overlaps the articulation of /b/, causing 
the lips to be rounded even before the /oo/ sound is actually 
produced.

The fact that we perceive the sound of a phoneme as the 
same even though the acoustic signal is changed by coarticu-
lation is an example of perceptual constancy. This term may be 
familiar to you from our observations of constancy phenom-
ena in the sense of vision, such as color constancy (we per-
ceive an object’s chromatic color as constant even when the 
wavelength distribution of the illumination changes) and 
size constancy (we perceive an object’s size as constant even 
when the size of its image changes on our retina). Percep-
tual constancy in speech perception is similar. We perceive 

the sound of a particular phoneme as constant even when 
the phoneme appears in different contexts that change its 
 acoustic signal.

Variability From Different Speakers
People say the same words in a variety of different ways. Some 
people’s voices are high-pitched and some are low-pitched; 
people speak with various accents; some talk very rapidly and 
others speak e-x-t-r-e-m-e-l-y s-l-o-w-l-y. These wide varia-
tions in speech mean that for different speakers, a particular 
phoneme or word can have very different acoustic signals.

Speakers also introduce variability through sloppy 
pronunciation. For example, say the following sentence at 
the speed you would use in talking to a friend: “This was a 
best buy.” How did you say “best buy”? Did you pronounce 
the /t/ of best, or did you say “bes buy”? What about “She is 
a bad girl”? While saying this rapidly, notice whether your 
tongue hits the top of your mouth as you say the /d/ in 
bad. Many people omit the /d/ and say “ba girl.” Finally, 
what about “Did you go to the store?” Did you say “did 
you” or “dijoo”? You have your own ways of producing var-
ious words and phonemes, and other people have theirs. 
 Analysis of how people actually speak has determined 
that there are 50 different ways to produce the word the 
 (Waldrop, 1988).

That people do not usually articulate each word individ-
ually in conversational speech is refl ected in the spectrograms 
in Figure 13.6. The spectrogram in Figure 13.6a is for the ques-
tion “What are you doing?” spoken slowly and distinctly; the 
spectrogram in Figure 13.6b is for the same question taken 
from conversational speech, in which “What are you doing?” 
becomes “Whad’aya doin’?” This difference shows up clearly 
in the spectrograms. Although the fi rst and last words (what 
and doing) create similar patterns in the two spectrograms, 
the pauses between words are absent or are much less obvious 
in the spectrogram of Figure 13.6b, and the middle of this 
spectrogram is completely changed, with a number of speech 
sounds missing.

The variability in the acoustic signal caused by coarticu-
lation, different speakers, and sloppy pronunciation creates 
a problem for the listener, who must somehow transform the 
information contained in this highly variable acoustic  signal 
into familiar words. In the next section, we will consider 
some of the ways the speech perception system deals with the 
 variability problem.

Perceiving Phonemes

The speech perception system deals with the variability 
problem in different ways. We fi rst describe a property of the 
speech system called categorical perception and then consider 
how information provided by the face and by our knowledge 
of language helps us perceive speech sounds accurately.

Figure 13.5 Hand-drawn spectrograms for /di/ and /du/. From Liberman, A. M., 

Cooper, F. S., Shankweiler, D. P., & Studdert-Kennedy, M. (1967). Perception of the speech code. Psychological Review, 

74, 431–461. Reproduced by permission of the author.
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Categorical Perception
Categorical perception occurs when stimuli that exist along 
a continuum are perceived as divided into discrete categories. 
For example, consider the visible spectrum in Figure 13.7. 
Starting on the left, at a wavelength of 450 nm, we see blue. 
As we move toward longer wavelengths, the color remains 
blue, until suddenly at about 480 nm, we perceive green. Mov-
ing along the continuum, we see green all the way to about 

570 nm, when the color changes to yellow, then orange, then 
red. Thus, moving along the entire length of the visible spec-
trum we encounter just fi ve categories.

Categorical perception in speech occurs in the same way, 
except the continuum is a property called voice onset time 
(VOT), the time delay between when a sound begins and 
when the vocal cords begin vibrating. We can illustrate this 
delay by comparing the spectrograms for the sounds /da/ and 
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Figure 13.6 (a) Spectrogram of “What are you doing?” pronounced slowly and distinctly. (b) Spectrogram of 

“What are you doing?” as pronounced in conversational speech. Spectrograms courtesy of David Pisoni.

Figure 13.7 Categorical perception of the colors of the visible spectrum. Across the range 

of wavelengths, fi ve categories of colors are perceived: blue, green, yellow, orange, and red. 

© Cengage Learning 2014
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/ta/ in Figure 13.8. These spectrograms show that the time 
between the beginning of the sound and the beginning of the 
vocal cord vibrations (indicated by the presence of vertical 
stripes in the spectrogram) is 17 ms for /da/ and 91 ms for 
/ta/. Thus, /da/ has a short VOT, and /ta/ has a long VOT.

By using computers, researchers have created sound 
stimuli in which the VOT is varied in small steps from short to 
long. When they vary VOT, using stimuli like the ones shown 
in Figure 13.8, and ask listeners to indicate what sound they 
hear, the listeners report hearing only one or the other of the 
two phonemes, /da/ or /ta/, even though a large number of 
stimuli with different VOTs are presented.

This result is shown in Figure 13.9 (Eimas & Corbit, 
1973). At short VOTs, listeners report that they hear /da/, and 
they continue reporting this even when the VOT is increased. 
But when the VOT reaches about 35 ms, their perception 
abruptly changes, so at VOTs above 40 ms, they report hear-
ing /ta/. The VOT when the perception changes from /da/ 
to /ta/ is called the phonetic boundary. The key result of 
the categorical perception experiment is that even though 
the VOT is changed continuously across a wide range, the 
listener perceives only two categories: /da/ on one side of the 
phonetic boundary and /ta/ on the other side.

Once we have demonstrated categorical perception using 
this procedure, we can run a discrimination test, in which we 
present two stimuli with different VOTs and ask the listener 
whether they sound the same or different. When we pre-
sent two stimuli separated by a VOT of 25 ms that are on 
the same side of the phonetic boundary, such as stimuli with 
VOTs of 0 and 25 ms, the listener says they sound the same 
(Figure 13.10). However, when we present two stimuli that are 
separated by the same difference in VOT but are on opposite 
sides of the phonetic boundary, such as stimuli with VOTs of 
25 and 50 ms, the listener says they sound different. The fact 
that all stimuli on the same side of the phonetic boundary 
are perceived as the same category is an example of perceptual 
constancy. If this constancy did not exist, we would perceive 
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Figure 13.8 Spectrograms for /da/ and /ta/. The voice onset 

time—the time between the beginning of the sound and the onset of 

voicing—is indicated at the beginning of the spectrogram for each 

sound. Spectrogram courtesy of Ron Cole.
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Figure 13.9 The results of a categorical perception experiment 

indicating a phonetic boundary, with /da/ perceived for VOTs to the 

left and /ta/ perceived for VOTs to the right. From Eimas, P. D., & Corbit, J. D. (1973). 

Selective adaptation of linguistic feature detectors. Cognitive Psychology, 4, 99–109, Figure 2. Reproduced 

by permission.

Figure 13.10 In the discrimination part of a categorical perception 

experiment, two stimuli are presented, and the listener indicates 

whether they are the same or different. The typical result is that two 

stimuli with VOTs on the same side of the phonetic boundary (VOT = 0 

and 25 ms; solid arrows) are judged to be the same, whereas two 

stimuli on different sides of the phonetic boundary (VOT = 25 ms and 

50 ms; dashed arrows) are judged to be different. © Cengage Learning
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324 CHAPTER 13 Speech Perception

different sounds every time we changed the VOT. Instead, we 
experience one sound on each side of the phonetic bound-
ary. This simplifi es our perception of phonemes and helps 
us more easily perceive the wide variety of sounds in our 
 environment. VL

Information Provided by the Face
Another property of speech perception is that it is  multimodal; 
that is, our perception of speech can be infl uenced by infor-
mation from a number of different senses. One illustration of 
how speech perception can be infl uenced by visual informa-
tion is shown in Figure 13.11. At fi rst our listener hears the 
sounds /ba-ba/ coming from the monitor. But when visual 
stimulation is added in the form of a videotape showing a 
person making the lip movements for the sound /ga-ga/, 
our listener begins hearing the sound /da-da/. Despite the 
fact that the listener is still receiving the acoustic signal for 
/ba-ba/, his perception is shifted, so he hears /da-da/.

This effect is called the McGurk effect, after the per-
son who fi rst described it (McGurk & MacDonald, 1976). It 
illustrates that although auditory information is the major 
source of information for speech perception, visual informa-
tion can also exert a strong infl uence on what we hear. This 
infl uence of vision on speech perception is called  audiovisual 
speech perception. The McGurk effect is one example of 
audiovisual speech perception. Another example is the way 
people routinely use information provided by the speaker’s 
lip movements to help understand speech in a noisy environ-
ment (also see Sumby & Pollack, 1954). VL

The link between vision and speech has been shown to 
have a physiological basis. Gemma Calvert and  coworkers 
(1997) used fMRI to measure brain activity as  observers 
watched a silent videotape of a person making mouth 

 movements for saying numbers. Observers silently repeated 
the numbers as they watched, so this task was similar to what 
people do when they read lips. In a control condition, observ-
ers watched a static face while silently repeating numbers. 
A comparison of the brain activity in these two conditions 
showed that watching the lips move activated an area in the 
auditory cortex that Calvert had shown in another experi-
ment to be activated when people are perceiving speech. 
The fact that the same areas are activated for lipreading and 
speech perception, suggests Calvert, may be a neural mecha-
nism behind the McGurk effect.

The link between speech perception and face perception 
was demonstrated in another way by Katharina von Krieg-
stein and coworkers (2005), who measured fMRI activation 
as listeners were carrying out a number of tasks involving sen-
tences spoken by familiar speakers (people who also worked 
in the laboratory) and unfamiliar speakers (people they had 
never heard before).

Just listening to speech activated the superior temporal 
sulcus (STS; see Figure 5.52), an area that had been associ-
ated in previous studies with speech perception (Belin et al., 
2000). But when listeners were asked to carry out a task that 
involved paying attention to the sounds of familiar voices, 
the fusiform face area (FFA) was also activated. In contrast, 
paying attention to the sounds of unfamiliar voices did not 
activate the FFA. Apparently, when people hear a voice that 
they associate with a specifi c person, this activates areas not 
only for perceiving speech but also for perceiving faces. The 
link between perceiving speech and perceiving faces, which 
has been demonstrated in both behavioral and physiologi-
cal experiments, provides information that helps us deal with 
the variability of phonemes (also see Hall et al., 2005, and 
Wassenhove et al., 2005, for more on the link between observ-
ing someone speaking and perceiving speech).

Information From Our Knowledge 
of Language
A large amount of research has shown that it is easier to per-
ceive phonemes that appear in a meaningful context. Philip 
Rubin, M. T. Turvey, and Peter Van Gelder (1976), for exam-
ple, presented a series of short words, such as sin, bat, and 
leg, or nonwords, such as jum, baf, and teg, and asked listeners 
to respond by pressing a key as rapidly as possible whenever 
they heard a sound that began with /b/. On average, partici-
pants took 631 ms to respond to the nonwords and 580 ms 
to respond to the real words. Thus, when a phoneme was at 
the beginning of a real word, it was identifi ed about 8 percent 
faster than when it was at the beginning of a meaningless 
syllable.

The effect of meaning on the perception of phonemes 
was demonstrated in another way by Richard Warren (1970), 
who had participants listen to a recording of the sentence 
“The state governors met with their respective legislatures 
convening in the capital city.” Warren replaced the fi rst /s/ in 
“legislatures” with the sound of a cough and told his subjects 

Ba-ba
Da-da

Perception Sound from
monitor

Lips ga-ga

Figure 13.11 The McGurk effect. The woman’s lips are moving as 

if she is saying /ga-ga/, but the actual sound being presented is /ba-ba/. 

The listener, however, reports hearing the sound /da-da/. If the listener 

closes his eyes, so that he no longer sees the woman’s lips, he hears 

/ba-ba/. Thus, seeing the lips moving infl uences what the listener hears.
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that they should indicate where in the sentence the cough 
occurred. None of the participants identifi ed the correct posi-
tion of the cough, and, even more signifi cantly, none noticed 
that the /s/ in “legislatures” was missing. This effect, which 
Warren called the phonemic restoration effect, was experi-
enced even by students and staff in the psychology depart-
ment who knew that the /s/ was missing. VL

Warren not only demonstrated the phonemic restora-
tion effect but also showed that it can be infl uenced by the 
meaning of words following the missing phoneme. For exam-
ple, the last word of the phrase “There was time to *ave . . .” 
(where the * indicates the presence of a cough or some other 
sound) could be “shave,” “save,” “wave,” or “rave,” but partici-
pants heard the word “wave” when the remainder of the sen-
tence had to do with saying good-bye to a departing friend.

The phonemic restoration effect was used by Arthur 
Samuel (1981) to show that speech perception is determined 
both by the nature of the acoustic signal (bottom-up process-
ing) and by context that produces expectations in the listener 
(top-down processing). Samuel demonstrated bottom-up 
processing by showing that restoration is better when a 
masking sound, such as the hissing sound produced by a 
TV set tuned to a nonbroadcasting channel, and the masked 
phoneme sound similar. Thus, phonemic restoration is more 
likely to occur for a phoneme such as /s/, which is rich in 
high-frequency acoustic energy, if the mask also contains a 
large proportion of high-frequency energy. What happens in 
phonemic restoration, according to Samuel, is that before 
we actually perceive a “restored” sound, its presence must 
be confi rmed by the presence of a sound that is similar to 
it. If the white-noise mask contains frequencies that make it 
sound similar to the phoneme we are expecting, phonemic 
restoration occurs, and we are likely to hear the phoneme. 
If the mask does not sound similar, phonemic restoration is 
less likely to occur (Samuel, 1990).

Samuel demonstrated top-down processing by showing 
that longer words increase the likelihood of the phonemic 
restoration effect. Apparently, participants used the addi-
tional context provided by the long word to help identify the 
masked phoneme. Further evidence for the importance of 
context is Samuel’s fi nding that more restoration occurs for 
a real word such as prOgress (where the capital letter indicates 
the masked phoneme) than for a similar pseudoword such as 
crOgress (Samuel, 1990; also see Samuel, 1997, 2001, for more 
evidence that top-down processing is involved in phonemic 
restoration).

TEST YOURSELF 13.1

1. Describe the speech stimulus. Be sure you understand what 

phonemes are and how the acoustic signal can be displayed 

using a sound spectrogram to reveal formants and formant 

transitions.

2. What are two sources of variability that affect the relationship 

between the acoustic signals and the sounds we hear? Be sure 

you understand coarticulation.

3. What is categorical perception? Be sure you understand how it 

is measured and what it illustrates.

4. What is the McGurk effect, and what does it illustrate 

about how speech perception can be infl uenced by visual 

 information? What physiological evidence demonstrates a 

link  between visual processing and speech perception?

5. Describe evidence that shows how perceiving phonemes 

is infl uenced by the context in which they appear. Describe 

the phonemic restoration effect and the evidence for both 

 bottom-up and top-down processing in creating this effect.

Perceiving Words

Just as perceiving phonemes goes beyond simply processing 
the acoustic signal, perceiving words depends on a number 
of factors in addition to the acoustic signal. We begin by 
showing how being in a sentence can infl uence our percep-
tion of words. Then we consider how we are able to distin-
guish words from one another in a sentence, and how we can 
perceive words even when they are pronounced differently by 
different speakers.

Perceiving Words in Sentences
One way to illustrate how being in a sentence can infl uence 
our perception of words is to show that words can be read 
even when they are incomplete, as in the following demon-
stration.

DEMONSTRATION

Perceiving Degraded Sentences
Read the following sentences:

 1. M*R* H*D * L*TTL* L*MB I*S FL**C* W*S WH*T* *S SN*W

 2. TH* S*N *S N*T SH*N*NG T*D**

 3. S*M* W**DS *R* EA*I*R T* U*D*R*T*N* T*A* *T*E*S

Your ability to read the sentences, even though up to half 
of the letters have been eliminated, was aided by your knowl-
edge of English words, how words are strung together to form 
sentences, and perhaps in the fi rst example, your familiarity 
with the nursery rhyme (Denes & Pinson, 1993).

A similar effect of meaningfulness also occurs for spoken 
words. An early demonstration of how meaningfulness makes 
it easier to perceive spoken words was provided by George 
Miller and Steven Isard (1963), who showed that words are 
more intelligible when heard in the context of a grammati-
cal sentence than when presented as items in a list of uncon-
nected words. They demonstrated this by creating three kinds 
of stimuli: (1) normal grammatical sentences, such as Gadgets 
simplify work around the house; (2) anomalous sentences that fol-
low the rules of grammar but make no sense, such as  Gadgets 
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kill passengers from the eyes; and (3) ungrammatical strings of 
words, such as Between gadgets highways passengers the steal.

Miller and Isard used a technique called shadowing, in 
which they presented these sentences to subjects through 
earphones and asked them to repeat aloud what they were 
hearing. The participants reported normal sentences with an 
accuracy of 89 percent, but their accuracy fell to 79 percent for 
the anomalous sentences and 56 percent for the ungrammat-
ical strings. The differences among the three types of stimuli 
became even greater when the listeners heard the stimuli in 
the presence of a background noise. For example, at a moder-
ately high level of background noise, accuracy was 63 percent 
for the normal sentences, 22 percent for the anomalous sen-
tences, and only 3 percent for the ungrammatical strings of 
words. These results tell us that when words are arranged in 
a meaningful pattern, we can perceive them more easily. But 
most people don’t realize it is their knowledge of the nature 
of their language that helps them fi ll in sounds and words 
that might be diffi cult to hear. For example, our knowledge 
of permissible word structures tells us that ANT, TAN, and 
NAT are all permissible sequences of letters in English, but 
that TQN or NQT cannot be English words.

A similar effect of meaning on perception also occurs 
because our knowledge of the rules of grammar tells us that 
“There is no time to question” is a permissible English sen-
tence, but “Question, no time there is” is not permissible 
or, at best, is extremely awkward (unless you are Yoda, who 
says this in Star Wars, Episode III: Revenge of the Sith). Because 
we mostly encounter meaningful words and grammatically 
correct sentences, we are continually using our knowledge of 
what is permissible in our language to help us understand 
what is being said. This becomes particularly important when 
listening under less than ideal conditions, such as in noisy 
environments or when the speaker’s voice quality or accent 
is diffi cult to understand (see also Salasoo & Pisoni, 1985).

Perceiving Breaks Between 
a Sequence of Words
Just as we effortlessly see objects when we look at a visual 
scene, we usually have little trouble perceiving individual 
words when conversing with another person. But when we 
look at the speech signal, we see that the acoustic signal is 
continuous, with either no physical breaks in the signal or 

breaks that don’t necessarily correspond to the breaks we per-
ceive between words (Figure 13.12). The perception of individ-
ual words in a conversation is called speech segmentation.

The fact that there are usually no spaces between words 
becomes obvious when you listen to someone speaking a 
foreign language. To someone who is unfamiliar with that 
language, the words seem to speed by in an unbroken string. 
However, to a speaker of that language, the words seem 
separated, just as the words of your native language seem 
separated to you. We somehow solve the problem of speech 
segmentation and divide the continuous stream of the acous-
tic signal into a series of individual words.

The fact that we can perceive individual words in con-
versational speech, even though there are no breaks in the 
speech signal, means that our perception of words is not 
based only on the energy stimulating the receptors. One 
thing that helps us tell when one word ends and another 
begins is knowledge of the meanings of words. The link 
between speech segmentation and meaning is illustrated in 
the  following  demonstration.

DEMONSTRATION

Organizing Strings of Sounds
Read the following words: Anna Mary Candy Lights Since Imp 

Pulp Lay Things. Now that you’ve read the words, what do 

they mean?

If you think this is a list of unconnected words beginning 
with the names of two women, Anna and Mary, you’re right; 
but read this series of words out loud speaking rapidly and 
ignoring the spaces between the words on the page. When 
you do this, can you hear a connected sentence that does not 
begin with the names Anna and Mary? (For the answer, see 
page 333—but don’t peek until you’ve tried reading the words 
rapidly.)

If you succeeded in creating a new sentence from the series 
of words, you did so by changing the perceptual organization 
of the sounds, and this change was achieved by your knowl-
edge of the meaning of the sounds. Just as the perceptual 
organization of the forest scene in Figure 5.32 depended on 
seeing the rocks as meaningful patterns (faces), your percep-
tion of the new sentence depended on knowing the meanings 
of the sounds you created when you said these words rapidly.

S    P       EE     CHS       E  G   MEN    T     A     T    IO    N
Figure 13.12 Sound energy for the words “speech segmentation.” Notice that it is diffi cult to tell from 

this record where one word ends and the other begins. Speech signal courtesy of Lisa Sanders.
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Another example of how meaning and prior knowledge 
or experience are responsible for organizing sounds into 
words is provided by these two sentences:

Jamie’s mother said, “Be a big girl and eat your  vegetables.”

The thing Big Earl loved most in the world was his car.

“Big girl” and “Big Earl” are both pronounced the same 
way, so hearing them differently depends on the overall 
meaning of the sentence in which these words appear. This 
example is similar to the familiar “I scream, you scream, we all 
scream for ice cream” that many people learn as children. The 
sound stimuli for “I scream” and “ice cream” are identical, so 
the different organizations must be achieved by the meaning 
of the sentence in which these words appear.

While segmentation is aided by knowing the meanings 
of words and making use of the context in which these words 
occur, listeners use other information as well to achieve 
 segmentation. As we learn a language, we learn that certain 
sounds are more likely to follow one another within a word, 
and other sounds are more likely to be separated by the space 
between two words. For example, consider the words pretty 
baby. In English it is likely that pre and ty will be in the same 
word (pre-tty) and that ty and ba will be separated by a space 
so will be in two different words (pretty baby). Thus, the space 
in the phrase prettybaby is most likely to be between pretty 
and baby.

Psychologists describe the way sounds follow one another 
in a language in terms of transitional probabilities—the 
chances that one sound will follow another sound. Every lan-
guage has transitional probabilities for different sounds, and 
as we learn a language, we not only learn how to say and under-
stand words and sentences, but we also learn about the transi-
tional probabilities in that language. The process of learning 
about transitional probabilities and about other character-
istics of language is called statistical learning. Research has 
shown that infants as young as 8 months of age are capable of 
statistical learning.

Jennifer Saffran and coworkers (1996) carried out an 
early experiment that demonstrated statistical learning in 
young infants. Figure 13.13a shows the design of this experi-
ment. During the learning phase of the experiment, the 
infants heard four nonsense “words” such as bidaku, padoti, 
golabu, and tupiro, which were combined in random order to 
create 2 minutes of continuous sound. An example of part of 
a string created by combining these words is bidakupadotigo-
labutupiropadotibidaku. . . . In this string, every other word is 
printed in boldface in order to help you pick out the words. 
However, when the infants heard these strings, all the words 
were pronounced with the same intonation, and there were 
no breaks between the words to indicate where one word 
ended and the next one began. VL

Because the words were presented in random order and 
with no spaces between them, the 2-minute string of words 
the infants heard sounds like a jumble of random sounds. 
However, there was information within the string of words 
in the form of transitional probabilities, which the infants 
could potentially use to determine which groups of sounds 

were words. The transitional probabilities between two 
syllables that appeared within a word was always 1.0. For 
example, for the word bidaku, when /bi/ was presented, /da/ 
always followed it. Similarly, when /da/ was presented, 
/ku/ always  followed it. In other words, these three sounds 
always occurred together and in the same order, to form the 
word bidaku. However, the transitional probabilities between 
the end of one word and the beginning of another was only 
0.33. For example, there was a 33-percent chance that the 
last sound, /ku/ from bidaku, would be followed by the fi rst 
sound, /pa/, from padoti, a 33-percent chance that it would 
be  followed by /tu/ from tupiro, and a 33-percent chance it 
would be followed by /go/ from golabu.

If Saffran’s infants were sensitive to transitional prob-
abilities, they would perceive stimuli like bidaku or padoti as 
words, because the three syllables in these words are linked by 
transitional probabilities of 1.0. In contrast, stimuli like tibida 
(the end of padoti plus the beginning of bidaku) would not be 
perceived as words, because the components were not linked.

To determine whether the infants did, in fact, perceive 
stimuli like bidaku and padoti as words, the infants were tested 
by being presented with pairs of three-syllable stimuli. One 
of the stimuli was a “word” that had been presented before, 
such as padoti. This was the “whole-word” test stimulus. The 
other stimulus was created from the end of one word and the 
beginning of another, such as tibida. This was the “part-word” 
test stimulus.

The prediction was that the infants would choose to lis-
ten to the part-word test stimuli longer than to the whole-
word stimuli. This prediction was based on previous research 
that showed that infants tend to lose interest in stimuli that 

Figure 13.13 (a) Experimental design of the experiment by Saffran 

and coworkers (1996), in which infants listened to a continuous string 

of nonsense syllables and were then tested to see which sounds they 

perceived as belonging together. (b) The results, indicating that infants 

listened longer to the “part-word” stimuli. © Cengage Learning
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are repeated, and so become familiar, but pay more attention 
to novel stimuli that they haven’t experienced before. Thus, 
if the infants perceived the whole-word stimuli as words that 
had been repeated over and over during the 2-minute learn-
ing session, they would pay less attention to these familiar 
stimuli than to the more novel part-word stimuli that they 
did not perceive as being words.

Saffran measured how long the infants listened to each 
sound by presenting a blinking light near the speaker where 
the sound was coming from. When the light attracted the 
infant’s attention, the sound began, and it continued until 
the infant looked away. Thus, the infants controlled how long 
they heard each sound by how long they looked at the light.

Figure 13.13b shows that the infants did, as predicted, 
listen longer to the part-word stimuli. These results are 
impressive, especially because the infants had never heard 
the words before, they heard no pauses between words, and 
they had only listened to the strings of words for 2 minutes. 
From results such as these, we can conclude that the ability to 
use transitional probabilities to segment sounds into words 
begins at an early age.

Taking Speaker Characteristics 
Into Account
When you’re having a conversation, hearing a lecture, or lis-
tening to dialogue in a movie, you usually focus on determin-
ing the meaning of what is being said. But as you are taking 
in these messages, you are also, perhaps without realizing it, 
taking in characteristics of the speaker’s voice. These charac-
teristics, called indexical characteristics, carry information 
about speakers such as their age, gender, place of origin, emo-
tional state, and whether they are being sarcastic or serious. 
Consider, for example, the following joke:

A linguistics professor was lecturing to his class one 
day. “In English,” he said, “a double negative forms 
a positive. In some languages, though, such as Rus-
sian, a double negative is still a negative. However, 
there is no language wherein a double positive can 
form a negative.” A voice from the back of the room 
piped up, “Yeah, right.”

This joke is humorous because “Yeah, right” contains two 
positive words that, despite the linguistics professor’s state-
ment, produce a negative statement that most people who 
know contemporary English usage would interpret as “I dis-
agree.” The point of this example is not just that “Yeah, right” 
can mean “I disagree,” but that the meaning of this phrase is 
determined by our knowledge of current English usage and 
also (if we were actually listening to the student’s remark) by 
the speaker’s tone of voice, which in this case would be highly 
sarcastic.

The speaker’s tone of voice is one factor that helps listen-
ers determine the meaning of what is being said. But most 
research on indexical characteristics has focused on how 

speech perception is infl uenced by the speaker’s  identity. 
Thomas Palmeri, Stephen Goldinger, and David Pisoni 
(1993) demonstrated the effect of speaker identity by pre-
senting listeners with a sequence of words. After each word, 
listeners indicated whether the word was a new word (this 
was the fi rst time it appeared) or an old word (it had appeared 
previously in the sequence). They found that listeners reacted 
more rapidly and were more accurate when the same speaker 
said all of the words than when different speakers said the 
words. This means that listeners are taking in two levels of 
information about the word: (1) its meaning and (2) charac-
teristics of the speaker’s voice.

From the results of this experiment and the others we have 
discussed, we can conclude that speech perception depends 
both on the bottom-up information provided by the acous-
tic signal and on the top-down information  provided by the 
meanings of words and sentences, the listener’s knowledge 
of the rules of grammar, and information that the  listener 
has about characteristics of the speaker’s voice (Figure 13.14).

We can appreciate the interaction between the acoustic 
signal for speech and the meaning of speech when we real-
ize that although we use the meaning to help us understand 
the acoustic signal, the acoustic signal is the starting point 
for determining the meaning. Look at it this way: There may 
be enough information in my sloppy handwriting so that a 
person using bottom-up processing can decipher it solely on 
the basis of the squiggles on the page, but my handwriting is 
much easier to decipher when, by using top-down processing, 
the person takes the meanings of the words into account. Just 
as previous experience in hearing a particular person’s voice 
makes it easier to understand that person later, previous 
experience in reading my handwriting would make it easier to 
read the squiggles on the page. Speech perception apparently 
works in a similar way. Although most of the information is 
contained in the acoustic signal, taking meaning and indexi-
cal properties into account makes understanding speech 
much easier.

Figure 13.14 Speech perception is the result of top-down 

processing (based on knowledge and meaning) and bottom-up 

processing (based on the acoustic signal) working together. 

© Cengage Learning
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Speech Perception 
and the Brain

Investigation of the physiological basis for speech perception 
stretches back to at least the 19th century, but considerable 
progress has been made only recently in understanding the 
physiological foundations of speech perception and spoken 
word recognition.

Cortical Locations 
of Speech Perception
Based on their studies of brain-damaged patients, 19th-
century researchers Paul Broca and Carl Wernicke showed 
that damage to specifi c areas of the brain causes language 
problems, called aphasias (Figure 13.15). There are numer-
ous forms of aphasia, with the specifi c symptoms depend-
ing on the area damaged and the extent of the damage. 
Patients with damage to Broca’s area in the frontal lobe have 
a condition called Broca’s aphasia. They have labored and 
stilted speech and can only speak in short sentences. They 
are, however, capable of comprehending what others are say-
ing. Patients with damage to Wernicke’s area in the tempo-
ral lobe have Wernicke’s aphasia. They can speak fl uently, 
but what they say is extremely disorganized and not mean-
ingful. These patients have great diffi culty understanding 
what other  people are saying. In the most extreme form of 
Wernicke’s aphasia, the person has a condition called word 
deafness, in which he or she cannot recognize words, even 
though the ability to hear pure tones remains intact (Kolb & 
Whishaw, 2003).

Modern research has gone beyond localizing speech 
production and perception in these two areas through fur-
ther studies of brain-damaged patients (see Method: Double 

Dissociations in Neuropsychology, Chapter 4, page 85) and 
by using brain imaging to locate areas in the brain related 
to speech. An example of a fi nding from neuropsychology 
is that some patients with damage to the parietal lobe have 
diffi culty discriminating between syllables (Blumstein et al., 
1977; Damasio & Damasio, 1980). Although we might expect 
that diffi culty in discriminating between syllables would 
make it diffi cult to understand words, some patients who 
have trouble discriminating syllables can still understand 
words (Micelli et al., 1980). Results such as these illustrate the 
complex relationship between brain functioning and speech 
perception.

Measuring brain activity has yielded more straightfor-
ward results. For example, Pascal Belin and coworkers (2000) 
used fMRI to locate a “voice area” in the human superior tem-
poral sulcus (STS) that is activated more by human voices 
than by other sounds, and Catherine Perrodin and  coworkers 
(2011) recorded from neurons in the monkey’s temporal 
lobe that they called voice cells because they responded more 
strongly to recordings of monkey calls than to calls of other 
animals or to “non-voice” sounds.

The “voice area” and “voice cells” are located in the 
temporal lobe, which is part of the what processing stream 
for hearing that we described in Chapter 12 (see page 300). 
In describing the cortical organization for hearing in 
 Chapter 12, we saw that the what pathway is involved in iden-
tifying sounds, and the where pathway is involved in locating 
sounds (Figure 12.17). Piggybacking on this dual-stream idea 
for hearing, a dual-stream model of speech perception has 
proposed a ventral (or what) pathway starting in the temporal 
lobe that is responsible for recognizing speech, and a dorsal 
(or where) pathway starting in the parietal lobe that is respon-
sible for linking the acoustic signal to the movements used 
to produce speech (Figure 13.16; Hickock & Poeppel, 2007).

Figure 13.15 Broca’s and Wernicke’s areas were identifi ed in 

early research as being specialized for language production and 

comprehension. © Cengage Learning
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Figure 13.16 The dual-stream model of speech perception 

proposes a ventral pathway that is responsible for recognizing 

speech and a dorsal stream that links the acoustic signal and motor 

movements. The blue areas are associated with the dorsal pathway 

and the yellow areas with the ventral pathway. The red and green 

areas are also involved in the analysis of speech stimuli. Adapted from 

Hickock, G., & Poeppel, D. (2007). The cortical organization of speech processing. Nature Reviews Neuroscience, 8, 

393–401. 
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This is similar to the situation we described for perceiv-
ing faces in Chapter 5 (page 120). We saw that perceiving faces 
involves many aspects, including identifying the face, reading 
expressions, noting where the face is looking, and evaluating 
the face’s attractiveness, and that mechanisms for face per-
ception are therefore distributed across many areas. There are 
also a number of different aspects to speech perception. It is 
infl uenced by cognitive factors such as the meaning of words, 
the context of sentences, and familiarity with a speaker’s voice; 
it is linked to vision; and it can have a strong emotional com-
ponent. It is not surprising, therefore, that perceiving speech 
involves many interconnected areas of the cortex.

Reconstructing Speech 
From the Cortical Signal
The research described above is concerned with where speech 
is processed in the cortex. Another way of approaching the 
physiology of speech perception is to ask how the pattern of 
electrical signals in the speech areas represents speech sounds. 
Brian Pasley and coworkers (2012) approached this question 
by creating a “speech decoder” similar to the visual “scene 
decoder” we described in Chapter 5, which was able to deter-
mine, based on analysis of fMRI signals, the type of scene a 
person was observing (Naselaris et al., 2009; see “Reading the 
Brain,” Chapter 5, page 116).

To develop a decoder for speech, Pasley used not fMRI 
signals but signals recorded by electrodes placed on the 
surface of the brain. To achieve this, he enlisted the help of 
patients who were waiting to have brain surgery to eliminate 
severe epileptic seizures. To determine which areas of the 
brain should be removed to eliminate the seizures, neurosur-
geons place electrodes on the surface of the brain and record 
activity over a period of a week.

As shown in Figure 13.17, Pasley presented speech sounds 
to these patients (Figure 13.17a) and recorded the  activity 
picked up by the electrode array (Figure 13.17b). Because 
 different frequencies are represented by activity at different 
 locations on the auditory cortex (refer back to Figure 11.31, 

page 281), Pasley was able to determine the pattern of frequen-
cies present in the speech stimulus from the activity recorded 
at the different electrode placements. This pattern of activity 
was then analyzed by the speech decoder (Figure 13.17c), which 
created a speech spectrogram of the sound that was presented 
(Figure 13.17d). This spectrogram is called a “reconstructed” 
spectrogram because it is constructed from the electrical sig-
nals recorded by the electrode array on the brain. VL

The results of this analysis are shown in Figure 13.18. 
Spectrograms of the words being presented are shown in 
the top row (Figure 13.18a), and the corresponding spectro-
grams created by the speech decoder are shown in the bottom 
row (Figure 13.18b). The correspondence between actual and 
reconstructed spectrograms is far from perfect, but when a 
“playback” device is used to  convert these frequency patterns 
into sounds, it is possible to hear speech sounds that, in many 
cases, can be recognized as the words the patient was hearing.
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Figure 13.17 Pasley et al. (2012) procedure for creating reconstructed spectrograms from electrical 

signals recorded from the brain. See text for details. © Cengage Learning 2014
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Figure 13.18 (a) Spectrograms of speech sounds presented to 

Pasley’s subjects. (b) Speech spectrograms constructed by the 

speech decoder from electrical signals recorded from auditory cortex. 

From Pasley, B. N., David, S. V., Mesgarani, M., Flinker, A., Shamma, S. A., Crone, N. E., et al. (2012). Reconstructing 

speech from human auditory cortex. PLoS Biology 10(1): e1001251. 
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But is there any evidence linking perceiving speech and 
producing speech in humans? Alessandro D’Ausilio and 
coworkers (2009) demonstrated a link between production 
and perception by showing that increasing activation of 
motor areas associated with making sounds like /b/ and /p/, 
which involve labial articulation (pursing the lips) aids in the 
perception of these sounds. Similarly, stimulation of a motor 
area associated with making sounds like /t/ and /d/, which 
involve dental articulation (the tongue contacting the back 
of the teeth) aids in the perception of these sounds.

The subjects’ task in D’Ausilio’s experiment was to push 
a button as quickly as possible to indicate which sound they 
heard on each trial. In the baseline condition, the subjects 
carried out this task without any stimulation of their brain. 
In the stimulation condition, brief pulses of focal transcranial 
magnetic stimulation, which can stimulate a small targeted area 
of the brain, were presented just before the subject heard the 
sound, either to the area of the motor cortex responsible for 
creating labial (lip) articulation or the area creating dental 
(tongue and teeth) articulation. (See Method: Transcranial 
Magnetic Stimulation (TMS), Chapter 8, page 192.)

Figure 13.19 shows the sites of stimulation on the motor 
area of the cortex. Stimulation of the lip area resulted in faster 
responding to labial phonemes (/b/ and /p/) and stimulation 
of the tongue area resulted in faster responding to the den-
tal phonemes (/t/ and /d/). Based on these results, D’Ausilio 
suggested that activity in the motor cortex can infl uence 
speech perception. Research such as this, along with many 
other studies, shows that the close link between motor activ-
ity and perception holds not only for visual perception (see 
 Chapter 7) but for perceiving speech as well.

This result is important because it brings us closer to 
understanding how speech is represented in the human 
brain. In addition, being able to determine speech from brain 
activity could potentially help people who can’t talk because 
of conditions such as ALS (amyotrophic lateral sclerosis; Lou 
Gehrig’s disease), which paralyzes the body while leaving the 
mind intact. Because thinking about speaking can create 
brain signals similar to those that occur in actual speech, it 
is possible that someday it might be possible for people with 
ALS to communicate by having their thoughts about speak-
ing transformed into sound using a speech decoder similar to 
the one described here.

SOMETHING TO CONSIDER: 

Speech Perception and Action

An important characteristic of speech is that we not only per-
ceive it, we also produce it. This close link between perceiving 
speech and producing it led Alvin Liberman and coworkers 
(1963, 1967) to propose a theory called the motor theory of 
speech perception. This theory proposes that (1) hearing a 
particular speech sound activates motor mechanisms con-
trolling the movement of the articulators, such as the tongue 
and lips, that are responsible for producing sounds; and 
(2) activation of these motor mechanisms, in turn, activates 
additional mechanisms that enable us to perceive the sound. 
Thus, the motor theory proposes that activity of motor 
mechanisms is the fi rst step toward perceiving speech.

When motor theory was fi rst proposed in the 1960s, it was 
extremely controversial. In the decades that followed, the the-
ory stimulated a large number of experiments, some obtain-
ing results that supported the theory, but many obtaining 
results that argued against it. It is diffi cult for motor theory 
to explain, for example, how people with brain damage that 
disables their speech motor system can still perceive speech 
(Lotto et al., 2009). Evidence such as this has led present-day 
speech researchers to largely reject the idea that our perception 
of speech is based on the activation of motor mechanisms.

Although the evidence argues against the idea that activa-
tion of motor mechanisms is necessary for speech perception, 
there is evidence for links between motor mechanisms and 
speech perception. One of the results supporting this idea is 
the discovery of mirror neurons. In Chapter 7, we saw that 
mirror neurons in monkeys respond both when the monkey 
carries out an action and when the monkey sees someone 
else carry out the action. A type of mirror neuron related to 
hearing is called audiovisual mirror neurons. These neurons 
fi re when a monkey carries out an action that produces a sound 
(like breaking a peanut) and when the monkey hears the sound 
(the sound of a breaking peanut) that results from the action 
(Kohler, 2002; see Chapter 7, page 167). Interestingly, mirror 
neurons that have been studied in the monkey are found in 
an area roughly equivalent to Broca’s area in humans; for this 
reason, some researchers have proposed a close link between 
mirror neurons and language (Arbib, 2001).
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Figure 13.19 Sites of transcranial magnetic stimulation of the 

motor area for lips and tongue. Stimulation of the lip area increases 

the speed of responding to /b/ and /p/. Stimulation of the tongue area 

increases the speed of responding to /t/ and /d/. From D’Ausilio, A., Pulvermuller, F., 

Salmas, P., Bufalari, I., Begliomini, C., & Fadiga, L. (2009). The motor somatotopy of speech perception. Current 

Biology, 19, 381–385. With permission from Elsevier.
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procedure. In the left panel, VOT is changed from 20 to 40 ms (across the phonetic boundary). 

In the center panel, VOT is changed from 60 to 80 ms (not across the phonetic boundary). In 

the right panel, the VOT was not changed. See text for details. From “Speech Perception in Infants,” by P. Eimas, 

E. P. Siqueland, P. Jusczyk, J. Vigorito, 1971, Science, 171, 303–306, fi gure 2. Copyright © 1971 by the American Association for the Advancement of Science. 

Reproduced by permission.

We have seen from Saffran’s experiments (Figure 13.13) 
that i nfants can use speech statistics to achieve speech 
 segmentation. In addition, research has demonstrated cat-
egorical  perception in 1-month-old infants.

The Categorical Perception 
of Phonemes
Categorical perception was fi rst reported for adults in 1967 
(Liberman et al., 1967). In 1971, Peter Eimas and coworkers 
began the modern era of research on infant speech perception 
by using the habituation procedure to show that infants as 
young as 1 month old perform similarly to adults in categori-
cal perception experiments. The basis of these experiments 
was the observation that an infant will suck on a nipple in 
order to hear a series of brief speech sounds, but as the same 
speech sounds are repeated, the infant’s sucking eventually 
habituates to a low level. By presenting a new stimulus after 
the rate of sucking had decreased, Eimas determined whether 

the infant perceived the new stimulus as sounding the same 
as or different from the old one.

The results of Eimas and coworkers’ experiment are 
shown in Figure 13.20. The number of sucking responses 
when no sound was presented is indicated by the point 
at B. When a sound with voice onset time (VOT) of 20 ms 
(sounds like “ba” to an adult) is presented as the infant 
sucks, the sucking increases to a high level and then begins 
to decrease. When the VOT is changed to 40 ms (dashed 
line; sounds like “pa” to an adult), sucking increases, as 
indicated by the points to the right of the dashed line. 
This means that the infant perceives a difference between 
sounds with VOTs of 20 and 40 ms. The center graph, how-
ever, shows that changing the VOT from 60 to 80 ms (both 
sound like “pa” to an adult) has only a small effect on suck-
ing, indicating that the infants perceive little, if any, dif-
ference between the two sounds. Finally, the results for a 
control group (the right graph) show that when the sound 
is not changed, the number of sucking responses decreases 
throughout the experiment.

DEVELOPMENTAL DIMENSION: Infant Speech Perception
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same to adult English-speakers but are perceived as different 
by adult Spanish-speakers. At 7 months of age, the electrical 
response to these two sounds was different in the English-
speaking children, but by 11 months of age, the response had 
become the same.

This result provides a physiological parallel to the expe-
rience of young Japanese children described earlier. A pair 
of sounds can be perceived as different or can cause differ-
ent physiological responses at an early age, but if the child 
doesn’t have experience discriminating between the two 
sounds, then the child loses the ability to tell the difference 
between the two sounds, and physiological responses to the 
sounds become the same. Apparently, the brain is shaped by 
experience to respond to sounds that are used in the particu-
lar language that the child is learning. 

TEST YOURSELF 13.2

1.  What is the evidence that meaning can infl uence word 

 perception?

2. What mechanisms help us perceive breaks between words?

3. How do speaker characteristics infl uence speech perception?

4.  Describe evidence for both bottom-up and top-down 

 processing in speech perception.

5.  What did Broca and Wernicke discover about the physiology 

of speech perception?

6.  Describe the following evidence that is relevant to the 

physiology of speech perception: (1) determining the brain’s 

response to speech stimuli; (2) the dual-stream model of 

speech perception.

7.  Describe Pasley’s experiment in which he created a speech 

“decoder” that made it possible to reconstruct the speech 

signal. What is a possible practical application of such a 

speech decoder?

8.  What link between perception and motor responding is 

proposed by the motor theory? Describe what the results 

of research on mirror neurons and the effect of transcranial 

magnetic stimulation indicate about the relationship between 

motor activity and speech perception. 

9.  Describe the experiment that showed that 1-month-old 

 infants are capable of categorical perception.

10.  How does experience-dependent plasticity contribute to 

a child’s development of the ability to perceive phonemes 

 during the fi rst year of life?

Answer to question on page 326: 
An American delights in simple playthings. 

These results show that when the VOT is shifted across 
the average adult phonetic boundary (left graph), the infants 
perceive a change in the sound, and when the VOT is shifted 
on the same side of the phonetic boundary (center graph), the 
infants perceive little or no change in the sound. That infants 
as young as 1 month old are capable of categorical percep-
tion is particularly impressive because these infants have had 
virtually no experience in producing speech sounds and only 
limited experience in hearing them. But the story regarding 
phoneme perception extends beyond the discovery that very 
young infants can perceive phonemes. As we will see in the 
next section, the ability to perceive phonemes is affected by 
the language a child hears during its fi rst year.

Learning the Sounds of a Language
If English is your primary language, you may have noticed 
that many people whose primary language is Japanese say 
words beginning in “r” with an “l” sound, so they would 
say “lent” instead of “rent.” This diffi culty in producing 
some phonemes is related to an inability to perceive those 
phonemes, as indicated by the fi nding that native Japanese 
speakers have trouble distinguishing between words like 
lent and rent.

What makes this diffi culty especially interesting is 
that young infants in all cultures can tell the difference 
between sounds that create all of the speech sounds used 
in the world’s languages, but by the age of 1, they have lost 
the ability to distinguish between some of these sounds 
(Kuhl, 2000). Thus, 6-month-old Japanese children can 
tell the difference between the /r/ and /l/ used in American 
 English just as well as American children can. However, by 
12 months, Japanese children confuse /r/ and /l/. Over the 
same period, American children become better at telling 
the difference between these two sounds (Kuhl et al., 1997; 
Strange, 1995).

Why does this change occur? The answer involves 
 experience-dependent plasticity—a change in the brain’s abil-
ity to respond to specifi c stimuli that occurs as a result of 
experience. We introduced experience-dependent plasticity in 
Chapter 3 when we described how raising kittens in an envi-
ronment consisting entirely of vertical lines causes the kit-
ten’s brain to contain neurons that respond only to verticals 
(page 68).

Evidence supporting the idea that the shift in speech per-
ception that occurs sometime after 6 months of age is likely to 
involve experience-dependent plasticity has been provided by 
Maritza Rivera-Gaxiola and coworkers (2005), who recorded 
electrical potentials from the surface of the cortex of 7- and 
11-month-old American infants from  English-speaking 
households in response to pairs of sounds that sound the 
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THINK ABOUT IT

 1. How well can computers recognize speech? You can 
 research this question by getting on the telephone with a 
computer. Dial a service such as the one that books movie 
tickets. Then, instead of going out of your way to talk slowly 
and clearly, try talking in a normal  conversational voice 
(but clearly enough that a human would still  understand 

you), and see whether you can determine the limits of the 
computer’s ability to understand speech. (p. 317)

 2. How do you think your perception of speech would be 
affected if the phenomenon of categorical perception did 
not exist? (p. 322)

KEY TERMS

Acoustic signal (p. 318)
Acoustic stimulus (p. 318)
Aphasia (p. 329)
Articulator (p. 318)
Audiovisual speech perception 

(p. 324)
Broca’s aphasia (p. 329)
Broca’s area (p. 329)
Categorical perception 

(p. 322)
Coarticulation (p. 321)

Dual-stream model of speech 
 perception (p. 329)

Formant (p. 318)
Formant transitions (p. 318)
Indexical characteristic (p. 328)
McGurk effect (p. 324)
Motor theory of speech perception 

(p. 331)
Multimodal (p. 324)
Phoneme (p. 319)
Phonemic restoration effect (p. 325)

Phonetic boundary (p. 323)
Shadowing (p. 326)
Sound spectrogram (p. 318)
Speech segmentation (p. 326)
Statistical learning (p. 327)
Transitional probabilities (p. 327)
Voice cells (p. 329)
Voice onset time (VOT) (p. 322)
Wernicke’s aphasia (p. 329)
Wernicke’s area (p. 329)
Word deafness (p. 329)

MEDIA RESOURCES

CourseMate 

Go to CengageBrain.com to access Psychology CourseMate, 
where you will fi nd the Virtual Labs plus an interactive  eBook, 
fl ashcards, quizzes, videos, and more.

Virtual Labs VL

The Virtual Labs are designed to help you get the most out 
of this course. The Virtual Lab icons direct you to specifi c 
media demonstrations and experiments designed to help 
you visualize what you are reading about. The numbers 
 below  indicate the number of the Virtual Lab you can access 
through  Psychology CourseMate.

13.1 Categorical Perception (p. 324) 
How perception of a tone suddenly changes from one cat-
egory to another as the characteristics of a tone are slowly 
changed over a wide range. (Courtesy of Julie Feiz)

13.2 McGurk Effect (p. 324) 
How seeing a person’s lips move can infl uence what we hear. 
(Courtesy of Douglas Whalen, Haskins Laboratory)

13.3 Speechreading (p. 324) 
How seeing someone speaking can make it easier to under-
stand what they are saying. (Courtesy of Sensimetrics 
 Corporation)

13.4 Phonemic Restoration (p. 325) 
A description of the phonemic restoration effect. (Courtesy 
of Richard Warren)

13.5 Multiple Phonemic Restoration (p. 325) 
A description of phonemic restoration in a natural environ-
ment containing many sounds. (Courtesy of Richard Warren)

13.6 Statistical Learning Stimuli (p. 327) 
A sample of the string of nonsense words used in Saffran 
and colleagues’ (1996) experiment. (Courtesy of Jennifer 
Saffran)

13.7 Speech Reconstruction (p. 330)
Video showing spectrograms of original sound stimulus and 
sound stimulus reconstructed from brain signals. (Courtesy 
of Brian Pasley)
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CHAPTER CONTENTS

Overview of the Cutaneous System
The Skin
Mechanoreceptors
Pathways From Skin to Cortex
The Somatosensory Cortex
The Plasticity of Cortical Body Maps

Perceiving Details
Receptor Mechanisms for Tactile Acuity
Cortical Mechanisms for Tactile Acuity

Perceiving Vibration

Perceiving Texture

Perceiving Objects
Identifying Objects by Haptic Exploration
The Physiology of Tactile Object Perception

Pain
Questioning the Direct Pathway Model of Pain
The Gate Control Model
Cognition and Pain
The Brain and Pain

SOMETHING TO CONSIDER: The Effect of 
Observing Touch and Pain in Others

Think About It

C H A P T E R  1 4

▲ When we touch something or are touched, receptors in the 

skin provide information about what is happening to the skin 

and about the object contacting the skin. These fingers are 

sensing the cell phone’s shape and the quality of its surface. 

As the person enters a number, texts, or searches the Internet, 

receptors in the skin provide information that helps the person 

apply the right amount of pressure. In this chapter, we describe 

perceptions associated with stimulation of the skin, focusing 

on various qualities of touch, and also consider pain, which 

 involves stimulation of the skin and other processes as well.

The Cutaneous 

Senses

Some Questions We Will Consider:

■  Are there specialized receptors in the skin for sensing different 

tactile qualities? (p. 338)

■  What is the most sensitive part of the body? (p. 343)

■  Is it possible to reduce pain with your thoughts? (p. 355)

W
hen asked which sense they would choose to lose, 
if they had to lose either vision, hearing, or touch, 
some people pick touch. This is understandable 

given the high value we place on seeing and hearing, but mak-
ing a decision to lose the sense of touch would be a serious 
mistake. Although people who are blind or deaf can get along 
quite well, people with a rare condition that results in losing 
the ability to feel sensations though the skin often suffer con-
stant bruises, burns, and broken bones in the absence of the 
warnings provided by touch and pain (Melzack & Wall, 1988; 
Rollman, 1991; Wall & Melzack, 1994).

But losing the sense of touch does more than 
increase  the chance of injury. It also makes it diffi cult to 
interact with the  environment because of the loss of feed-
back from the skin that accompanies many actions. As I type 
this, I hit my computer keys with just the right amount of 
force, because I can feel pressure when my fi ngers hit the 
keys. Without this feedback, typing and other actions that 
receive feedback from touch would become much more dif-
fi cult.  Experiments in which subjects have had their hands 
temporarily anesthetized have shown that the resulting 
loss of feeling causes them to apply much more force than 

 The Virtual Lab icons direct you to specific anima-

tions and videos designed to help you visualize what 

you are reading about. Virtual Labs are listed at the end 

of the chapter, keyed to the page on which they appear, 

and can be accessed through Psychology CourseMate.

VL
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338 CHAPTER 14 The Cutaneous Senses

 necessary when  carrying out tasks with their fi ngers and 
hands (Avenanti et al., 2005; Monzée et al., 2003).

A particularly dramatic case that involved losing the 
ability to sense with the skin, as well as the closely related 
ability to sense the movement and positions of the limbs, is 
that of Ian Waterman, a 17-year-old apprentice butcher, who 
in May 1971 contracted what at fi rst appeared to be a rou-
tine case of the fl u (Cole, 1995; Robles-De-La-Torre, 2006). 
He anticipated returning to work after recovering; however, 
instead of improving, his condition worsened, with an initial 
tingling sensation in his limbs becoming a total loss of the 
ability to feel touch below the neck. Ian’s doctors, who were 
initially baffl ed by his condition, eventually determined that 
an autoimmune reaction had destroyed most of the neurons 
that transmitted signals from his skin, joints, tendons, and 
muscles to his brain. The loss of the ability to feel skin sen-
sations meant that Ian couldn’t feel his body when lying in 
bed, which resulted in a frightening fl oating sensation, and 
he often used inappropriate force when grasping objects—
sometimes gripping too tightly, and sometimes dropping 
objects because he hadn’t gripped tightly enough.

As diffi cult as losing sensations from his skin made Ian’s 
life, destruction of the nerves from his muscles,  tendons, and 
joints caused an even more serious problem. The destruc-
tion of these nerves eliminated Ian’s ability to sense the 
 position of his arms, legs, and body. This is something we 
take for granted. When you close your eyes, you can tell 
where your hands and legs are relative to each other and to 
your body. But Ian had lost this ability, so even though he 
could move, because the nerves conducting signals from his 
brain to his muscles were  unaffected, he avoided moving, 
because not knowing where his limbs were made it diffi cult 
to  control them.

Eventually, after many years of practice, Ian was able 
to sit, stand, and even carry out movements and tasks such 
as writing. Ian was able to do these things not because his 
 sensory nerves had recovered (they remained irreversibly 
damaged), but because he had learned to use his sense of 
vision to constantly monitor the positions of his limbs and 
body. Imagine, for a moment, what it would be like to have to 
constantly look at your hands, arms, legs, and body, so you 
could tell where they were and make the necessary muscular 
adjustments to maintain your posture and carry out actions. 
Ian described the extreme and constant effort needed to 
do this as making his life like “running a daily marathon” 
(Cole, 1995).

Ian’s problems were caused by a breakdown of his 
somatosensory system, which includes (1) the  cutaneous 
senses, which are responsible for perceptions such as touch 
and pain that are usually caused by stimulation of the skin; (2) 
 proprioception, the ability to sense the  position of the body 
and limbs; and (3) kinesthesis, the ability to sense the move-
ment of the body and limbs. In this chapter we will focus 
on the cutaneous senses, which are important not only for 
activities like  grasping objects and protecting against damage 
to the skin, but also for  motivating sexual activity. (Another 
reason picking touch as the sense to lose would be a mistake.)

When we recognize that the perceptions we experi-
ence through our skin are crucial for carrying out everyday 
 activities, protecting ourselves from injury, and motivat-
ing sexual activity, we can see that these perceptions are 
crucial to our survival and to the survival of our species. 
In fact, we could make a good case for the idea that percep-
tions felt through the skin and that enable us to sense the 
 positions and movements of our limbs are more important 
for  survival than those provided by vision and hearing. We 
begin our  consideration of the cutaneous senses by focusing 
on the skin.

Overview of the Cutaneous 
System

In this section we will describe some basic facts about 
the anatomy and functioning of the various parts of the 
 cutaneous system.

The Skin
Comel (1953) called the skin the “monumental facade of the 
human body” for good reason. It is the heaviest organ  in 
the  human body, and, if not the largest (the surface areas 
of the gastrointestinal tract and of the alveoli of the lungs 
exceed the surface area of the skin), it is certainly the most 
obvious, especially in humans, whose skin is not obscured by 
fur or large amounts of hair (Montagna &  Parakkal, 1974).

In addition to its warning function, the skin also prevents 
body fl uids from escaping and at the same time protects us 
by keeping bacteria, chemical agents, and dirt from penetrat-
ing our bodies. Skin maintains the integrity of what’s inside 
and protects us from what’s outside, but it also provides us 
with information about the various stimuli that contact it. 
The sun’s rays heat our skin, and we feel warmth; a pinprick 
is painful; and when someone touches us, we  experience 
 pressure or other sensations.

Our main experience with the skin is its visible surface, 
which is actually a layer of tough dead skin cells. (Try stick-
ing a piece of cellophane tape onto your palm and pulling 
it off. The material that sticks to the tape is dead skin cells.) 
This  layer of dead cells is part of the outer layer of skin, 
which is called the  epidermis. Below the epidermis is another 
layer, called the   dermis (Figure 14.1). Within the skin are 
 mechanoreceptors, receptors that respond to mechanical 
stimulation such as pressure, stretching, and vibration. VL

Mechanoreceptors
Many of the tactile perceptions that we feel from stim-
ulation of the skin can be traced to the four types of 
mechanoreceptors that are located in the epidermis and 
the dermis. We can distinguish between these receptors 

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



 Overview of the Cutaneous System 339 

by their  distinctive  structures and by how fibers associ-
ated with the receptors respond to stimulation. Slowly 
adapting (SA) receptors respond with prolonged firing 
to  continued pressure. Rapidly adapting (RA) receptors 
respond with bursts of firing just at the onset and offset of 
a pressure stimulus.

Two mechanoreceptors, the Merkel receptor (SA1) and 
the Meissner corpuscle (RA1), are located close to the sur-
face of the skin, near the epidermis. Because they are located 
close to the surface, these receptors have small receptive 
fi elds; a cutaneous receptive fi eld is the area of skin which, when 
 stimulated, infl uences the fi ring of the neuron.

Figure 14.1 shows the structure and fi ring of these 
receptors in response to a pressure stimulus that is presented 
and then removed (blue line). The nerve fi ber  associated with 
the slowly adapting Merkel receptor fi res continuously, as 
long as the stimulus is on; the nerve fi ber associated with 
the rapidly adapting Meissner corpuscle fi res only when the 
stimulus is fi rst applied and when it is removed. The type 
of perception associated with the Merkel receptor is sensing 
fi ne details, and with the Meissner corpuscle,  controlling 
 handgrip.

The other two mechanoreceptors, the Ruffi ni cylinder 
(SA2) and the Pacinian corpuscle (RA2 or PC), are located 
deeper in the skin (Figure 14.2), so they have larger receptive 
fi elds. The Ruffi ni cylinder responds continuously to stimula-
tion, and the Pacinian corpuscle responds when the  stimulus 
is applied and removed. The Ruffi ni cylinder is associated 

with perceiving stretching of the skin, the Pacinian corpuscle 
with sensing rapid vibrations and fi ne texture.1

Pathways From Skin to Cortex
The receptors for the other senses are localized in one area—
the eye (vision), the ear (hearing), the nose (olfaction), and 
the mouth (taste)—but cutaneous receptors in the skin are 
 distributed over the whole body. This wide distribution, plus 
the fact that signals must reach the brain before stimula-
tion of the skin can be perceived, creates a travel situation 
we might call “journey of the long-distance nerve impulses,” 
especially for signals that must travel from the fi ngertips or 
toes to the brain.

Signals from all over the body are conducted from 
the skin to the spinal cord, which consists of 31 segments, 
each of which receives signals through a bundle called the 
dorsal root (Figure 14.3). After the signals enter the spinal 
cord, nerve fi bers transmit them to the brain along two 
major pathways: the medial lemniscal pathway and the 
 spinothalamic  pathway. The lemniscal pathway has large 
fi bers that carry signals related to sensing the positions of 

1Although Michael Paré and coworkers (2002) have reported that there are 
no Ruffi ni receptors in the fi nger pads of monkeys, Ruffi ni cylinders are 
still  included in most lists of glabrous (nonhairy) skin receptors, so they are 
 included here.

Merkel receptors (SA1) Meissner corpuscle (RA1)

Small receptive fields

Fires to
continuous pressure

Epidermis

Dermis

Perception

Fires to
“on” and “off”

• Fine details

Perception

• Handgrip
   control

Figure 14.1 A cross section of glabrous (without hairs or projections) skin, showing the layers of the skin 

and the structure, fi ring properties, and perceptions associated with the Merkel receptor (SA1) and Meissner 

corpuscle (RA1)—two mechanoreceptors near the surface of the skin. © Cengage Learning
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340 CHAPTER 14 The Cutaneous Senses

the limbs ( proprioception) and perceiving touch. These large 
fi bers transmit signals at high speed, which is important for 
controlling movement and reacting to touch. The spinotha-
lamic pathway consists of smaller fi bers that transmit signals 
related to temperature and pain. The case of Ian Waterman 
illustrates this separation in function, because although he 

lost the ability to feel touch and to sense the positions of his 
limbs (lemniscal pathway), he was still able to sense pain and 
 temperature (spinothalamic pathway).

Fibers from both pathways cross over to the other side 
of the body during their upward journey to the thalamus. 
Most of these fi bers synapse in the ventrolateral nucleus in 

Ruffini cylinder (SA2) Pacinian corpuscle (RA2 or PC)

Large receptive fields

Fires to
continuous pressure

Perception

Fires to
“on” and “off”

• Stretching

Perception

• Vibration

• Fine texture
   by moving fingers

Figure 14.2 A cross section of glabrous skin, showing the structure, fi ring properties, and perceptions 

associated with the Ruffi ni cylinder (SA2) and the Pacinian corpuscle (RA2 or PC)—two mechanoreceptors 

that are deeper in the skin. © Cengage Learning
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Touch
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tract
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Somatosensory cortex

Figure 14.3 The pathway from receptors 

in the skin to the somatosensory receiving 

area of the cortex. The fi ber carrying signals 

from a receptor in the fi nger enters the spinal 

cord through the dorsal root. The signals then 

travel up the spinal cord along two pathways: 

the medial lemniscus and the spinothalamic 

tract. These pathways synapse in the 

ventrolateral nucleus of the thalamus and 

then send signals to the somatosensory 

cortex in the parietal lobe. © Cengage Learning
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the  thalamus, but some synapse in other thalamic nuclei. 
(Remember that fi bers from the retina and the cochlea also 
synapse in the thalamus, in the lateral geniculate nucleus for 
vision and the medial geniculate nucleus for hearing.) Because 
the signals in the spinal cord have crossed over to the 
 opposite side of the body, signals originating from the left 
side of the body reach the thalamus in the right hemisphere 
of the brain, and signals from the right side of the body reach 
the left hemisphere.

The Somatosensory Cortex
From the thalamus, signals travel to the somatosensory 
receiving area (S1) in the parietal lobe of the cortex and pos-
sibly also to the secondary somatosensory cortex (S2) (Rowe 
et al., 1996; Turman et al., 1998; Figure 14.4a). Signals also 
travel between S1 and S2 and from S1 and S2 to additional 
somatosensory areas.

An important characteristic of the somatosensory cortex 
is that it is organized into maps that correspond to locations 
on the body. The existence of a map of the body on S1 was 
determined in a classic series of investigations carried out 
by neurosurgeon Wilder Penfi eld while operating on awake 
patients who were having brain surgery to relieve symptoms 
of epilepsy (Penfi eld & Rasmussen, 1950). When Penfi eld 
stimulated points on S1 and asked patients to report what 
they  perceived, they reported sensations such as tingling 

and touch on various parts of their body. Penfi eld found 
that stimulating the ventral part of S1 (lower on the  parietal 
lobe) caused sensations on the lips and face, stimulating 
higher on S1 caused sensations in the hands and fi ngers, 
and  stimulating the dorsal S1 caused sensations in the legs 
and feet.

The resulting body map, shown in Figure 14.4b, is called 
the homunculus, Latin for “little man.” The homunculus 
shows that adjacent areas of the skin project to adjacent areas 
in the brain, and that some areas on the skin are  represented 
by a disproportionately large area of the brain. The area 
devoted to the thumb, for example, is as large as the area 
devoted to the entire forearm. This result is analogous to the 
magnifi cation factor in vision (see page 78), in which recep-
tors in the fovea, which are responsible for perceiving visual 
details, are allotted a disproportionate area on the visual cor-
tex. Similarly, parts of the body such as the fi ngers, which are 
used to detect details through the sense of touch, are allot-
ted a disproportionate area on the somatosensory cortex 
( Duncan & Boynton, 2007). A similar body map also occurs 
in the secondary somatosensory cortex (S2).

The description above in terms of S1 and S2 and the 
homunculus is accurate but simplifi ed. Recent research has 
shown that S1 is divided into four interconnected areas, each 
with different functions. For example, the area in S1 involved in 
perceiving touch is connected to another area that is involved 
in haptics (exploring objects with the hand). In  addition, 
there are a number of homunculi both within S1  and S2 
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Figure 14.4 (a) The somatosensory 

cortex in the parietal lobe. The primary 

somatosensory area, S1 (light purple), 

receives inputs from the ventrolateral 

nucleus of the thalamus. The secondary 

somatosensory area, S2 (dark purple), 
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lobe. (b) The sensory homunculus on 

the somatosensory cortex. Parts of 

the body with the highest tactile acuity 

are represented by larger areas on the 

cortex. Adapted from Penfi eld, W., & Rasmussen, T. (1950). 

The cerebral cortex of man. New York: Macmillan. 
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(Keysers et al., 2010). Finally, there are other areas that we will 
discuss when we consider pain, later in the chapter.

The Plasticity of Cortical Body Maps
One of the basic principles of cortical organization is that the 
cortical representation of a particular function can become 
larger if that function is used often. We introduced this prin-
ciple, called experience-dependent plasticity, when we described 
how rearing kittens in a vertical environment caused most 
of the neurons in their visual cortex to respond best to ver-
tical orientations (see page 68) and how training humans 
to  recognize shapes called Greebles caused the fusiform 
face area of the cortex to respond more strongly to Greeble 
 stimuli (see page 92).

Most of the early experiments that demonstrated expe-
rience-dependent plasticity were carried out in the somato-
sensory system. In one of these early experiments, William 
Jenkins and Michael Merzenich (1987) measured the cortical 
areas devoted to each of a monkey’s fi ngers and then trained 
monkeys to complete a task that involved the extensive use 
of a particular location on one fi ngertip. When they com-
pared the cortical maps of the fi ngertip measured just before 
the training to the map measured after 3 months of train-
ing, they found that the area representing the stimulated 
fi ngertip was greatly expanded after the training. Thus, the 
 cortical area representing part of the fi ngertip, which is large 
to begin with, became even larger when the area received a 
large amount of stimulation.

In most animal experiments, like the one we just 
described, the effect of plasticity is determined by 
 measuring how special training affects the brain. An experi-
ment that measured this effect in humans determined how 
training affected the brains of musicians. Consider, for 
example, players of stringed instruments. A right-handed 
violin player bows with the right hand and uses the fi ngers 
of his or her left hand to fi nger the strings. One result of 
this  tactile experience is that these musicians have a greater 
than normal cortical representation for the fi ngers of their 

left hand (Elbert et al., 1995). Just as in the monkeys, plas-
ticity has created more cortical area for parts of the body 
that are used more. What this plasticity means is that 
while we can specify the general area of the cortex that rep-
resents a  particular part of the body, the exact size of the 
area representing each part of the body is not totally fi xed 
( Pascual-Leone et al., 2005).

The receptors in the skin make it possible for us to sense 
different qualities such as small details, vibration, textures 
of surfaces, the shapes of three-dimensional objects, and 
potentially damaging stimuli. We will now describe how 
information for detail, vibration, texture, and object shape 
are processed by the skin, and then consider pain, which is 
infl uenced not only by stimulation of the skin but by other 
factors as well.

Perceiving Details

One of the most impressive examples of perceiving details 
with the skin is provided by Braille, the system of raised dots 
that enables blind people to read with their fi ngertips. A 
Braille character consists of a cell made up of from one to 
six dots. Different arrangements of dots and blank spaces 
 represent letters of the alphabet, as shown in Figure 14.5; addi-
tional characters represent numbers, punctuation marks, 
and  common speech sounds and words.

Experienced Braille readers can read at a rate of about 
100 words per minute, slower than the rate for visual read-
ing, which averages about 250 to 300 words per minute, but 
impressive nonetheless when we consider that a Braille reader 
transforms an array of raised dots into information that goes 
far beyond simply feeling sensations on the skin.

The ability of Braille readers to identify patterns of small 
raised dots based on the sense of touch depends on tactile 
detail perception. The fi rst step in describing research on 
tactile detail perception is to consider how researchers have 
measured our capacity to detect details of stimuli presented 
to the skin.

Figure 14.5 The Braille alphabet consists of 

raised dots in a 2 × 3 matrix. The large blue dots 

indicate the location of the raised dot for each 

letter. Blind people read these dots by scanning 

them with their fi ngertips. © Cengage Learning
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METHOD

Measuring Tactile Acuity
Just as there are a number of different kinds of eye charts for deter-

mining a person’s visual acuity, there are a number of ways to mea-

sure a person’s tactile acuity—the ability to detect details on the 

skin. The classic method of measuring tactile acuity is the two-point 
threshold, the minimum separation between two points on the skin 

that when stimulated is perceived as two points (Figure 14.6a). 

The two-point threshold is measured by gently touching the skin 

with two points, such as the points of a drawing compass, and 

 having the person indicate whether he or she feels one point or two.

The two-point threshold was the main measure of acuity in 

most of the early research on touch. Recently, however, other 

methods have been introduced. Grating acuity is measured by 

pressing a grooved stimulus like the one in Figure 14.6b onto the 

skin and asking the person to indicate the orientation of the grat-

ing. Acuity is measured by determining the narrowest spacing for 

which orientation can be accurately judged. Finally, acuity can also 

be measured by pushing raised patterns such as letters onto the 

skin and determining the smallest sized pattern or letter that can 

be identifi ed (Cholewaik & Collins, 2003; Craig & Lyle, 2001, 2002).

As we consider the role of both receptor mechanisms and 
cortical mechanisms in determining tactile acuity, we will see 

that there are a number of parallels between the cutaneous 
system and the visual system.

Receptor Mechanisms for Tactile 
Acuity
The properties of the receptors are one of the things that 
determines what we experience when the skin is stimulated. 
We will illustrate this by fi rst focusing on the connection 
between the Merkel receptor and associated fi bers and tactile 
acuity. We have indicated that the Merkel receptor is sensi-
tive to details. Figure 14.7a shows how the fi ber associated 
with a Merkel receptor fi res in response to a grooved stimu-
lus pushed into the skin. Notice that the fi ring of the fi ber 
refl ects the pattern of the grooved stimuli. This indicates 
that the fi ring of the Merkel receptor’s fi ber signals details 
(Johnson, 2002; Phillips & Johnson, 1981). For comparison, 
Figure 14.7b shows the fi ring of the fi ber associated with the 
Pacinian corpuscle. The lack of match between the grooved 
pattern and the fi ring indicates that this receptor is not sensi-
tive to the details of patterns that are pushed onto the skin.

It is not surprising that there is a high density of 
Merkel receptors in the fi ngertips, because the fi ngertips 
are the parts of the body that are most sensitive to details 
(Vallbo & Johansson, 1978). The relationship between loca-
tions on the body and sensitivity to detail has been studied 
 psychophysically by measuring the two-point threshold on 
different parts of the body. Try this yourself by doing the 
 following demonstration.

DEMONSTRATION

Comparing Two-Point Thresholds
To measure two-point thresholds on different parts of the body, 

hold two pencils side by side (or better yet, use a drawing com-

pass) so that their points are about 12 mm (0.5 in.) apart; then 

touch both points simultaneously to the tip of your thumb and 

 determine whether you feel two points. If you feel only one, 

 increase the distance between the pencil points until you feel two; 

then note the distance between the points. Now move the pencil 

(a) One point or two? (b) Grating vertical 
or horizontal?

Figure 14.6 Methods for determining tactile acuity: (a) two-point 

threshold; (b) grating acuity. © Cengage Learning
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Figure 14.7 Firing to the grooved stimulus pattern of (a) the fi ber associated with a Merkel receptor and (b) the fi ber associated with a Pacinian corpuscle 
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points to the underside of your forearm. With the points about 

12 mm apart (or at the smallest separation you felt as two points 

on your thumb), touch them to your forearm and note whether you 

feel one point or two. If you feel only one, how much must you 

increase the separation before you feel two?

A comparison of grating acuity on different parts of the 
hand shows that better acuity is associated with less spacing 
between Merkel receptors (Figure 14.8). But receptor spacing 

can’t be the whole story, because although tactile acuity is 
better on the tip of the index fi nger than on the tip of the little 
fi nger, the spacing between Merkel receptors is the same on 
all the fi ngertips. This means that while receptor spacing is 
part of the answer, the cortex also plays a role in  determining 
tactile acuity (Duncan & Boynton, 2007).

Cortical Mechanisms 
for Tactile Acuity
Just as there is a parallel between tactile acuity and receptor 
density, there is also a parallel between tactile acuity and the 
representation of the body in the brain. Figure 14.9  indicates 
the two-point threshold measured on different parts of the 
male body. By comparing these two-point thresholds to 
how different parts of the body are represented in the brain 
( Figure 14.4a ), we can see that regions of high acuity, like the 
fi ngers and lips, are represented by larger areas on the cortex. 
As we mentioned earlier, when we described the homunculus, 
“magnifi cation” of the representation on the brain of parts 
of the body such as the fi ngertips parallels the magnifi cation 
factor in vision (page 78). The map of the body on the brain is 
enlarged to provide the extra neural processing that enables 
us to accurately sense fi ne details with our fi ngers and other 
parts of the body.

Another way to demonstrate the connection between 
cortical mechanisms and acuity is to determine the recep-
tive fi elds of neurons in different parts of the cortical 
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Two-point thresholds for females follow the 

same pattern. From Weinstein, S., Intensive and extensive aspects 

of tactile sensitivity as a function of body part, sex, and laterality. In 

D. R. Kenshalo (Ed.), The skin senses, pp. 206, 207. Copyright © 1968 by 

Charles C Thomas. Courtesy of Charles C Thomas, Publishers, Springfi eld, IL. 
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 homunculus. From Figure 14.10, which shows the sizes of 
receptive fi elds from cortical neurons that receive signals 
from a monkey’s fi ngers (Figure 14.10a), hand (Figure 14.10b), 
and arm (Figure 14.10c), we can see that cortical neurons rep-
resenting parts of the body with better acuity, such as the 
fi ngers, have smaller receptive fi elds. This means that two 
points that are close together on the fi ngers might fall on 
receptive fi elds that don’t overlap (as indicated by the two 
arrows in  Figure  14.10a) and so would cause neurons that 
are separated in the cortex to fi re (Figure 14.10d). However, 
two points with the same  separation when applied to the arm 
are likely to fall on receptive fi elds that overlap (see arrows 
in  Figure  14.10c) and so could cause neurons that are not 
separated in the  cortex to fi re (Figure  14.10d). Thus, the 
small receptive fi elds of neurons receiving signals from the 
fi ngers translates into more separation on the cortex, which 
enhances the  ability to feel two close-together points on the 
skin as two  separate points.

Perceiving Vibration

The skin is capable of detecting not only spatial details of 
objects, but other qualities as well. When you place your hands 
on mechanical devices that produce vibration, such as a car, a 
lawnmower, or an electric toothbrush, you can sense these vibra-
tions with your fi ngers and hands. The mechanoreceptor that 
is primarily responsible for sensing vibration is the  Pacinian 
corpuscle. One piece of evidence linking the Pacinian corpuscle 
to vibration is that recording from fi bers associated with the 
corpuscle shows that these fi bers respond poorly to slow or con-
stant pushing, but respond well to high rates of vibration.

Why do the Pacinian corpuscle fi bers respond well to rapid 
vibration? The answer to this question is that the  presence of 
the corpuscle surrounding the nerve fi ber determines which 

pressure stimuli actually reach the fi ber. The corpuscle, which 
consists of a series of layers, like an onion, with fl uid between 
each layer, transmits rapidly applied pressure, like vibration, 
to the nerve fi ber, as shown in  Figure  14.11a, but does not 

(a) (b) (c) (d)

S1 cortex

Activity from
2 points on arm

Activity from
2 points
on finger
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Figure 14.10 Receptive fi elds of monkey cortical neurons that fi re (a) when the fi ngers are stimulated; 

(b) when the hand is stimulated; and (c) when the arm is stimulated (Kandel & Jessell, 1991). (d) Stimulation 

of two nearby points on the fi nger causes separated activation on the fi nger area of the cortex, but 

stimulation of two nearby points on the arm causes overlapping activation in the arm area of the cortex. 

From Kandel, E. R., & Jessell, T. M., Touch. In E. R. Kandel, J. H. Schwartz, & T. M. Jessell (Eds.), Principles of neural science, 3rd ed., fi gure 26-8a. Copyright © 1991 Appleton & Lange, 

Norwalk, CT. Reprinted with permission of McGraw-Hill Companies, Inc.
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continuous pressure
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Figure 14.11 (a) When a vibrating pressure stimulus is applied to 

the Pacinian corpuscle, it transmits these pressure vibrations to the 

nerve fi ber. (b) When a continuous pressure stimulus is applied to the 

Pacinian corpuscle, it does not transmit the continuous pressure to 

the fi ber. (c) Lowenstein determined how the fi ber fi red to stimulation 

of the corpuscle (at A) and to direct stimulation of the fi ber (at B). Adapted 

from Lowenstein, W. R. (1960). Biological transducers. Scientifi c American, 203, p. 103.
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transmit continuous pressure, as shown in Figure  14.11b. 
Thus, the corpuscle causes the fi ber to receive rapid changes 
in pressure, but not to receive continuous pressure.

Because the Pacinian corpuscle does not transmit con-
tinuous pressure to the fi ber, presenting continuous pres-
sure to the corpuscle should cause no response in the fi ber. 
This is exactly what Werner Lowenstein (1960) observed in a 
classic experiment, in which he showed that when pressure 
was applied to the corpuscle (at A in Figure 14.11c), the fi ber 
responded when the pressure was fi rst applied and when it was 
removed, but it did not respond to continuous pressure. But 
when Lowenstein dissected away the corpuscle and applied 
pressure directly to the fi ber (at B in Figure 14.11c), the fi ber 
fi red to the continuous pressure. Lowenstein concluded from 
this result that properties of the corpuscle cause the fi ber to 
respond poorly to continuous stimulation, such as sustained 
pressure, but to respond well to changes in stimulation that 
occur at the beginning and end of a pressure stimulus or 
when stimulation is changing rapidly, as occurs in vibration.

Perceiving Texture

Surface texture is the physical texture of a surface created by 
peaks and valleys. As can be seen in Figure 14.12, visual inspec-
tion can be a poor way of determining surface texture because 
seeing texture depends on the light-dark pattern determined 
by the angle of illumination. Thus, although the visually 
perceived texture of the two sides of the post in Figure 14.12 
looks very different, moving the fi ngers across the two sur-
faces reveals that the texture of the two surfaces is the same.

Touch, which involves direct contact with the surface, 
therefore provides a more accurate assessment of surface 
texture than vision. However, this doesn’t mean that scan-
ning a surface with the fi ngers always results in an accurate 
indication of surface texture. As we will see, our perception 
of surface texture depends on how the surface is scanned and 
which mechanoreceptors are activated.

Research on texture perception tells an interesting 
story, extending from 1925 to the present, that illustrates 
how psychophysics can be used to understand perceptual 
mechanisms. In 1925, David Katz proposed that our percep-
tion of texture depends on both spatial cues and temporal 
cues. Spatial cues are provided by relatively large surface 
elements, such as bumps and grooves, that can be felt both 
when the skin moves across the surface elements and when 
it is pressed onto the elements. These cues result in feeling 
different shapes, sizes, and distributions of these surface 
elements. An example of spatial cues is perceiving a coarse 
texture such as Braille dots or the texture you feel when you 
touch the teeth of a comb. Temporal cues occur when the 
skin moves across a textured surface like fi ne sandpaper. 
This type of cue provides information in the form of vibra-
tions that occur as a result of the movement over the surface. 
Temporal cues are responsible for our perception of fi ne tex-
ture that cannot be detected unless the fi ngers are moving 
across the surface.

Although Katz proposed that texture perception is deter-
mined by both spatial and temporal cues, research on tex-
ture perception has, until recently, focused on spatial cues. 
However, experiments by Mark Hollins and coworkers (2000, 
2001, 2002) show that temporal cues are responsible for our 
perception of fi ne textures. Hollins called Katz’s proposal 

(a) (b)

Figure 14.12 The post in (a) is illuminated from the left. The close-up in (b) shows how the visual 

perception of texture is infl uenced by illumination. Although the surface on the right side of the pole 

appears rougher than on the left, the surface textures of the two sides are identical.
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that there are two types of receptors involved in texture per-
ception the duplex theory of texture perception.

Hollins and Ryan Risner (2000) presented evidence for 
the role of temporal cues by showing that when partici-
pants touch surfaces without moving their fi ngers and judge 
“roughness” using the procedure of magnitude estimation 
(see Chapter 1, page 15), they sense little difference between 
two fi ne textures (particle sizes of 10 μm and 100  μm). 
However, when participants are allowed to move their fi n-
gers across the surface, they are able to detect the difference 
between the fi ne textures. Thus, movement, which generates 
vibration as the skin scans a surface, makes it possible to 
sense the roughness of fi ne surfaces.

Additional evidence for the role of vibration in  sensing 
fi ne textures was provided by using the selective adapta-
tion procedure we introduced in Chapter 3 (see page 66). 
This procedure involves presenting a stimulus that adapts 
a particular type of receptor and then testing to see how 
inactivation of that receptor by adaptation affects percep-
tion. Hollins and coworkers (2001) used this procedure by 
presenting two adaptation conditions. The fi rst condition 
was 10-Hz (10 vibrations per second) adaptation, in which 
the skin was vibrated with a 10-Hz stimulus for 6 minutes. 
This frequency of adaptation was picked to adapt the Meiss-
ner corpuscle, which responds to low frequencies. The sec-
ond condition was 250-Hz adaptation. This frequency was 
picked to adapt the Pacinian corpuscle, which responds to 
high frequencies.

Following each type of adaptation, participants ran 
their fi ngers over two fi ne textures—a “standard” texture 
and a “test” texture. The participant’s task was to indicate 
which texture was fi ner. Because there were two surfaces, 
chance performance would be 50 percent, as indicated by 
the dashed line in Figure 14.13. The results indicate that par-
ticipants could tell the difference between the two textures 
when they had not been adapted or had received the 10-Hz 
adaptation. However, after they had been adapted to the 250-
Hz  vibration, they were unable to tell the difference between 
two fi ne textures, as indicated by their chance performance. 

Thus, adapting the Pacinian corpuscle receptor, which is 
responsible for perceiving vibration, eliminates the ability to 
sense fi ne textures by moving the fi ngers over a surface. These 
results and the results of other experiments (Hollins et al., 
2002) support the duplex theory of perception—that the per-
ception of coarse textures is determined by spatial cues and 
of fi ne textures by temporal (vibration) cues.

Additional evidence for the role of temporal cues in per-
ceiving texture has been provided by research that shows that 
vibrations are important for perceiving textures not only 
when people explore a surface directly with their fi ngers, 
but also when they make contact with a surface indirectly, 
through the use of tools. You can experience this yourself by 
doing the following demonstration.

DEMONSTRATION

Perceiving Texture With a Pen
Turn your pen over (or cap it) so you can use it as a “probe” 

(without writing on things). Hold the pen at one end and move the 

other end over something smooth, such as this page. As you do 

this, notice that you can sense the smoothness of the page, even 

though you are not directly touching it. Then, try the same thing 

on a rougher surface, such as a rug, fabric, or concrete.

Your ability to detect differences in texture by running 
a pen (or some other “tool,” such as a stick) over a surface 
is determined by vibrations transmitted through the tool to 
your skin (Klatzky et al., 2003). The most remarkable thing 
about perceiving texture with a tool is that what you per-
ceive is not the vibrations but the texture of the surface, even 
though you are feeling the surface remotely, with the tip of 
the tool (Carello & Turvey, 2004).

TEST YOURSELF 14.1

1. Describe the four types of mechanoreceptors in the skin, indi-

cating (a) their appearance; (b) where they are located; (c) how 

they respond to pressure; (d) the sizes of their receptive fi elds; 

and (e) the type of perception associated with each receptor.

2. Where is the cortical receiving area for touch, and what does 

the map of the body on the cortical receiving area look like? 

How can this map be changed by experience?

3. How is tactile acuity measured, and what are the receptor and 

cortical mechanisms that serve tactile acuity?

4. Which receptor is primarily responsible for the perception of 

vibration? Describe the experiment that showed that the pres-

ence of the receptor structure determines how the fi ber fi res.

5. What is the duplex theory of texture perception? Describe the 

series of experiments that led to the conclusion that vibration 

is responsible for perceiving fi ne textures and observations that 

have been made about the experience of exploring an object 

with a probe.
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Figure 14.13 Eliminating the action of fi bers associated with the 

Meissner corpuscle by adaptation to a 10-Hz vibration had no effect on 

perception of a fi ne texture, but eliminating the action of the Pacinian 

corpuscle by adapting to a 250-Hz vibration eliminated the ability to 

sense the fi ne textures. Data from Hollins, M., Bensmaia, S. J., & Washburn, S. (2001). Vibrotactile 

adaptation impairs discrimination of fi ne, but not coarse, textures. Somatosensory & Motor Research, 18, 253–262.
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Perceiving Objects

Imagine that you and a friend are at the seashore. Your friend 
knows something about shells from the small collection he 
has accumulated over the years, so as an experiment you 
decide to determine how well he can identify different types 
of shells by using his sense of touch alone. When you blind-
fold your friend and hand him a snail shell and a crab shell, 
he has no trouble identifying the shells as a snail and a crab. 
But when you hand him shells of different types of snails that 
are very similar, he fi nds that identifying the different types 
of snails is much more diffi cult.

Geerat Vermeij, blind at the age of 4 from a childhood 
eye disease and currently Distinguished Professor of Marine 
Ecology and Paleoecology at the University of California 
at Davis, describes his experience when confronted with a 
similar task. This experience occurred when he was being 
interviewed by Edgar Boell, who was considering Vermeij’s 
application for graduate study in the biology department at 
Yale. Boell took Vermeij to the museum, introduced him to 
the curator, and handed him a shell. Here is what happened 
next, as told by Vermeij (1997):

“Here’s something. Do you know what it is?” Boell 
asked as he handed me a specimen.

My fi ngers and mind raced. Widely separated ribs 
parallel to outer lip; large aperture; low spire; glossy; 
ribs refl ected backward. “It’s a Harpa,” I replied ten-
tatively. “It must be Harpa major.” Right so far.

“How about this one?” inquired Boell, as another 
fi ne shell changed hands. Smooth, sleek, channeled 
suture, narrow opening; could be any olive. “It’s an 
olive. I’m pretty sure it’s Oliva sayana, the common 
one from Florida, but they all look alike.”

Both men were momentarily speechless. They 
had planned this little exercise all along to call my 
bluff. Now that I had passed, Boell had undergone 
an instant metamorphosis. Beaming with enthusi-
asm and warmth, he promised me his full support. 
(pp. 79–80)

Vermeij received his PhD from Yale and is now a world-
renowned expert on marine mollusks. His ability to identify 
objects and their features by touch is an example of active 
touch—touch in which a person actively explores an object, 
usually with  fi ngers and hands. In contrast, passive touch 
occurs when touch stimuli are applied to the skin, as when 
two points are pushed onto the skin to determine the two-
point threshold. The following demonstration compares the 
ability to identify objects using active touch and passive touch.

DEMONSTRATION

Identifying Objects
Ask another person to select fi ve or six small objects for you to 

identify. Close your eyes and have the person place an object in 

your hand. Your job is to identify the object by touch alone, by 

moving your fi ngers and hand over the object. As you do this, be 

aware of what you are experiencing: your fi nger and hand move-

ments, the sensations you are feeling, and what you are think-

ing. Do this for three objects. Then hold out your hand, keeping 

it still, with fi ngers outstretched, and let the person move each 

of the remaining objects around on your hand, moving their sur-

faces and contours across your skin. Your task is the same as 

before: to identify the object and to pay attention to what you are 

 experiencing as the object is moved across your hand.

You may have noticed that in the active condition, in 
which you moved your fi ngers across the object, you were 
much more involved in the process and had more control 
over what parts of the objects you were exposed to. In the 
active part of the demonstration, you were engaging in haptic 
 perception—perception in which three-dimensional objects 
are explored with the fi ngers and hand.

Identifying Objects 
by Haptic Exploration
Haptic perception provides a particularly good example of a 
situation in which a number of different systems are inter-
acting with each other. As you manipulated the objects in 
the fi rst part of the demonstration above, you were using 
three distinct systems to arrive at your goal of identifying the 
objects: (1) the sensory system, which was involved in detecting 
cutaneous sensations such as touch, temperature, and tex-
ture and the movements and positions of your fi ngers and 
hands; (2) the motor system, which was involved in moving 
your fi ngers and hands; and (3) the cognitive system, which was 
involved in thinking about the information provided by the 
sensory and motor systems.

Haptic perception is an extremely complex process 
because the sensory, motor, and cognitive systems must all 
work together. For example, the motor system’s control of 
fi nger and hand movements is guided by cutaneous feelings 
in the fi ngers and the hands, by your sense of the positions of 
the fi ngers and hands, and by thought processes that deter-
mine what information is needed about the object in order 
to identify it.

These processes working together create an experience 
of active touch that is quite different from the experience of 
 passive touch. J. J. Gibson (1962), who championed the impor-
tance of movement in perception (see Chapter 7, page 154, 
and Chapter 8, page 182), compared the experience of active 
and passive touch by noting that we tend to relate passive 
touch to the sensation experienced in the skin, whereas we 
relate active touch to the object being touched. For example, 
if someone pushes a pointed object into your skin, you might 
say, “I feel a pricking sensation on my skin”; if, however, you 
push on the tip of the pointed object yourself, you might 
say, “I feel a pointed object” (Kruger, 1970). Thus, for passive 
touch you experience stimulation of the skin, and for active 
touch you experience the objects you are touching.
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Psychophysical research has shown that people can accu-
rately identify most common objects within 1 or 2 seconds 
(Klatzky et al., 1985). When Susan Lederman and Roberta 
Klatzky (1987, 1990) observed participants’ hand movements 
as they made these identifi cations, they found that people use 
a number of distinctive movements, which the researchers 
called exploratory procedures (EPs), and that the types of 
EPs used depend on the object qualities the participants are 
asked to judge.

Figure 14.14 shows four of the EPs observed by Lederman 
and Klatzky. People tend to use just one or two EPs to deter-
mine a particular quality. For example, people use mainly lat-
eral motion and contour following to judge texture, and they 
use enclosure and contour following to judge exact shape.

The Physiology 
of Tactile Object Perception
What is happening physiologically as we explore an object 
with our fi ngers and hands? Researchers have tried to answer 
this question by recording from mechanoreceptor fi bers in 
the skin, from neurons in the somatosensory cortex, and 
from neurons in the parietal and frontal lobes.

In order for the brain to control everyday tasks, such as 
screwing a lid on a bottle, it needs to have access to informa-
tion about the size and contour of the lid, and the amount 
of force needed to grasp the lid. This information is provided 
by receptors within the body that indicate the position of the 
joints and by mechanoreceptors in the skin that indicate the 
textures and contours of the lid.

The information for indicating the contours of the 
lid is signaled by the pattern of fi ring of a large number of 
mechanoreceptors. This is illustrated by the response  profi les 
in  Figure  14.15, which indicate how fi bers in the fi ngertips 
respond to contact with two different spheres, one with high 
curvature relative to the fi ngertip (Figure 14.15a) and one that is 
more gently curved (Figure 14.15b). In both cases, the receptors 
right at the point where the fi ngers contact the sphere respond 
the most, and ones farther away fi re less, but the pattern of 
response is different in the two cases. It is this overall pattern 
that provides information to the brain about the curvature 
of the sphere (Goodwin, 1998).  Returning to the exploratory 
procedures, we can appreciate that the information on the fi n-
gertip corresponds to the EP of pressure. In addition, other 
EPs, such as enclosing the shape with the hand, contribute 
to our perception of the shape of  three-dimensional objects.

As we move from mechanoreceptor fi bers in the fi n-
gers toward the brain, we see that neurons become more 
specialized. This is similar to what occurs in the visual sys-
tem. Neurons in the ventral posterior nucleus, which is the 
tactile area of the thalamus, have center-surround receptive 

Figure 14.14 Some of the exploratory procedures (EPs) observed 

by Lederman and Klatzky as participants identifi ed objects. From Lederman, 

S. J., & Klatzky, R. L. (1987). Hand movements: A window into haptic object recognition. Cognitive Psychology, 19, 

342–368. Reproduced by permission.
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Figure 14.15 (a) Response of fi bers in the fi ngertips to touching 

a high-curvature stimulus. The height of the profi le indicates the 

fi ring rate at different places across the fi ngertip. (b) The profi le of 

fi ring to touching a stimulus with more gentle curvature. From Goodwin, 

A. W. (1998). Extracting the shape of an object from the responses of peripheral nerve fi bers. In J. W. Morley 

(Ed.), Neural aspects of tactile sensation (pp. 55–87). New York: Elsevier Science. By permission of Elsevier.
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fi elds that are similar to the center-surround receptive fi elds 
in the  lateral geniculate nucleus, which is the visual area of 
the thalamus (Mountcastle & Powell, 1959; Figure 14.16). 
In the cortex, we fi nd some neurons with center-surround 
receptive fi elds and others that respond to more special-
ized stimulation of the skin. Figure 14.17 shows stimuli 
that cause  neurons in the monkey’s somatosensory cortex 
to fi re. There are  neurons that respond to specifi c orienta-
tions ( Figure  14.17a) and neurons that respond to move-
ment across the skin in a specifi ed direction (Figure 14.17b; 
Hyvärinen & Poranen, 1978; also see Bensmaia et al., 2008; 
Pei et al., 2011; Yau et al., 2009).

There are also neurons in the monkey’s somatosensory 
cortex that respond when the monkey grasps a specifi c object 

(Sakata & Iwamura, 1978). For example, Figure 14.18 shows the 
response of one of these neurons. This neuron responds when 
the monkey grasps the ruler but does not respond when the 
monkey grasps a cylinder or a sphere (see also Iwamura, 1998).

Inhibitory
surround

Excitatory
center

Figure 14.16 An excitatory-center, inhibitory-surround receptive 

fi eld of a neuron in a monkey’s thalamus. © Cengage Learning

(a) (b)

Figure 14.17 Receptive fi elds of neurons in the monkey’s somatosensory cortex. (a) The records to the right of the hand 

show nerve fi ring to stimulation of the hand with the orientations shown on the hand. This neuron responds best when a 

horizontally oriented edge is presented to the monkey’s hand. (b) The records on the right indicate nerve fi ring for movement 

of a stimulus across the fi ngertip from left to right (top) and from right to left (bottom). This neuron responds best when a 

stimulus moves across the fi ngertip from right to left. From Hyvärinen, J., & Poranen, A. (1978). Movement-sensitive and direction and orientation-selective cutaneous 

receptive fi elds in the hand area of the postcentral gyrus in monkeys. Journal of Physiology, 283, 523–537. Copyright © 1978 by The Physiological Society, UK. Reproduced by permission.
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Figure 14.18 The response of a neuron in a monkey’s parietal 

cortex that fi res when the monkey grasps a ruler but that does not fi re 

when the monkey grasps a cylinder. The monkey grasps the objects 

at time = 0. From Sakata, H., & Iwamura, Y. (1978). Cortical processing of tactile information in the fi rst 

somatosensory and parietal association areas in the monkey. In G. Gordon (Ed.), Active touch (pp. 55–72). Elmsford, 

NY: Pergamon Press. Reproduced by permission.
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Figure 14.19 Firing rate of a neuron in area S1 of a monkey’s cortex 

to a letter being rolled across the fi ngertips. The neuron responds only 

when the monkey is paying attention to the tactile stimulus. From Hsiao, 

S. S., O’Shaughnessy, D. M., & Johnson, K. O. (1993). Effects of selective attention on spatial form processing in 

monkey primary and secondary somatosensory cortex. Journal of Neurophysiology, 70, 444–447. Copyright © 1993 

by The American Physiological Society. Reproduced by permission.
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Cortical neurons are affected not only by the proper-
ties of the object, but also by whether the perceiver is paying 
attention. Steven Hsiao and coworkers (1993, 1996) recorded 
the response of neurons in areas S1 and S2 to raised letters 
that were scanned across a monkey’s fi nger. In the tactile-
attention condition, the monkey had to perform a task that 
required focusing its attention on the letters being presented 
to its fi ngers. In the visual-attention condition, the monkey 
had to focus its attention on an unrelated visual stimulus. 
The results, shown in Figure 14.19, show that even though 
the monkey is receiving exactly the same stimulation on its 
fi ngertips in both conditions, the response is larger for the 
tactile-attention condition. Thus, stimulation of the recep-
tors may trigger a response, but the size of the response can 
be affected by processes such as attention, thinking, and 
other actions of the perceiver.

If the idea that events other than stimulation of the recep-
tors can affect perception sounds familiar, it is because simi-
lar situations occur in vision (see pages 134, 166) and hearing 
(page 310). A person’s active participation makes a difference in 
perception, not just by infl uencing what stimuli stimulate the 

receptors but by infl uencing the processing that occurs once 
the receptors are stimulated. This is perhaps most clearly dem-
onstrated for the experience of pain, which is strongly affected 
by processes in addition to stimulation of the receptors.

Pain

As we mentioned at the beginning of this chapter, pain func-
tions to warn us of potentially damaging situations and 
therefore helps us avoid or deal with cuts, burns, and bro-
ken bones. People born without the ability to feel pain might 
become aware that they are leaning on a hot stove burner 
only when they smell burning fl esh, or might be unaware 
of broken bones, infections, or internal injuries—situations 
that could easily be life-threatening (Watkins & Maier, 2003). 
The signaling function of pain is refl ected in the following 
defi nition, from the International Association for the Study 
of Pain: “Pain is an unpleasant sensory and emotional expe-
rience associated with actual or potential tissue damage, or 
described in terms of such damage” (Merskey, 1991).

Joachim Scholz and Clifford Woolf (2002) distinguish 
three different types of pain. Infl ammatory pain is caused by 
damage to tissue or infl ammation of joints or by tumor cells. 
Neuropathic pain is caused by lesions or other damage to 
the nervous system. Examples of neuropathic pain are carpal 
tunnel syndrome, which is caused by repetitive tasks such as 
typing; spinal cord injury; and brain damage due to stroke.

Nociceptive pain is pain caused by activation of recep-
tors in the skin called nociceptors, which are specialized to 
respond to tissue damage or potential damage (Perl, 2007). 
A number of different kinds of nociceptors respond to 
 different stimuli—heat, chemical, severe pressure, and cold 
(Figure 14.20). We will focus on nociceptive pain. Our discus-
sion will include not only pain that is caused by stimulation 
of nociceptors in the skin, but also mechanisms that affect 
the perception of nociceptive pain, and even some examples 
of pain that can occur when the skin is not stimulated at all.

Figure 14.20 Nociceptive pain is created by activation of 

nociceptors in the skin that respond to different types of 

stimulation. Signals from the nociceptors are transmitted to the 

spinal cord and then up the spinal cord in pathways that lead to 

the brain. © Cengage Learning
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Questioning the Direct Pathway 
Model of Pain
We begin our discussion of pain by considering how early 
researchers thought about pain, and how these early ideas 
began changing in the 1960s. In the 1950s and early 1960s, 
pain was explained by the direct pathway model of pain. 
According to this model, pain occurs when nociceptor 
 receptors in the skin are stimulated and send their signals 
directly from the skin to the brain (Melzack & Wall, 1965). 
But in the 1960s, some researchers began noting situations in 
which pain was affected by factors in addition to  stimulation 
of the skin.

One example was the report by Beecher (1959) that most 
American soldiers wounded at the Anzio beachhead in World 
War II “entirely denied pain from their extensive wounds or 
had so little that they did not want any medication to relieve 
it” (p. 165). One reason for this was that the soldiers’ wounds 
had a positive aspect: they provided escape from a hazardous 
battlefi eld to the safety of a behind-the-lines hospital.

Another example of pain occurring without any trans-
mission from receptor to brain is the phenomena of  phantom 
limbs, in which people who have had a limb amputated 
continue to experience the limb (Figure 14.21). This percep-
tion is so convincing that amputees have been known to try 
 stepping off a bed onto phantom feet or legs, or to attempt 
lifting a cup with a phantom hand. For many, the limb moves 
with the body, swinging while walking. But perhaps most 
interesting of all, it not uncommon for amputees to experi-
ence pain in the phantom limb (Jensen & Nikolajsen, 1999; 
Katz & Gagliese, 1999; Melzack, 1992; Ramachandran & 
 Hirstein, 1998).

One idea about what causes pain in the phantom limb 
is that signals are sent from the stump that remains after 
amputation or from a remaining part of the limb. However, 
researchers noted that cutting the nerves that used to trans-
mit signals from the limb to the brain does not eliminate 
the phantom or the pain and concluded that the pain must 
originate not in the skin, but in the brain. Examples such as 
not perceiving the pain from serious wounds or perceiving 
pain when no signals are being sent to the brain could not 
be explained by the direct pathway model. This led Ronald 
 Melzak and Patrick Wall (1965) to propose the gate control 
model of pain.

The Gate Control Model
The gate control model begins with the idea that pain signals 
enter the spinal cord from the body and are then transmit-
ted from the spinal cord to the brain. In addition, the model 
proposes that there are additional pathways that infl uence 
the signals sent from the spinal cord to the brain. The central 
idea behind the theory is that the signals from these addi-
tional pathways can act to open or close a gate, located in the 
spinal cord, which determines the strength of the signal leav-
ing the spinal cord.

Figure 14.22 shows the circuit that Melzack and Wall 
(1965) proposed. The gate control system consists of cells in 
the dorsal horn of the spinal cord (Figure 14.22a). These cells 
in the dorsal horn are represented by the red and green circles 
in the gate control circuit in Figure 14.22b. We can  understand 

Figure 14.21 The light part of the right arm represents the phantom 

limb—an extremity that is not physically present, but which the person 

perceives as existing. © Cengage Learning
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Figure 14.22 (a) Cross section of the spinal cord showing fi bers 

entering through the dorsal root. (b) The circuit proposed by Melzack 

and Wall (1965, 1988) for their gate control model of pain perception. 

See text for details. © Cengage Learning
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how this circuit functions by considering how input to the 
gate control system occurs along three pathways:

 ■  Nociceptors. Fibers from nociceptors activate a circuit 
consisting entirely of excitatory synapses, and 
therefore send excitatory signals to the transmission 
cells. Excitatory signals from the (�) neurons in the 
dorsal horn “open the gate” and increase the fi ring 
of the transmission cells. Increased activity in the 
transmission cells results in more pain.

 ■  Mechanoreceptors. Fibers from mechanoreceptors carry 
information about nonpainful tactile stimulation. 
An example of this type of stimulus would be signals 
sent from rubbing the skin. When activity in the 
mechanoreceptors reaches the (�) neurons in the dorsal 
horn, inhibitory signals sent to the transmission cells 
“close the gate” and decrease the fi ring of the transmission 
cells. This decrease in fi ring decreases the intensity of pain.

 ■  Central control. These fi bers, which contain information 
related to cognitive functions such as expectation, 
attention, and distraction, carry signals down from the 
cortex. As with the mechanoreceptors, activity coming 
down from the brain also closes the gate, decreases 
transmission cell activity, and decreases pain.

Since the introduction of the gate control model in 1965, 
researchers have determined that the neural circuits that con-
trol pain are much more complex than what was proposed in 
the original model (Perl & Kruger, 1996; Sufka & Price, 2002). 
Nonetheless, the idea proposed by the model—that the per-
ception of pain is determined by a balance between input from 
nociceptors in the skin and nonnociceptive activity from the 
skin and the brain—stimulated research that provided a great 
deal of additional evidence for the idea that the perception of 
pain is infl uenced by more than just stimulation of the skin 
(Fields & Basbaum, 1999; Sufka & Price, 2002; Turk & Flor, 
1999; Weissberg, 1999). We will now consider some examples 
of how cognition can infl uence the perception of pain. VL

Cognition and Pain
Modern research has shown that pain can be infl uenced by 
what a person expects, how the person directs his or her 
attention, the type of distracting stimuli that are present, 
and suggestion made under hypnosis (Rainville et al., 1999; 
Wiech et al., 2008).

Expectation In a hospital study in which surgical patients 
were told what to expect and were instructed to relax to allevi-
ate their pain, the patients requested fewer painkillers follow-
ing surgery and were sent home 2.7 days earlier than patients 
who were not provided with this information (Egbert et al., 
1964). Studies have also shown that a signifi cant proportion 
of patients with pathological pain get relief from taking a 
 placebo, a pill that they believe contains painkillers but that, in 
fact, contains no active ingredients (Finniss & Benedetti, 2005; 

Weisenberg, 1977). This decrease in pain from a substance that 
has no pharmacological effect is called the placebo effect. The 
key to the placebo effect is that the patient believes that the 
substance is an effective therapy. This belief leads the patient 
to expect a reduction in pain, and this reduction does, in fact, 
occur. Although many different mechanisms have been pro-
posed to explain the placebo effect, expectation is one of the 
more powerful determinants (Colloca & Benedetti, 2005).

This effect of expectation in relieving symptoms has been 
demonstrated in another way by showing that drugs are more 
effective when the patient knows when they are being admin-
istered than if they are unaware of when they are being admin-
istered. Martina Amanzio and coworkers (2001) demonstrated 
this by determining the effectiveness of four widely used pain-
killers in patients who had just undergone surgery. The “open” 
group of patients received the drug from a doctor who admin-
istered the drug at bedside and told the patient that the drug 
was a powerful analgesic that should cause the pain to decrease 
in a few minutes. The “hidden” group of patients received a 
hidden injection of the same drug through an automatic infu-
sion machine, with no doctor or nurse in the room. Thus, the 
open group knew when the drug was being given, and the 
 hidden group was unaware of when the drug was being given.

The result of this experiment was that the dose of drug 
needed to reduce pain by 50 percent was much higher for the 
hidden presentation. For example, an average of 108 mg of 
tramadol was necessary in the open condition, but 140 mg 
was necessary in the hidden condition. The superior effective-
ness of the open treatment could be described as a “placebo 
effect without the placebo,” because the effect was caused by 
expectation, even though no placebo was given. One could 
say that expectation created by knowledge of the drug’s 
administration functioned as a placebo.

Shifting Attention The perception of pain can increase if 
perception is focused on the pain or decrease if the pain is 
ignored or attention is diverted away from it. Examples of the 
effect of attention on pain were noted in the 1960s (Melzack 
& Wall, 1965). Here is a recent description of this effect, as 
reported by a student in my class:

I remember being around fi ve or six years old, and 
I was playing Nintendo when my dog ran by and 
pulled the wire out of the game system. When I got 
up to plug the wire back in I stumbled and banged 
my forehead on the radiator underneath the living 
room window. I got back up and staggered over to 
the Nintendo and plugged the controller back into 
the port, thinking nothing of my little fall . . . . As 
I resumed playing the game, all of a sudden I felt 
liquid rolling down my forehead, and reached my 
hand up to realize it was blood. I turned and looked 
into the mirror on the closet door to see a gash run-
ning down my forehead with blood pouring from 
it. All of a sudden I screamed out, and the pain hit 
me. My mom came running in, and took me to the 
hospital to get stitches. (Ian Kalinowski)
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a thermal stimulator to the palm of a subject’s hand. In the 
physically induced pain (PI) condition, heat pulses were deliv-
ered through the stimulator. In the hypnotically induced pain 
(HI) condition, subjects received suggestions that painful 
heat was presented through the stimulator (which was actu-
ally inactivated during this condition). In a control group, 
hypnotized subjects were told that the stimulator was turned 
off (which was accurate information) and that they should 
just imagine that heat was increasing at the stimulator. Sub-
jects in all three conditions rated their pain experience on a 
scale from 0 (no pain) to 10 (extreme pain).

Average pain ratings were 5.7 in the PI condition and 2.8 
in the HI condition. A few subjects in the control (“imagine”) 
condition reported feeling some heat, but none reported feel-
ing pain. These results confi rm previous research that showed 
that pain can be induced hypnotically. But  Derbyshire went 
beyond simply asking people to rate physically produced and 
hypnotically produced pain, by using fMRI to measure his 
subjects’ brain activation as they were making their pain esti-
mates. Figure 14.23 shows the areas activated in the PI con-
dition (Figure 14.23a) and the HI condition (Figures  14.23b 
and  14.23c). Notice that there is substantial similarity 
between the PI and HI patterns, with overlap in the thala-
mus, anterior cingulate cortex, insula, parietal cortex, and 
prefrontal cortex. Comparing the two HI patterns shows that 
activation was more widespread for the subject who reported 
more pain (Figure 14.23b) than for the subject who reported 
a lower level of pain (Figure 14.23c). (For additional demon-
strations of how hypnotic suggestion affects pain perception 
and brain activity, see also Raij et al., 2005, 2009.)

The important message of this description is that Ian’s 
pain occurred not when he was injured, but when he realized 
he was injured. One conclusion that we might draw from 
this example is that one way to decrease pain would be to 
distract a person’s attention from the source of the pain. This 
technique has been used in hospitals using virtual reality 
techniques as a tool to distract attention from a painful stim-
ulus. Consider, for example, the case of James Pokorny, who 
received third-degree burns over 42 percent of his body when 
the fuel tank of the car he was repairing exploded. While hav-
ing his bandages changed at the University of Washington 
Burn Center, he wore a black plastic helmet with a computer 
monitor inside, on which he saw a virtual world of multicol-
ored three-dimensional graphics. This world placed him in 
a virtual kitchen that contained a virtual spider, and he was 
able to chase the spider into the sink so he could grind it up 
with a virtual garbage disposal (Robbins, 2000). VL

The point of this “game” was to reduce Pokorny’s pain 
by shifting his attention from the bandages to the virtual 
reality world. Pokorny reports that “you’re concentrating on 
different things, rather than your pain. The pain level went 
down signifi cantly.” Studies of other patients indicate that 
burn patients using this virtual reality technique experienced 
much less pain when their bandages were being changed 
than patients in a control group who were distracted by play-
ing video games (Hoffman et al., 2000) or who were not dis-
tracted at all (Hoffman et al., 2008; also see Buhle et al., 2012).

Content of Emotional Distraction An experiment by 
Minet deWied and Marinis Verbaten (2001) shows how the 
content of distracting materials can infl uence pain percep-
tion. The stimuli they used were pictures that had been previ-
ously rated as being positive (sports pictures and attractive 
females), neutral (household objects, nature, and people), or 
negative (burn victims and accidents). Male subjects looked at 
the pictures as one of their hands was immersed in cold (2°C) 
water. They were told to keep the hand immersed for as long 
as possible but to withdraw the hand when it began to hurt.

The results indicated that subjects who were looking at 
the positive pictures kept their hands immersed for an aver-
age of 120 seconds, but subjects in the other groups removed 
their hands more quickly (80 seconds for neutral pictures; 
70  seconds for negative pictures). Because the subjects’ ratings 
of the intensity of their pain—made immediately after remov-
ing their hands from the water—was the same for all three 
groups, deWied and Verbaten concluded that the content 
of the pictures infl uenced the time it took to reach the same 
pain level in the three groups. In another experiment, Jaimie 
Rhuddy and coworkers (2005) found that subjects gave lower 
ratings to pain caused by an electric shock when they were 
looking at pleasant pictures than when looking at unpleas-
ant pictures. They concluded from this result that positive or 
negative emotions can affect the experience of pain.

Hypnotic Suggestion Experiences of pain can be induced 
by hypnotic suggestion (Barber & Hahn, 1964; Dudley et al., 
1966; Whalley & Oakley, 2003). Stuart Derbyshire and 
coworkers (2004) did an experiment in which they attached 

(a)
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Figure 14.23 Brain activation for individual subjects in Derbyshire 

et al.’s (2004) experiment. (a) Activation by physically induced pain. 

(b) Activation for the subject who experienced the highest level of 

hypnotically induced pain. (c) Activation for the subject who experienced 

the lowest level of hypnotically induced pain. From Derbyshire, S. W. G., Whalley, 

M. G., Stenger, V. A. & Oakley, D. A. (2004). Cerebral activation during hypnotically induced and 

imagined pain. Neuroimage, 23, 392–401. Reprinted with permission from Elsevier.
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Evidence that these two components of pain are served 
by different areas of the brain is provided by an experiment by 
R. K. Hofbauer and coworkers (2001), in which participants 
were presented with potentially painful stimuli and were asked 
to rate (1) subjective pain intensity (the sensory component 
of pain) and (2) the unpleasantness of the pain (the affective 
component of pain). Hofbauer and coworkers measured brain 
activity using PET (see page 79) as participants responded to 
pain induced by immersing their hands in hot water.

What makes this experiment particularly interesting is 
that Hofbauer and coworkers not only asked their partici-
pants to rate both the sensory and affective components of 
their pain, but they also used hypnotic suggestion to decrease 
or increase each of these components. Figure 14.25a shows 

The relation between brain activation and pain experience 
and the overlap between the physically induced and hypnoti-
cally induced pain conditions support the idea that pain can 
occur without activation of receptors in the skin. This demon-
stration of a connection between the perception of pain and 
brain activity leads to our next section, in which we look at 
more evidence for links between brain activity and perception.

The Brain and Pain
A large number of research studies support the idea that the 
perception of pain is accompanied by activity that is widely 
distributed throughout the brain. Figure 14.24 shows a num-
ber of the structures that become activated by pain. They 
include subcortical structures, such as the hypothalamus, 
the amygdala, and the thalamus, and areas in the cortex, 
including the somatosensory cortex (S1), the anterior cingu-
late cortex (ACC), the prefrontal cortex (PFC), and the insula 
(an area of the cerebral cortex not visible from the surface 
that is located in between the temporal and frontal lobes) 
(Chapman, 1995; Derbyshire et al., 1997; Price, 2000; Rain-
ville, 2002). All of the brain regions that are involved in pain 
perception, taken together, have been called the pain matrix 
(Melzack, 1999; Tracey, 2005; Wager et al., 2004).

Although pain is associated with the overall pattern of 
fi ring in the pain matrix, there is also evidence that certain 
areas in the matrix are responsible for specifi c components 
of the pain experience.

Representation of the Sensory and Affective Compo-

nents of Pain The defi nition of pain on page 351 states that 
pain is “an unpleasant sensory and emotional experience.” 
This reference to both sensory and emotional experience 
refl ects the multimodal nature of pain, which is illustrated 
by how people describe pain. When people describe their pain 
with words like throbbing, prickly, hot, or dull, they are referring 
to the sensory component of pain. When they use words like 
torturing, annoying, frightful, or sickening, they are referring to the 
affective (or emotional) component of pain ( Melzack, 1999).

Figure 14.25 Results of Hofbauer et al.’s 

(2001) experiment. Participants’ ratings of the 

intensity and the unpleasantness of pain were 

affected by hypnosis. (a) Results of hypnotic 

suggestion to decrease or increase the pain’s 

intensity. (b) Results of suggestion to decrease or 

increase the pain’s unpleasantness. © Cengage Learning
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Figure 14.24 The perception of pain is accompanied by activation 

of a number of different areas of the brain. All of these areas, taken 

together, are called the pain matrix. Some of the structures in the 

pain matrix are shown here. ACC is the anterior cingulate cortex; 

PFC is the prefrontal cortex; S1 is the somatosensory cortex. The 

positions of the structures are approximate, with some, such as the 

amygdala, hypothalamus, and insula, located deep within the cortex, 

and others, such as S1 and PFC, located at the surface. Lines indicate 

connections between the structures. © Cengage Learning
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356 CHAPTER 14 The Cutaneous Senses

that presenting suggestions to decrease or increase subjective 
intensity (sensory component) changed the participants’ rat-
ings of both subjective intensity (left pair of bars) and unpleas-
antness (right pair of bars). These changes were accompanied 
by changes in activity in S1, the primary somatosensory 
 receiving area.

Figure 14.25b shows that presenting suggestions to 
decrease or increase the unpleasantness (affective component) 
of the pain did not affect ratings of subjective intensity (left 
bars) but did affect ratings of unpleasantness (right bars). 
These changes were accompanied by changes in activity in 
the anterior cingulate cortex (ACC), but not in S1. From 
these results, Hofbauer concluded that the ACC is important 
for determining the affective component of unpleasantness 
and that unpleasantness can change even when the inten-
sity of pain remains the same. Many other experiments have 
confi rmed the importance of the ACC in determining the 
 affective component of pain (Rainville, 2002).

Chemicals in the Brain Another important development 
in our understanding of the relationship between brain activ-
ity and pain perception is the discovery of a link between 
chemicals called opioids and pain perception. This can 
be traced back to research that began in the 1970s on opi-
ate drugs, such as opium and heroin, which have been used 
since the dawn of recorded history to reduce pain and induce 
 feelings of euphoria.

By the 1970s, researchers had discovered that the opi-
ate drugs act on receptors in the brain that respond to 
 stimulation by molecules with specifi c structures. The impor-
tance of the molecule’s structure for exciting these “opiate 
receptors” explains why injecting a drug called naloxone into 
a person who has overdosed on heroin can almost immedi-
ately revive the victim. Because naloxone’s structure is similar 
to heroin’s, it blocks the action of heroin by attaching itself 
to receptor sites usually occupied by heroin (Figure 14.26a).

Why are there opiate receptor sites in the brain? After 
all, they certainly have been present since long before peo-
ple started taking heroin. Researchers concluded that there 
must be naturally occurring substances in the body that 
act on these sites, and in 1975 neurotransmitters were dis-
covered that act on the same receptors that are activated by 
opium and heroin. One group of these transmitters is called 
 endorphins, for endogenous (naturally occurring) morphine.

Since the discovery of endorphins, researchers have 
accumulated a large amount of evidence linking endor-
phins to pain reduction. For example, pain can be decreased 
by stimulating sites in the brain that release endorphins 
( Figure 14.26b), and pain can be increased by injecting nalox-
one, which blocks endorphins from reaching their receptor 
sites (Figure 14.26c).

In addition to decreasing the analgesic effect of endor-
phins, naloxone also decreases the analgesic effect of placebos 
(see page 353). This fi nding, along with other evidence, led 
to the conclusion that the pain reduction effect of placebos 
occurs because placebos cause the release of endorphins. As 
it turns out, there are some situations in which the placebo 

effect can occur without the release of endorphins, but we 
will focus on the endorphin-based placebo effect by consider-
ing the following question, raised by Benedetti and cowork-
ers (1999): Where are placebo-related endorphins released in 
the nervous system?

Benedetti wondered whether expectation caused by pla-
cebos triggered the release of endorphins throughout the 
brain, therefore creating a placebo effect for the entire body, 
or whether expectation caused the release of endorphins only 
at specifi c places in the body. To answer this question, Bene-
detti injected subjects with the chemical capsaicin just under 
the skin, at four places on the body: the left hand, the right 
hand, the left foot, and the right foot. Capsaicin, which is the 
active component in chili peppers, causes a burning  sensation 
where it is injected.

One group of subjects rated the pain at each part of 
the body every minute for 15 minutes after the injection. 
 Figure 14.27a, which shows the initial pain ratings for each 
location, indicates that the subjects in this group reported 
pain at all the locations. Another group of subjects also 
received the injection, but just before the injections, the 
experimenter rubbed a cream at one or two of the loca-
tions and told subjects that the cream was a potent local 
 anesthetic that would relieve the burning sensation of the 
capsaicin. The cream was actually a placebo treatment; it had 
no  pain- reducing ingredients.

Figure 14.27b shows the initial pain rating for a subject 
who received the cream on the left hand, and Figure 14.27c 
shows the result for a subject who received the cream on the 
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Opiate site Naloxone

Brain
stimulation Endorphin

Endorphin
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Revive from
heroin overdose
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by blocking
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Figure 14.26 (a) Naloxone, which has a structure similar to heroin, 

reduces the effect of heroin by occupying a receptor site normally 

stimulated by heroin. (b) Stimulating sites in the brain that cause the 

release of endorphins can reduce pain by stimulating opiate receptor 

sites. (c) Naloxone decreases the pain reduction caused by endorphins 

by keeping the endorphins from reaching the receptor sites. © Cengage Learning
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right hand and left foot. The effect in both of these subjects 
is striking because the placebo effect occurred only where the 
cream was applied. To demonstrate that this placebo effect 
was associated with endorphins, Benedetti showed that 
injecting naloxone abolished the placebo effect.

What this means, according to Benedetti, is that when 
subjects direct their attention to specifi c places where they 
expect pain will be reduced, pathways are activated that 
release endorphins at specifi c locations. The mechanism 
behind endorphin-related analgesia is therefore much more 
sophisticated than simply chemicals being released into the 
overall circulation. The mind, as it turns out, can not only 
reduce pain by causing the release of chemicals, it can literally 
direct these chemicals to the locations where the pain would 
be occurring. Research such as this, which links the placebo 
effect to endorphins, provides a physiological basis for what 
had previously been described in strictly psychological terms.

SOMETHING TO CONSIDER:

The Effect of Observing 
Touch and Pain in Others

How do you feel when you see someone in pain? Do you feel a 
little pain yourself? Or emotions? A sense of empathy for the 
person? Or do you turn away because seeing someone in pain 
can be painful? We can ask a similar question about seeing 
someone else being touched. Although touch can be pleas-
ant, sometimes it can be threatening. Consider, for example, 
how you might experience watching the scene from a James 
Bond movie in which a tarantula crawls on his chest. One 
reaction might be to shiver, “as if a spider crawled on our own 
chest” (Keysers et al., 2004, p. 335).

Reacting to observing another person’s actions is some-
thing we considered in Chapter 7, when we described mirror 
neurons in the monkey’s premotor cortex, which fi re both 
when the monkey sees someone else grasping an object, such 
as food, and when the monkey itself grasps the food.

Research on the somatosensory system has revealed 
similar phenomena for touch and pain. Watching someone 
else being touched or experiencing pain activates areas in 
the somatosensory cortex of the observer that would also be 
activated in the somatosensory cortex of the person actually 
being touched or feeling pain. For example, Christian Keysers 
and coworkers (2004) used fMRI to measure the response of 
the somatosensory cortex while subjects were being touched 
on the leg and when the subjects viewed movies of other 
 people or objects being touched.

Not surprisingly, stroking the subject’s leg activated 
the two main somatosensory areas S1 and S2. The inter-
esting result is what happened when the subjects watched 
fi lms showing touching. Figure 14.28a shows the response 
in area S2 that occurred when the subject viewed the con-
trol fi lm when a probe was not touching a person’s leg (blue 
bar on right) and when the subject viewed the experimental 
fi lm of a probe touching the leg (red bar on right). In this 
condition, the perception of touching increased the activ-
ity of S2.

Figure 14.28b shows that the same result occurred when 
an object—two white binders—was substituted for the per-
son’s leg. Thus, perceiving either another person or an object 
being touched increased activity in S2. Finally, Figure 14.28c 

shows that this result did not occur when subjects viewed two 
fi lms of an airplane wing, even though the wing passed over 
the land in the experimental condition. This shows that it 
was the touch that was important, not the pattern of visual 
stimulation. Keysers and coworkers conclude from this result 
that the brain transforms the visual stimulus of touch into 
an activation of brain areas involved in our own experience of 
touch (see also Keysers et al., 2010).

Kaspar Meyer and coworkers (2011) obtained a simi-
lar result when subjects watched fi lms of another person’s 
hands haptically exploring common objects like a set of keys, 
a tennis ball, and the leaves of a plant. Figure 14.29 shows 
the increase in brain activation caused by watching the touch 
fi lms compared to just looking at a fi xation cross. The red 
areas show that activation occurred both in the visual cortex 
and in somatosensory areas associated with touch.
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Figure 14.27 The results of Benedetti et al.’s 

(1999) experiment. (a) Pain ratings, on a scale 

of 0 (no pain) to 10 (unbearable pain), for pain in 

the left hand (LH), right hand (RH), left foot (LF), 

and right foot (RF). These ratings are for when 

no placebo cream was applied. (b) Placebo 

cream applied to the left hand. (c) Placebo cream 

applied to the right hand and left foot. Based on data 

from Benedetti, F., Arduino, C., & Amanzio, M. (1999). Somatotopic activation 

of opioid systems by target-directed expectations of analgesia. Journal of 

Neuroscience, 19, 3639–3648.
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358 CHAPTER 14 The Cutaneous Senses

that the pain occurred in the same part of the body as the 
pictured injury.

You might wonder how reliable the subjects’ pain reports 
were in this experiment; after all, we have no way of know-
ing what they were actually experiencing. However, when 
Osborn and Derbyshire recorded brain activity using fMRI, 
they observed higher activity in S2 (which is associated with 
the sensory component of pain) and the insula (which is 
associated with the affective component of pain) compared 
to subjects who did not report experiencing any pain from 
observing the images. Thus, the multimodal nature of pain—
both sensory and affective—is refl ected in the brain’s response 
to watching another person’s pain.

These studies and others have led some researchers to 
suggest that our response to watching others experience pain 
refl ects our empathy for the other person’s negative experi-
ence. Tania Singer and coworkers (2004) demonstrated this 
by bringing romantically involved couples into the labora-
tory and having the woman, whose brain activity was being 
measured by an fMRI scanner, either receive shocks herself or 
watch her male partner receive shocks. The results, shown in 
Figure 14.30, show that a number of brain areas were activated 
when the woman received the shocks (Figure 14.30a), and that 
some of the same areas were activated when she watched her 
partner receive shocks (Figure 14.30b).

To show that the brain activity caused by watching their 
partner was related to empathy, Singer had the women fi ll 
out “empathy scales” designed to measure their tendency 
to empathize with others. As predicted, women with higher 
empathy scores showed higher activation of their ACC. Thus, 
although the pain associated with watching someone else 
experience pain may be caused by stimulation that is very dif-
ferent from physical pain, these two types of pain apparently 
share some physiological mechanisms. (Also see Avenanti 
et al., 2005; Lamm et al., 2007.)

So far we have been describing how somatosensory areas 
of the brain are activated by observing touch. But what is 
the observer experiencing? Not all subjects feel touch while 
watching someone being touched, but some do. Sarah-Jayne 
Blakemore and coworkers (2005) describe a person with 
 synesthesia, a condition in which stimulation of one modal-
ity (like vision) results in an experience in another modality 
(like touch). When this person observes another person being 
touched, he or she experiences touch on the same part of his 
or her own body.

But what about people who don’t experience synesthe-
sia? When Jody Osborn and Stuart Derbyshire (2010) showed 
subjects images and fi lms depicting people experiencing pain, 
such as a person’s hand receiving an injection, a diver hitting 
her head on a diving board, and a soccer player breaking his 
leg, and asked them to indicate whether they felt any pain 
sensations, 31 out of 108 subjects reported feeling pain in 
response to at least one of the images. All subjects reported 
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Figure 14.28 Stimuli for the Keysers et al. (2004) 

experiment. The pictures are stills from control fi lms 

and experimental fi lms observed by the subjects. (a) 

Not touching (control) and touching (experimental) 

legs; (b) not touching and touching object; (c) airplane 

wing passing over land; no touching. The blue bars 

are the responses of S2 to the control fi lms. The red 

bars are the response to the experimental fi lms. Adapted 

from Keysers, C., Wicker, B., Gazzola, V., Anton, J.-L., Fogassi, L., & Gallese, V. (2004). 

A touching sight: SII/PV activation during the observation and experience of touch. 

Neuron, 42, 335–346. 

Occipital
cortex (vision)

Somatosensory
area

Figure 14.29 Brain activation measured by Meyer et al. (2011) 

caused by observing fi lms of a person’s hands haptically exploring 

objects. Both visual and somatosensory areas are activated. From Meyer, K., 

Kaplan, J. T., Essex, R., Damasio, H., & Damasio, A. (2011). Seeing touch is correlated with content-specifi c activity 

in primary somatosensory cortex. Cerebral Cortex, 21, 2113–2121. 
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 3. Describe the three types of pain.

 4. What is the direct pathway model of pain? What evidence led 

researchers to question this model of pain perception?

 5. What is the gate control model? Be sure you understand 

the roles of the nociceptors, mechanoreceptors, and central 

control.

 6. Give examples for the following situations, which illustrate 

how pain is infl uenced by cognition and experience: expecta-

tion, shifting attention, and content of emotional distraction.

 7. What is the pain matrix?

 8. What does it mean to say that pain is multimodal? Describe 

the hypnosis experiments that identifi ed areas involved in the 

sensory component of pain and the emotional component 

of pain.

 9. Describe the role of chemicals in the perception of pain. Be 

sure you understand how endorphins and naloxone interact at 

receptor sites, and a possible mechanism that explains why 

pain is reduced by placebos.

10. Describe the Benedetti et al. (1999) experiment. How did this 

experiment demonstrate that the placebo’s effect can operate 

on local parts of the body?

11. Describe the following experiments that considered how 

 observers are affected by watching someone being touched 

or experiencing pain: Keysers et al. (2004); Meyer et al. (2011); 

Blakemore et al. (2005); Osborn and Derbyshire (2010); Singer 

et al. (2004).

TEST YOURSELF 14.2

1. What processes are involved in identifying objects by haptic 

exploration?

2. What are some of the physiological processes involved in 

 recognizing objects by touch?

(a) Receive painful
      stimulation

(b)  Watch partner receive
       painful stimulation

Figure 14.30 Singer and coworkers (2004) used fMRI to determine 

the areas of the brain activated by (a) receiving painful stimulation 

and (b) watching another person receive the painful stimulation. 

Singer proposes that the activation in (b) is related to empathy for the 

other person. Empathy did not activate the somatosensory cortex 

but did activate other areas that are activated by pain, such as the 

insula (tucked between the parietal and temporal lobes) and anterior 

cingulate cortex (see Figure 14.25). Adapted from Holden, C. (2004). Imaging studies show 

how brain thinks about pain. Science, 303, 1121. Reprinted by permission of Tania Singer. 

THINK ABOUT IT

 1. One of the themes in this book is that it is possible to use 
the results of psychophysical experiments to suggest the 
operation of physiological mechanisms or to link physi-
ological mechanisms to perception. Cite an example of 
how psychophysics has been used in this way for each of 
the senses we have considered so far—vision, hearing, and 
the cutaneous senses.

 2. Some people report situations in which they were in-
jured but didn’t feel any pain until they became aware 
of their injury. How would you explain this kind of situ-
ation in terms of top-down and bottom-up processing? 

How could you relate this situation to the studies we 
have discussed? (p. 353)

 3. Even though the senses of vision and cutaneous percep-
tion are different in many ways, there are a number of par-
allels between them. Cite examples of parallels between 
vision and cutaneous sensations (touch and pain) for 
the following: “tuned” receptors, mechanisms of detail 
perception, receptive fi elds, plasticity (how changing the 
environment infl uences properties of the system), and 
top-down processing. Also, can you think of situations 
in which vision and touch interact with one  another?
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KEY TERMS

Active touch (p. 348)
Affective (or emotional) component 

of pain (p. 355)
Cutaneous senses (p. 338)
Dermis (p. 338)
Direct pathway model of pain (p. 352)
Duplex theory of texture perception 

(p. 347)
Endorphin (p. 356)
Epidermis (p. 338)
Exploratory procedures (EPs) (p. 349)
Gate control model (p. 352)
Grating acuity (p. 343)
Haptic perception (p. 348)
Homunculus (p. 341)
Infl ammatory pain (p. 351)
Kinesthesis (p. 338)
Mechanoreceptor (p. 338)

Medial lemniscal pathway (p. 339)
Meissner corpuscle (RA1) (p. 339)
Merkel receptor (SA1) (p. 339)
Multimodal nature of pain (p. 355)
Naloxone (p. 356)
Neuropathic pain (p. 351)
Nociceptive pain (p. 351)
Nociceptor (p. 351)
Opioid (p. 356)
Pacinian corpuscle (RA2 or PC) 

(p. 339)
Pain matrix (p. 355)
Passive touch (p. 348)
Phantom limb (p. 352)
Placebo (p. 353)
Placebo effect (p. 353)
Proprioception (p. 338)
Rapidly adapting (RA) receptor (p. 339)

Ruffi ni cylinder (SA2) (p. 339)
Secondary somatosensory cortex (S2) 

(p. 341)
Sensory component of pain (p. 355)
Slowly adapting (SA) receptor 

(p. 339)
Somatosensory receiving area (S1) 

(p. 341)
Somatosensory system (p. 338)
Spatial cue (p. 346)
Spinothalamic pathway (p. 339)
Surface texture (p. 346)
Synesthesia (p. 358)
Tactile acuity (p. 343)
Temporal cue (p. 346)
Transmission cell (p. 353)
Two-point threshold (p. 343)
Ventrolateral nucleus (p. 340)

MEDIA RESOURCES

CourseMate 

Go to CengageBrain.com to access Psychology CourseMate, 
where you will fi nd the Virtual Labs plus an interactive  eBook, 
fl ashcards, quizzes, videos, and more.

Virtual Labs VL

The Virtual Labs are designed to help you get the most out 
of this course. The Virtual Lab icons direct you to specifi c 
media demonstrations and experiments designed to help 
you visualize what you are reading about. The numbers 
 below  indicate the number of the Virtual Lab you can access 
through  Psychology CourseMate.

14.1 Anatomy of the Skin (p. 338) 
Illustrates the skin, with drag-and-drop terms to test your 
knowledge of the locations of basic skin structures.

14.2 Gate Control System (p. 353) 
How different types of stimulation are processed by the gate 
control system. 

14.3 Reducing Pain in the Doctor’s Offi ce (p. 354) 
Describes research on the effects of distraction and other 
 factors on pain in children visiting the doctor.
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Some Questions We Will Consider:

■  Are there differences in the way different people experience the 

taste of food? (p. 369)

■  Why is a dog’s sense of smell so much better than a human’s? 

(p. 372)

■  How do neurons in the cortex combine smell and taste? (p. 381)

We have fi ve senses, but only two that go beyond 
the boundaries of ourselves. When you look at 
someone, it’s just bouncing light, or when you 
hear them, it’s just sound waves, vibrating air, or 
touch is just nerve endings tingling. Know what 
smell is? . . .  It’s made up of the molecules of what 
you’re smelling. (Kushner, 1993, p. 17)

T
he character speaking these lines in the play Angels in 
America probably did not take a course in sensation 
and perception and so leaves out the fact that vision 

and hearing are “just nerve endings tingling” as well. But 
his point—that smell involves taking molecules into your 
body—is one of the properties of the chemical senses that 
 distinguishes them from the other senses. Thus, as you drink 
something, you smell it because molecules in gas form are 
 entering your nose, and you taste it because molecules in 
 liquid form are stimulating your tongue. Smell (which we will 

CHAPTER CONTENTS

The Taste System
Functions of Taste
Basic Taste Qualities

The Neural Code for Taste Quality
Structure of the Taste System
Distributed Coding
Specifi city Coding

Individual Differences in Tasting

The Olfactory System
Detecting Odors
Identifying Odors

Analyzing Odorants: The Mucosa 
and Olfactory Bulb

The Puzzle of Olfactory Quality
The Olfactory Mucosa
How Olfactory Receptor Neurons Respond to Odorants
The Search for Order in the Olfactory Bulb

Representing Odors in the Cortex
How Odorants Are Represented in the Piriform Cortex
How Odor Objects Are Represented

The Perception of Flavor
Taste and Olfaction Meet in the Mouth and Nose
Taste and Olfaction Meet in the Nervous System
Flavor Is Infl uenced by a Person’s Expectations
Flavor Is Infl uenced by Food Intake: Sensory-Specifi c Satiety

SOMETHING TO CONSIDER: The Proust Effect: 
Memories, Emotions, and Smell

C H A P T E R  1 5

The Chemical 

Senses

▲ The chemical senses—taste and smell—act both separately 

and together. Taste creates perceptions by stimulation of 

 receptors in the tongue; smell creates perceptions by stimulation 

of receptors in the olfactory mucosa within the nose. Taste and 

smell together collaborate to create fl avor, which is the dominant 

perception we experience when eating or drinking.

VL

DEVELOPMENTAL DIMENSION: Infant Chemical 
Sensitivity

Think About It

The Virtual Lab icons direct you to specific anima-

tions and videos designed to help you visualize what 

you are reading about. Virtual Labs are listed at the end 

of the chapter, keyed to the page on which they appear, 

and can be accessed through Psychology CourseMate.
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refer to as  olfaction) and taste have been called molecule detec-
tors because they endow these gas and liquid molecules with 
distinctive smells and tastes (Cain, 1988; Kauer, 1987).

Because the stimuli responsible for tasting and smell-
ing are taken into the body, these senses are often seen as 
“gatekeepers” that (1) identify things that the body needs for 
 survival and that should therefore be consumed and (2) detect 
things that would be bad for the body and that should there-
fore be rejected. The gatekeeper function of taste and smell is 
aided by a large affective, or emotional,  component—things 
that are bad for us often taste or smell unpleasant, and things 
that are good for us generally taste or smell good. In  addition 
to creating “good” and “bad” affect, smelling an odor 
 associated with a past place or event can trigger  memories, 
which in turn may create emotional  reactions.

Because the receptors that serve taste and smell are con-
stantly exposed not only to the chemicals they are designed 
to sense but also to harmful materials such as bacteria and 
dirt, they undergo a cycle of birth, development, and death 
over 5–7 weeks for olfactory receptors and 1–2 weeks for 
taste receptors. This constant renewal of the receptors, called 
 neurogenesis, is unique to these senses. In vision and hear-
ing, the receptors are safely protected inside structures such 
as the eye and the inner ear, and in the cutaneous senses, 
under the skin; however, the receptors for taste and smell are 
relatively unprotected and therefore need to be constantly 
renewed.

We will consider taste fi rst and then olfaction. We will 
describe the psychophysics and anatomy of each system and 
then how different taste and smell qualities are coded in the 
nervous system. Finally, we will consider fl avor, which results 
from the interaction of taste and smell.

The Taste System

Everyone is familiar with taste. We experience it every time we 
eat. (Although later in the chapter we will see that what we 
experience when we eat is actually “fl avor,” which is a combi-
nation of taste and olfaction.) Taste occurs when molecules 
enter the mouth in solid or liquid form and stimulate taste 
receptors on the tongue. We will have a lot to say about these 
receptors, because they are central to our experience of taste. 
But fi rst we consider some of the functions of taste.

Functions of Taste
We noted that taste and olfaction can be thought of as “gate-
keepers” that help us determine which substances we should 
consume and which we should avoid. This is especially true 
for taste because we often use taste to choose which foods to 
eat and which to avoid (Breslin, 2001).

Taste accomplishes its gatekeeper function by the con-
nection between taste quality and a substance’s effect. Thus, 
sweetness is often associated with compounds that have 

nutritive or caloric value and that are, therefore, important 
for sustaining life. Sweet compounds cause an automatic 
acceptance response and also trigger anticipatory metabolic 
responses that prepare the gastrointestinal system for pro-
cessing these substances.

Bitter compounds have the opposite effect—they trig-
ger automatic rejection responses to help the organism 
avoid harmful substances. Examples of harmful substances 
that taste bitter are the poisons strychnine, arsenic, and 
cyanide.

Salty tastes often indicate the presence of sodium. When 
people are deprived of sodium or lose a great deal of sodium 
through sweating, they often seek out foods that taste salty 
in order to replenish the salt their body needs.

Although there are many examples of connections 
between a substance’s taste and its function in the body, 
this connection is not perfect. People have often made the 
mistake of eating good-tasting poisonous mushrooms, and 
there are artifi cial sweeteners, such as saccharine and sucra-
lose, that have no metabolic value. There are also bitter foods 
that are not dangerous and do have metabolic value. People 
can also learn to modify their responses to certain tastes, as 
when they develop a taste for foods they may have initially 
found unappealing.

Basic Taste Qualities
Most taste researchers describe taste quality in terms of fi ve 
basic taste sensations: salty, sour, sweet, bitter, and umami 
(which has been described as meaty, brothy, or savory, and 
is often associated with the fl avor-enhancing properties of 
MSG, monosodium glutamate).

Early research that supported the idea of basic tastes 
showed that people can describe most of their taste expe-
riences in terms of four basic taste qualities (this research 
was done before umami became the fi fth basic taste). In 
one study, Donald McBurney (1969) presented taste solu-
tions to participants and asked them to make magnitude 
estimates of the intensity of each of the four taste quali-
ties for each solution (see page 15 to review the magnitude 
estimation procedure). He found that some substances 
have a  predominant taste and that other substances result 
in  combinations of the four tastes. For example, sodium 
chloride (salty),  hydrochloric acid (sour), sucrose (sweet), 
and quinine (bitter) are  compounds that come the closest 
to having only one of the four basic tastes, but the com-
pound potassium chloride (KCl) has substantial salty and 
bitter components  (Figure  15.1). Similarly, sodium nitrate 
(NaNO3) results in a taste consisting of a combination of 
salty, sour, and bitter. VL

Results such as these have led most researchers to accept 
the idea of basic tastes. As you will see in our discussion of 
the code for taste quality, most of the research on this prob-
lem takes the idea of basic tastes as the starting point. (See 
 Erickson, 2000, however, for some arguments against the 
idea of basic tastes.)
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the central part of the tongue, which contains only these 
 papillae, causes no taste sensations. However, stimulation of 
the back or perimeter of the tongue results in a broad range 
of taste sensations.

Each taste bud contains 50 to 100 taste cells, which have 
tips that protrude into the taste pore (Figure 15.2c). Trans-
duction occurs when chemicals contact receptor sites located 
on the tips of these taste cells (Figure 15.2d and 15.2e). Elec-
trical signals generated in the taste cells are transmitted from 
the tongue in a number of different nerves: (1) the chorda 
tympani nerve (from taste cells on the front and sides of the 
tongue); (2) the glossopharyngeal nerve (from the back of the 
tongue); (3) the vagus nerve (from the mouth and throat); and 
(4) the superfi cial petronasal nerve (from the soft  palette—the 
top of the mouth).

The fi bers from the tongue, mouth, and throat make 
connections in the brain stem in the nucleus of the solitary 
tract. From there, signals travel to the thalamus and then to 
two areas in the frontal lobe that are considered to be the 
primary taste cortex—the insula and the frontal operculum 
cortex—which are partially hidden behind the temporal lobe 
(Figure 15.4; Finger, 1987; Frank & Rabin, 1989).

Distributed Coding
In Chapter 3 we distinguished between two types of coding: 
specifi city coding, the idea that quality is signaled by the activity 
in individual neurons that are tuned to respond to specifi c 
qualities; and distributed coding, the idea that quality is sig-
naled by the pattern of activity distributed across many neu-
rons. In that discussion, and in others throughout the book, 
we have generally favored distributed coding. The situation 
for taste, however, is not clear-cut, and there are arguments in 
favor of both types of coding (Frank et al., 2008).

Let’s consider some evidence for distributed coding. Rob-
ert Erickson (1963) conducted one of the fi rst experiments 
that demonstrated this type of coding by presenting a number 
of different taste stimuli to a rat’s tongue and recording the 
response of the chorda tympani nerve.  Figure 15.5 shows how 
13 nerve fi bers responded to ammonium chloride (NH4Cl), 
potassium chloride (KCl), and sodium chloride (NaCl). Erick-
son called these patterns the across-fi ber patterns, which is 
another name for distributed coding. The red and green lines 
show that the across-fi ber patterns for ammonium chloride 
and potassium chloride are similar to each other but differ-
ent from the pattern for sodium chloride, indicated by the 
open circles.

Erickson reasoned that if the rat’s perception of taste 
quality depends on the across-fi ber pattern, then two sub-
stances with similar patterns should taste similar. Thus, 
the electrophysiological results would predict that ammo-
nium chloride and potassium chloride should taste similar 
and that both should taste different from sodium chloride. 
To test this hypothesis, Erickson shocked rats while they 
were drinking potassium chloride and then gave them a 
choice between ammonium chloride and sodium  chloride. 

The Neural Code 
for Taste Quality

One of the central concerns in taste research has been iden-
tifying the physiological code for taste quality. We will fi rst 
describe the structure of the taste system and then describe 
two proposals regarding how taste quality is coded in this 
system.

Structure of the Taste System
The process of tasting begins with the tongue (Figure 15.2a 
and Table 15.1). The surface of the tongue contains many 
ridges and valleys caused by the presence of structures called 
papillae, which fall into four categories: (1) fi liform papil-
lae, which are shaped like cones and are found over the 
entire surface of the tongue, giving it its rough appearance; 
(2)  fungiform papillae, which are shaped like mushrooms and 
are found at the tip and sides of the tongue (see Figure 15.3); 
(3) foliate papillae, which are a series of folds along the back 
of the tongue on the sides; and (4) circumvilliate papillae, 
which are shaped like fl at mounds surrounded by a trench 
and are found at the back of the tongue. VL

All of the papillae except the fi liform papillae contain 
taste buds (Figures 15.2b and 15.2c), and the whole tongue 
contains about 10,000 taste buds (Bartoshuk, 1971). Because 
the fi liform papillae contain no taste buds, stimulation of 
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Taste pore

Nerve fibers

Taste cell

(c) Taste bud

Circumvilliate

Foliate

Filiform

Fungiform

(a) Tongue Taste bud

(b) Fungiform papilla

H+

H+ Na+

Na+

Bitter Sweet Sour Salt

(e) Receptor sites on tip of taste cell

(d) Taste cell

Figure 15.2 (a) The tongue, showing the four 

different types of papillae. (b) A fungiform papilla on 

the tongue; each papilla contains a number of taste 

buds. (c) Cross section of a taste bud showing the 

taste pore where the taste stimulus enters. (d) The 

taste cell; the tip of the taste cell is positioned just 

under the pore. (e) Close-up of the membrane at the 

tip of the taste cell, showing the receptor sites for 

bitter, sweet, sour, and salty substances. Stimulation 

of these receptor sites, as described in the text, 

triggers a number of different reactions within the 

cell (not shown) that lead to movement of charged 

molecules across the membrane, which creates an 

electrical signal in the receptor. © Cengage Learning

TABLE 15.1 Structures in the Taste System

STRUCTURE DESCRIPTION

Tongue The receptor sheet for taste. Contains papillae and all of the other structures described below.

Papillae The structures that give the tongue its rough appearance. There are four kinds, each with a different shape.

Taste buds Contained on the papillae. There are about 10,000 taste buds.

Taste cells Cells that make up a taste bud. There are a number of cells for each bud, and the tip of each one sticks out into a 

taste pore. One or more nerve fi bers are associated with each cell.

Receptor sites Sites located on the tips of the taste cells. There are different types of sites for different chemicals. Chemicals 

contacting the sites cause transduction by affecting ion fl ow across the membrane of the taste cell.

If  potassium  chloride and ammonium chloride taste  similar, 
the rats should avoid the ammonium chloride when given 
a choice. This is exactly what they did. And when the rats 
were shocked for drinking ammonium chloride, they 

 subsequently avoided the potassium chloride, as predicted 
by the  electrophysiological results.

But what about the perception of taste in humans? 
When Susan Schiffman and Robert Erickson (1971) asked 

© Cengage Learning
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same substances in the rat. Solutions judged more similar 
 psychophysically had similar patterns of fi ring, as distributed 
coding would predict.

Specifi city Coding
Most of the evidence for specifi city coding comes from 
research that has recorded neural activity early in the taste 
system. We begin at the receptors by describing experiments 
that have revealed receptors for sweet, bitter, and umami.

The evidence supporting the existence of receptors that 
respond specifi cally to a particular taste has been obtained 
by using genetic cloning, which makes it possible to add 
or eliminate specifi c receptors in mice. Ken Mueller and 
 coworkers (2005) did a series of experiments using a chemical 
compound called PTC that tastes bitter to humans but is not 
bitter to mice. The lack of bitter PTC taste in mice is inferred 
from the fact that mice do not avoid even high concentra-
tions of PTC in behavioral tests (blue curve in Figure 15.6). 
Because a specifi c receptor in the family of bitter receptors 
had been identifi ed as being responsible for the bitter taste of 
PTC in humans, Mueller decided to see what would happen if 
he used genetic cloning techniques to create a strain of mice 
that had this human bitter-PTC receptor. When he did this, 
the mice with this receptor avoided high concentrations of 
PTC (red curve in Figure 15.6; see Table 15.2a).

In another experiment, Mueller created a strain of mice 
that lacked a bitter receptor that responds to a compound 
called cyclohexamide (Cyx). Mice normally have this receptor, 
so they avoid Cyx. But the mice lacking this receptor did not 
avoid Cyx (Table 15.2b). In addition, Cyx no longer caused any 

Figure 15.3 The surface of the tongue. The red dots are fungiform 

papillae. From Shahbake, M. (2008). Anatomical and psychophysical aspects of the development of the sense 

of taste in humans, PhD thesis, University of Western Sydney, pp. 148–153.

Insula

Temporal
lobe

Nucleus of the
solitary tract

Vagus nerve

Glossopharyngeal nerve

Chorda tympani nerve

Frontal
operculum

Thalamus

Figure 15.4 The central pathway for taste signals, showing the 

nucleus of the solitary tract, where nerve fi bers from the tongue and 

the mouth synapse in the medulla at the base of the brain. From the 

nucleus of the solitary tract, these fi bers synapse in the thalamus and 

then the insula and frontal operculum, which are the cortical areas for 

taste. From Frank, M. E., & Rabin, M. D. (1989). Chemosensory neuroanatomy and physiology. Ear, Nose and 

Throat Journal, 68, 291–292, 295–296. 
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humans to make similarity judgments between a number of 
different solutions, they found that substances that were per-
ceived to be similar were related to patterns of fi ring for these 

Figure 15.5 Across-fi ber patterns of the response of fi bers in the 

rat’s chorda tympani nerve to three salts. Each letter on the horizontal 

axis indicates a different single fi ber. Based on “Sensory neural patterns and gustation,” 

by R. P. Erickson, 1963. In Y. Zotterman (Ed.), Olfaction and taste, Vol. 1, pp. 205–213, fi gure 4.
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fi ring in nerves receiving signals from the tongue. Therefore, 
when the taste receptor for a substance is eliminated, this is 
refl ected in both nerve fi ring and the animal’s behavior.

It is important to note that in all these experiments, add-
ing or eliminating bitter receptors had no effect on  neural 
 fi ring or behavior to sweet, sour, salty, or umami stimuli. 
Other research using similar techniques has identifi ed 
 receptors for sugar and umami (Zhao et al., 2003).

The results of these experiments in which adding a recep-
tor makes an animal sensitive to a specifi c quality and elimi-
nating a receptor makes an animal insensitive to a specifi c 
quality have been cited as support for specifi city coding—
that there are receptors that are specifi cally tuned to sweet, 
bitter, and umami tastes. However, not all researchers agree 
that the picture is so clear-cut. For example, Eugene Delay 
and coworkers (2006) showed that with different behavioral 
tests, mice that appeared to have been made insensitive to 
sugar by eliminating a “sweet” receptor can actually still show 
a preference for sugar. Based on this result, Delay suggests 
that perhaps there are a number of different receptors that 
respond to specifi c substances like sugar.

Another line of evidence for specificity coding in taste 
has come from research on how single neurons respond to 

PTC concentration
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Figure 15.6 Mouse behavioral response to PTC. The blue 

curve indicates that a normal mouse will drink PTC even in high 

concentrations. The red curve indicates that a mouse that has 

a human bitter-PTC receptor avoids PTC, especially at high 

concentrations. Adapted from Mueller, K. L., Hoon, M. A., Erlenbach, I., Chandrashekar, J., Zuker, C. S., & 

Ryba, N. J. P. (2005). The receptors and coding logic for bitter taste. Nature, 434, 225–229.

TABLE 15.2  Results of Mueller’s Experiments

CHEMICAL NORMAL MOUSE CLONED MOUSE

(a) PTC No PTC receptor Has PTC receptor

Doesn’t avoid PTC Avoids PTC

(b) Cyx Has Cyx receptor No Cyx receptor

Avoids Cyx Doesn’t avoid Cyx

Sucrose-selective neuron

Neuron responds to NaCl, HCl, and QHCl

Sucrose

(c)

NaCl HCl QHCl

Sucrose NaCl HCl QHCl

(a)

NaCl-selective neuron

Sucrose NaCl HCl QHCl

(b)

Figure 15.7 Responses of three neurons recorded from the cell 

bodies of chorda tympani nerve fi bers in the rat. Solutions of sucrose, 

salt (NaCl), hydrochloric acid (HCl), and quinine hydrochloride (QHCl) 

were fl owed over the rat’s tongue for 15 seconds, as indicated by the 

horizontal lines below the fi ring records. Vertical lines are individual 

nerve impulses. (a) Neuron responds selectively to sweet stimulus; 

(b) neuron responds selectively to salt; (c) neuron responds to salty, 

sour, and bitter stimuli. From Lundy, R. F., & Contreras, R. J. (1999). Gustatory neuron types in rat 

geniculate ganglion. Journal of Neurophysiology, 82, 2970–2988. Reproduced by permission.

© Cengage Learning

taste stimuli. Recordings from neurons at the beginning of 
the taste systems of animals, ranging from rats to monkeys, 
have revealed neurons that are specialized to respond to spe-
cifi c stimuli, as well as neurons that respond to a number 
of different types of stimuli (Lundy & Contreras, 1999; Sato 
et al., 1994; Spector & Trayors, 2005).

Figure 15.7 shows how three neurons in the rat taste sys-
tem respond to sucrose (sweet to humans); sodium  chloride 
(NaCl; salty); hydrochloric acid (HCl; sour in low concen-
trations); and quinine (QHCl; bitter). The neuron in Figure 

15.7a responds selectively to sucrose, the one in Figure 15.7b 
responds selectively to NaCl, and the neuron in Figure 15.7c 
responds to NaCl, HCl, and quinine. Neurons like the ones 
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in Figure 15.7a and b, which respond selectively to stimuli 
associated with sweetness (sucrose) and saltiness (NaCl), pro-
vide evidence for specifi city coding. Neurons have also been 
found that respond selectively to sour (HCl) and bitter (qui-
nine) (Spector & Trayors, 2005). 

Another finding in line with specificity theory is the 
effect of presenting a substance called amiloride, which 
blocks the flow of sodium into taste receptors. Applying 
amiloride to the tongue causes a decrease in the respond-
ing of neurons in the rat’s brainstem (nucleus of the soli-
tary tract) that respond best to salt (Figure 15.8a) but has 
little effect on neurons that respond best to a combination 
of salty and bitter tastes (Figure 15.8b; Scott & Giza, 1990). 
Thus, eliminating the flow of sodium across the membrane 
selectively eliminates responding of salt-best neurons but 
does not affect the response of neurons that respond best 
to other tastes. As it turns out, the sodium channel that is 
blocked by amiloride is important for determining saltiness 

in rats and other animals, but not in humans. More recent 
research has identified another channel that serves the salty 
taste in humans (Lyall et al., 2004, 2005).

What does all of this mean? The results of the experi-
ments involving cloning, recording from single neurons, and 
the effect of amiloride seem to be shifting the balance in the 
distributed versus specificity argument toward specificity 
(Chandrashekar et al., 2006). However, the issue is still not 
settled. For example, David Smith and Thomas Scott (20 03)  
argue for distributed coding based on the fi nding that at 
more central locations in the taste system, neurons are tuned 
broadly, with many neurons responding to more than one 
taste quality. Smith and coworkers (2000) point out that 
just because there are neurons that respond best to one com-
pound like salty or sour, this doesn’t mean that these tastes 
are signaled by just one type of neuron. They illustrate this by 
drawing an analogy between taste perception and the mecha-
nism for color vision. Even though presenting a long-wave-
length light that appears red may cause the highest activation 
in the long-wavelength cone pigment (Figure 9.11), our per-
ception of red still depends on the combined response of 
both the long- and medium-wavelength pigments. Similarly, 
salt stimuli may cause high fi ring in neurons that respond 
best to salt, but other neurons are probably also involved in 
creating saltiness.

Because of arguments such as this, some researchers 
believe that even though there is good evidence for specifi c 
taste receptors, distributed coding is involved in determining 
taste as well, especially at higher levels of the system. One sug-
gestion is that basic taste qualities might be determined by a 
specifi c code, but distributed coding could determine subtle 
differences between tastes within a category  (Pfaffmann, 
1974; Scott & Plata-Salaman, 1991). This would help explain 
why not all substances in a particular category have the same 
taste. For example, the taste of all sweet substances is not 
identical (Lawless, 2001).

Individual Differences
in Tasting

The “taste worlds” of humans and animals are not necessar-
ily the same. For example, domestic cats, unlike most mam-
mals, don’t prefer the sweetness of sugar, even though they 
display normal taste behavior to other compounds, such as 
avoiding compounds that taste bitter or very sour to humans. 
Genetic research has shown that this “sweet blindness” occurs 
because cats lack a functional gene for formation of a sweet 
receptor and so, lacking a sweet receptor, have no mechanism 
for detecting sweetness (Li et al., 2005).

This interesting fact about cats has something to tell 
us about human taste perception, because it turns out 
that there are genetic differences that affect people’s abil-
ity to sense the taste of certain substances. One of the most 
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Figure 15.8 The blue lines show how two neurons in the rat NST 

respond to a number of different taste stimuli (along the horizontal 

axis). The neuron in (a) responds strongly to compounds associated 

with salty tastes. The neuron in (b) responds to a wide range of 

compounds. The purple lines show how these two neurons fi re after 

the sodium-blocker amiloride is applied to the tongue. This compound 

inhibits the responses to salt of neuron (a) but has little effect on 

neuron (b). Adapted from Scott, T. R., & Giza, B. K., Coding channels in the taste system of the rat, Science, 

249, 1585–1587, fi gure 1. Copyright © 1990 by the American Association for the Advancement of Science. 

Adapted with permission from AAAS.
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well-documented effects involves people’s ability to taste 
the bitter substance phenylthiocarbamide (PTC), which we 
discussed earlier (see  page 367). Linda Bartoshuk (1980) 
describes the  discovery of this PTC effect:

The different reactions to PTC were discovered 
accidentally in 1932 by Arthur L. Fox, a chemist 
working at the E. I. DuPont deNemours Company 
in Wilmington, Delaware. Fox had prepared some 
PTC, and when he poured the compound into a bot-
tle, some of the dust escaped into the air. One of his 
colleagues complained about the bitter taste of the 
dust, but Fox, much closer to the material, noticed 
nothing. Albert F. Blakeslee, an eminent geneticist 
of the era, was quick to pursue this observation. 
At a meeting of the American  Association for the 
Advancement of Science (AAAS) in 1934, Blakeslee 
prepared an exhibit that  dispensed PTC crystals to 
2,500 of the conferees. The  results: 28 percent of 
them described it as tasteless, 66 percent as bitter, 
and 6 percent as having some other taste. (p. 55)

People who can taste PTC are described as tasters, and 
those who cannot are called nontasters. More recently, addi-
tional experiments have been done with a substance called 
6-n-propylthiouracil, or PROP, which has properties simi-
lar to those of PTC (Lawless, 1980, 2001). Researchers have 
found that about one-third of Americans report that PROP 
is tasteless and two-thirds can taste it.

What causes these differences in people’s ability to taste 
PROP? One reason is that people have different numbers of 
taste buds on the tongue. Linda Bartoshuk used a technique 
called video microscopy to count the taste buds on people’s 
tongues that contain the receptors for tasting (Bartoshuk & 
Beauchamp, 1994). The key result of this study was that peo-
ple who could taste PROP had higher densities of taste buds 
than those who couldn’t taste it (Figure 15.9).

But the results of an experiment by Jeannine  Delwiche and 
coworkers (2001b) show that the density of taste buds alone 

cannot explain high sensitivity to PROP. After   confi rming 
that PROP tasters do have a higher density of papillae than 
nontasters, they devised a system for stimulating the same 
number of papillae in tasters and nontasters. They accom-
plished this by presenting stimuli to smaller areas of the 
tongue for the tasters. When participants rated the bitter-
ness of PROP, the tasters’ ratings were much higher than 
nontasters’ ratings, even when the same number of papillae 
were stimulated.

Apparently, another factor in addition to receptor den-
sity is involved in determining individual differences in taste. 
Genetic studies have shown that PROP and PTC tasters have 
specialized receptors that are absent in nontasters (Bufe et al., 
2005; Kim et al., 2003).

What does this mean for everyday taste experience? 
If PROP tasters also perceived other compounds as being 
more bitter than nontasters, this would indicate that certain 
foods might taste more bitter to the tasters. The evidence on 
this question, however, has been mixed. Some studies have 
reported differences between how tasters and nontasters rate 
the bitterness of other compounds (Bartoshuk, 1979; Hall 
et al., 1975), and others have not observed this difference 
 (Delwiche et al., 2001b). However, it does appear that people 
who are especially sensitive to PROP, called supertasters, may 
actually be more sensitive to most bitter substances, as if the 
amplifi cation in the bitter taste system is turned up for all 
bitter compounds (Delwiche et al., 2001a).

This variability in taste across people also occurs for 
smell. For example, the smell of the steroid androsterone, 
which is derived from testosterone, is described negatively 
(“sweaty,” “urinous”) by some people, positively by some peo-
ple (“sweet,” “fl oral”), and as having no odor by others (Keller 
et al., 2007). Or consider the fact that after eating asparagus 
some people’s urine takes on a smell that has been described 
as sulfurous, much like cooked cabbage (Pelchat et al., 2011). 
Some people, however, can’t detect this smell.

These differences in smell in different people are, like 
differences in tasting, caused by genetic differences that 

(a) (b)

Figure 15.9 (a) Video micrograph of the tongue showing the fungiform papillae of a “supertaster”—a 

person who is very sensitive to the taste of PROP. (b) Papillae of a “nontaster”—someone who cannot 

taste PROP. The supertaster has both more papillae and more taste buds than the nontaster.
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affect the presence of receptors that respond to different 
 chemicals (Keller et al., 2007; Menashe et al., 2003; Pelchat 
et al., 2011). Thus, the next time you disagree with someone 
about the taste of a particular food or smell of a particular 
odor, don’t automatically assume that your disagreement is 
simply a refl ection of your different preferences. It may refl ect 
not a difference in preference (you like sweet things more than 
John does) but a difference in experience (you experience more 
intense sweet tastes than John does) that could be caused by 
differences in the types and numbers of taste receptors on the 
tongue or smell receptors in the nose.

TEST YOURSELF 15.1

1. Describe the anatomy of the taste system, including the 

 receptors and central destinations.

2. What are the fi ve basic taste qualities?

3. What is the evidence for distributed coding and specifi city 

 coding in taste? Is it possible to choose between the two?

4. What kinds of evidence support the idea that different  people 

may have different taste and smell experiences? What 

 mechanisms may be responsible for these differences?

5. How can genetics affect taste?

The Olfactory System

Like taste, the sense of smell, or olfaction, provides informa-
tion that can be important for survival. Olfaction provides 
an alarm system that alerts us to spoiled food, leaking gas, 
or smoke from a fi re. But as important as these signals are 
to humans, olfaction is even more important in the lives of 
many other species, because it is often their primary window 
to the environment (Ache, 1991).

Many animals are macrosmatic (having a keen sense 
of smell that is important to their survival), whereas 
humans are microsmatic (having a less keen sense of smell 
that is not crucial to their survival). For macrosmatic ani-
mals, olfaction provides cues to orient them in space, to 
mark  territory, and to guide them to specifi c places, other 
 animals, and food sources (Holley, 1991). Olfaction is also 
extremely important in sexual reproduction because it trig-
gers mating behavior in many species (Doty, 1976; Pfeiffer 
& Johnston, 1994).

An important aspect of the olfactory world of some ani-
mals is the existence of compounds called pheromones—
molecules that are emitted by members of a species that 
causes a specifi c reaction in another individual of the same 
species (Karlson & Lüscher, 1959; Wyatt, 2010). The term 
pheromone, coined by Peter Karlson and Martin Lüscher, is 
a combination of two Greek words: pherein, to transfer, and 
hormon, to excite. This meaning, “to transfer excitement,” is 
illustrated by many examples of animal behavior—the female 
silk moth that attracts males from miles away by releasing a 

chemical bombykol; the male mice that release a pheromone 
that attracts females and causes aggression in other mice 
(Novotny et al., 1985).

Whether pheromones exist in humans is a  matter 
of debate (Doty, 2010; Schaal & Porter, 1991; Stern & 
McClintock, 1998; Wysocki & Preti, 2009), but there is 
 evidence that humans can detect odors related to reproduc-
tion. Devendra Singh and Matthew Bronstad (2001) demon-
strated a connection between men’s ratings of women’s body 
odors and the women’s menstrual cycle, by showing that men 
rate the smell of T-shirts that women had worn for three con-
secutive nights during the ovulatory phase of their menstrual 
cycle to be more pleasant then the smell of shirts worn during 
their nonovulatory phase. In another T-shirt experiment, Saul 
Miller and Jon Maner (2010) showed that when men smelled 
T-shirts worn by women who were near ovulation, they had 
higher testosterone levels than when they smelled shirts worn 
far from ovulation. Olfactory cues can therefore signal a 
woman’s level of reproductive fertility.

Whether these biologically produced olfactory cues 
 actually infl uence human sexual attraction is unclear. 
However, from the existence of multibillion-dollar-a-year 
industries that are devoted to creating pleasing body odors 
through perfume and deodorants, plus a new billion-dollar-
a-year industry called environmental fragrancing, which 
offers products to add pleasing scents to the air in both 
homes and businesses, there is no question that the role 
of smell in our daily lives is not inconsequential (Gilbert & 
Firestein, 2002; Owens, 1994).

But perhaps the most convincing argument for the 
importance of smell to humans comes from those who 
suffer from anosmia, the loss of the ability to smell as a 
result of injury or infection. People suffering from anos-
mia describe the great void created by their inability to 
taste many foods because of the close connection between 
smell and fl avor. One woman who suffered from anosmia 
and then briefl y regained her sense of smell stated, “I always 
thought I would sacrifi ce smell to taste if I had to choose 
between the two, but I suddenly realized how much I had 
missed. We take it for granted and are unaware that every-
thing smells: people, the air, my house, my skin” (Birnberg, 
1988; quoted in Ackerman, 1990, p. 42). 

Molly Birnbaum (2011), who lost her sense of smell 
after being hit by a car while crossing the street, also noted 
the loss of everyday smells she had taken for granted. She 
described New York City without smell as “a blank slate 
without the aroma of car exhaust, hot dogs or coffee” and 
when she gradually began to regain some ability to smell 
she reveled in every new odor. “Cucumber!” she writes, 
“their once common negligible scent had returned—intoxi-
cating, almost ambrosial. The scent of melon could bring 
me to tears” (Birnbaum, 2011, p. 110). These descriptions 
help us realize that olfaction is more important in our lives 
than most of us realize. Although it may not be essential to 
our survival, life is often enhanced by our ability to smell 
and becomes a little more dangerous if we lose the olfactory 
warning system that can alert us to danger.
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Detecting Odors
Our sense of smell enables us to detect extremely low con-
centrations of some odorants. The detection threshold for 
odors is the lowest concentration at which an odorant can 
be detected.

METHOD

Measuring the Detection Threshold
One way to measure the threshold for detecting an odorant is to 

present different concentrations of an odorant on different  trials. 

The subjects respond either “yes” (I smell something) or “no” 

(I don’t smell anything) on each trial. However, one problem with 

this procedure is that it is susceptible to bias. Some people will 

respond “yes” at the merest hint of a smell, whereas others wait 

until they are sure they smell something before saying “yes” (see 

Chapter 1, page 16, and Appendix, page 395).

The forced-choice method avoids this problem by  presenting 

subjects with blocks of two trials—one trial contains a weak 

 odorant and the other, no odorant. The subject’s task is to 

 indicate which trial has a stronger smell. This eliminates having 

to decide whether a smell is present, because the subject knows 

it is  present on one of the trials. Threshold can be measured by 

determining the concentration that results in a correct response 

on 75 percent of the trials (50 percent would be chance perfor-

mance). When using this procedure, it is important to wait at least 

30 seconds between trials to allow for recovery if an  odorant 

was presented on the fi rst trial. The forced-choice procedure 

 generally indicates greater sensitivity than the yes/no procedure 

 (Dalton, 2002).

Table 15.3 lists thresholds for a number of substances. It 
is notable that there is a very large range of thresholds. T-butyl 
mercaptan, the odorant that is added to natural gas, can be 
detected in very small concentrations of less than 1 part per 
billion in air. In contrast, to detect the vapors of acetone (the 
main component of nail polish remover), the concentration 
must be 15,000 parts per billion, and for the vapor of metha-
nol, the concentration must be 141,000 parts per billion.

Although humans can detect extremely small concen-
trations of some odorants, they are much less sensitive to 
odors than many animals. For example, rats are 8 to 50 times 
more sensitive to odors than humans, and dogs are from 300 
to 10,000 times more sensitive, depending on the odorant 
(Laing et al., 1991). But even though humans are unaware 

of odors that other animals can detect, humans’ individual 
olfactory receptors are as sensitive as any animal’s. H. deVries 
and M. Stuiver (1961) demonstrated this by showing that 
human olfactory receptors can be excited by the action of just 
1 molecule of odorant.

Nothing can be more sensitive than 1 molecule per 
 receptor, so how come humans are less sensitive to odors than 
dogs? The answer is that humans have far fewer  receptors than 
dogs—only about 10 million receptors, compared to about 
1 billion for dogs (Dodd & Squirrell, 1980; Moulton, 1977).

Another aspect of odor detection is the difference thresh-
old—the smallest difference in the concentration of two 
odors that can be detected. Measurements of the difference 
threshold highlight one of the most important problems in 
olfactory research—the control of concentrations in stimu-
lus presentations. For example, when William Cain (1977) 
carefully measured the difference threshold by placing two 
odorants of different concentrations on absorbent cot-
ton balls and asked participants to judge which was more 
intense, he found that the difference threshold averaged 19 
percent. However, when Cain analyzed the stimuli he had 
presented on the cotton balls, he found that stimuli that 
were supposed to have the same concentration actually var-
ied considerably. This variation was apparently caused by 
differences in the airfl ow pattern through the cotton in dif-
ferent samples.

To deal with this problem, Cain remeasured the differ-
ence threshold using a device called an olfactometer, which 
presents olfactory stimuli with much greater precision than 
cotton balls (Figure 15.10). Using this more precise method 
of presenting of stimulus, Cain found that the threshold 
dropped to 11 percent.

Identifying Odors
When odorant concentrations are near threshold, so a 
person can just detect the presence of an odor, the person 

TABLE 15.3  Human Odor Detection Thresholds

COMPOUND ODOR THRESHOLD IN AIR (PARTS PER BILLION)

Methanol 141,000

Acetone   15,000

Formaldehyde        870

Menthol          40

T-butyl mercaptan               0.3

Source: Devos et al., 1990.

Valves

VentilationOdorant

Humidifier
Valves

Compressed
air

Figure 15.10 This diagram shows the different components of an 

olfactometer. By adjusting the valves in this system, the experimenter 

can vary both the humidity and the concentration of olfactory stimuli 

reaching the subject’s nose. © Cengage Learning
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usually cannot sense the quality of the odor—whether it is 
“fl oral” or “pepperminty” or “rancid.” The concentration 
of an odorant has to be increased by as much as a factor 
of 3 above the threshold concentration before the per-
son can recognize an odor’s quality. The concentration at 
which quality can be recognized is called the recognition 
 threshold (Dalton, 2002).

One of the more intriguing facts about odors is that 
even though humans can discriminate between as many as 
100,000 different odors (Firestein, 2001), they often fi nd 
it diffi cult to accurately identify specifi c odors. For exam-
ple, when people are presented with the odors of familiar 
substances such as mint, bananas, and motor oil, they can 
easily tell the difference between them. However, when 
they are asked to identify the substance associated with the 
odor, they are successful only about half the time (Engen & 
Pfaffmann, 1960). J. A. Desor and Gary Beauchamp (1974) 
found, however, that when they presented participants with 
the names of the substances at the beginning of the experi-
ment and then reminded them of the correct names when 
they failed to respond correctly on subsequent trials, they 
could, after some practice, correctly identify 98 percent of 
the substances.

One of the amazing things about odor identifi ca-
tion is that knowing the correct label for the odor actually 
seems to transform our perception into that odor. Cain 
(1980) gives the example of an object initially identifi ed as 
“ fi shy-goaty-oily.” When the experimenter told the person 
that the  fi shy-goaty-oily smell actually came from leather, the 
smell was then transformed into that of leather.

I had a similar experience when sampling the drink aqua-
vit with some friends. Aquavit has a very interesting, but dif-
fi cult to identify, smell. Odors such as “anise,” “orange,” and 
“lemon” were proposed as we tried to identify its smell, but 
it wasn’t until someone turned the bottle around and read 
the label on the back that the truth became known:  “Aquavit 
(Water of Life) is the Danish national drink—a delicious, 
crystal-clear spirit distilled from grain, with a slight taste 
of caraway.” When we heard the word caraway, the previous 
hypotheses of anise, orange, and lemon were transformed 
into caraway. Thus, when we have trouble identifying odors, 
this trouble results not from a defi ciency in our olfactory sys-
tem, but from an inability to retrieve the odor’s name from 
our memory (Cain, 1979).

DEMONSTRATION

Naming and Odor Identifi cation
To demonstrate the effect of naming substances on odor identi-

fi cation, have a friend collect a number of familiar objects for you 

and, without looking, try to identify the odors. You will fi nd that 

you can identify some but not others, but when your friend tells 

you the correct answer for the ones you identifi ed incorrectly, you 

will wonder how you could have failed to identify such a familiar 

smell. Don’t blame your mistakes on your nose; blame them on 

your memory.

Analyzing Odorants: The 
Mucosa and Olfactory Bulb

How does the olfactory system know what molecules are 
entering the nose? The fi rst step toward answering this ques-
tion is to consider some of the diffi culties facing researchers 
who are searching for connections between molecules and 
perception.

The Puzzle of Olfactory Quality
Although we know that we can discriminate among a huge 
number of odors, research to determine the neural mecha-
nisms behind this ability is complicated by diffi culties in 
establishing a system to bring some order to our descrip-
tions of odor quality. Such systems exist for other senses. 
We can describe visual stimuli in terms of their colors and 
can relate our perception of color to the physical property 
of wavelength. We can describe sound stimuli as having dif-
ferent pitches and relate these pitches to the physical prop-
erty of frequency. Creating a way to organize odors and to 
relate odors to physical properties of molecules, however, has 
proven extremely diffi cult.

One reason for the diffi culty is that we lack a specifi c lan-
guage for odor quality. For example, when people smell the 
chemical -ionone, they usually say that it smells like violets. 
This description, it turns out, is fairly accurate, but if you 
compare -ionone to real violets, they smell different. The per-
fume industry’s solution is to use names such as “woody vio-
let” and “sweet violet” to distinguish between different violet 
smells, but this hardly solves the problem we face in trying to 
determine how olfaction works.

Another difficulty in relating odors to molecular 
properties is that some molecules that have similar struc-
tures can smell different (Figure 15.11a), and molecules 
that have very different structures can smell  similar 
 (Figure  15.11b). But things really become challenging 
when we consider the kinds of odors we routinely encoun-
ter in the environment, which consist of mixtures of many 
chemicals. Consider, for example, that when you walk into 
the kitchen and smell freshly brewed coffee, the coffee 
aroma is created by more than 100 different molecules. 
Although  individual molecules may have their own odors, 
we don’t perceive the odors of individual molecules; we 
perceive “coffee.”

The feat of perceiving “coffee” becomes even more 
amazing when we consider that odors rarely occur in iso-
lation. Thus, the coffee odor from the kitchen might be 
accompanied by the smells of bacon and freshly squeezed 
orange juice. Each of these has its own tens or hundreds 
of molecules, yet somehow the hundreds of different mol-
ecules that are fl oating around in the kitchen become per-
ceptually organized into smells that refer to three different 
sources: coffee, bacon, and orange juice (Figure 15.12). Sources 
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Perceiving odor objects involves olfactory  processing 
that occurs in two stages. The fi rst stage, which takes place 
at the beginning of the olfactory system in the olfactory 
mucosa and olfactory bulb, involves analyzing. In this stage, 
the olfactory system analyzes the different chemical com-
ponents of odors and transforms these components into 
neural  activity at specifi c places in the olfactory bulb 
 (Figure  15.13). The second stage, which takes place in the 
 olfactory cortex and beyond, involves synthesizing. In this 
stage, the olfactory system synthesizes the information 
about chemical components received from the olfactory 
bulb into representations of odor objects. As we will see, it 
has been proposed that this synthesis stage involves learn-
ing and memory. But let’s start at the beginning, when 
odorant molecules enter the nose and stimulate receptors 
on the olfactory mucosa.

The Olfactory Mucosa
The olfactory mucosa is a dime-sized region located on 
the roof of the nasal cavity just below the olfactory bulb 
 (Figure 15.13a). Odorant molecules are carried into the nose 
in an air stream (blue arrows), which brings these mole-
cules into contact with the mucosa. Figure 15.13b shows the 
 olfactory receptor neurons (ORNs) that are located in the 
mucosa (colored parts) and the supporting cells (tan area).

Just as the rod and cone receptors in the retina contain 
visual pigment molecules that are sensitive to light, the 
olfactory receptor neurons in the mucosa are dotted with 
molecules called olfactory receptors that are sensitive to 
chemical odorants (Figure 15.13c). One parallel between 
visual pigments and olfactory receptors is that they are both 
sensitive to a specifi c range of stimuli. Each type of visual 
pigment is sensitive to a band of wavelengths in a particular 
region of the visible spectrum (Figure 2.21, page 34), and 
each type of olfactory receptor is sensitive to a narrow range 
of odorants. VL

An important difference between the visual system and 
the olfactory system is that while there are only four dif-
ferent types of visual pigments (one rod pigment and three 
cone pigments), there are 350 different types of olfactory 
receptors, each sensitive to a particular group of odorants. 
The discovery that there are 350 different types of olfactory 
receptors in the human, and 1,000 different types in the 
mouse, was made by Linda Buck and Richard Axel (1991), 
who received the 2004 Nobel Prize in Physiology and Medi-
cine for their research on the olfactory system (also see 
Buck, 2004).

The large number of olfactory receptors enables us to 
identify 100,000 or more different odors, but this large num-
ber of receptor types increases the challenges in understand-
ing how olfaction works. One thing that makes things slightly 
simpler is another parallel with vision: Just as a particular rod 
or cone receptor contains only one type of visual pigment, 
a particular olfactory receptor neuron (ORN) contains only 
one type of olfactory receptor.

Figure 15.11 (a) Two molecules that have the same structure, but 

one smells like musk and the other is odorless. (b) Two molecules with 

different structures but similar odors. © Cengage Learning.
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Figure 15.12 Hundreds of molecules from the coffee, orange juice, and 

bacon are mixed together in the air, but the person just perceives “coffee,” 

“orange juice,” and “bacon.” This perception of three odor objects from 

hundreds of intermixed molecules is a feat of perceptual organization.
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of odors such as coffee, bacon, and orange juice, as well as non-
food sources such as rose, dog, and car exhaust, are called odor 
objects. Our goal, therefore, is to explain not just how we 
smell different odor qualities, but how we identify different 
odor objects.
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How Olfactory Receptor Neurons 
Respond to Odorants
Figure 15.14a shows the surface of part of the olfactory 
mucosa. The circles represent ORNs, with two types of ORNs 
highlighted in red and blue. Remember that there are 350 
different types of ORNs in the mucosa in humans. There are 
about 10,000 of each type of ORN, so the mucosa contains 
millions of ORNs.

The fi rst step in understanding how we perceive different 
odorants is to ask how this array of millions of ORNs that 
blanket the olfactory mucosa respond to different odorants. 
One way this question has been answered is by using a tech-
nique called calcium imaging.

METHOD

Calcium Imaging
When an olfactory receptor responds, the concentration of 

 calcium ions (Ca++) increases inside the ORN. One way of 

 measuring this increase in calcium ions is called calcium  imaging. 

This involves soaking olfactory neurons in a chemical that 

causes the ORN to fl uoresce with a green glow when exposed to 

 ultraviolet (380 nm) light. This green glow can be used to  measure 

how much Ca++ had entered the neuron because increasing 

Ca++ inside the neuron decreases the glow. Thus, measuring 

the decrease in  fl uorescence indicates how strongly the ORN is 

 activated.
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Figure 15.13 The structure of the olfactory system. Odorant molecules fl ow over the olfactory mucosa, which contains 350 

different types of olfactory receptor neurons (ORNs). Three types of neurons are shown here, indicated by different colors. Each 

type has its own specialized receptors. © Cengage Learning.

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



376 CHAPTER 15 The Chemical Senses

Bettina Malnic and coworkers (1999), working in Linda 
Buck’s laboratory, determined the response to a large num-
ber of odorants using calcium imaging. The results for a 
few of her odorants are shown in Figure 15.15, which indi-
cates how 10 different ORNs are activated by each odorant. 
(Remember that each ORN contains only one type of olfac-
tory receptor.)

The response of individual receptors is indicated by the 
circles in each column. Reading down the columns indicates 
that each of the receptors, except 19 and 41, respond to some 
odorants but not to others. The pattern of activation for each 
odorant, which is indicated by reading across each row, is 
called the odorant’s recognition profi le. For example, the rec-
ognition profi le of octanoic acid is weak fi ring of ORN 79 and 
strong fi ring of ORNs 1, 18, 19, 41, 46, 51, and 83, whereas the 
profi le for octanol is strong fi ring of ORNs 18, 19, 41, and 51.

From these profi les, we can see that each odorant causes 
a different pattern of fi ring across ORNs. Also, odorants that 
have similar structures (shown on the right in Figure 15.15), 
such as octanoic acid and nonanoic acid, often have similar 
profi les. We can also see, however, that this doesn’t always 
occur (compare the patterns for bromohexanoic acid and 
bromooctanoic acid, which also have similar structures).

Remember that one of the puzzling facts about odor per-
ception is that some molecules have similar structures but 
smell different (Figure 15.11a). When Malnic compared such 
molecules, she found that these molecules had different rec-
ognition profi les. For example, octanoic acid and octanol dif-
fer only by one oxygen molecule, but the smell of octanol is 
described as “sweet,” “rose,” and “fresh,” whereas the smell of 
octanoic acid is described as “rancid,” “sour,” and “repulsive.” 
This difference in perception is refl ected in their different 
profi les. Although we still can’t predict which smells result 
from specifi c patterns of response, we do know that when two 
odorants smell different, they usually have different profi les.

The idea that an odorant’s smell can be related to differ-
ent response profi les is similar to the trichromatic code for 
color vision that we described in Chapter 9 (see page 205). 
Remember that each wavelength of light is coded by a dif-
ferent pattern of fi ring of the three cone receptors, and that 
a particular cone receptor responds to many wavelengths. 
The situation for odors is similar—each odorant is coded by 
a different pattern of fi ring of ORNs, and a particular ORN 
responds to many odorants. What’s different about olfaction 
is that there are 350 different types of ORNs, compared to 
just three cone receptors for vision.

The Search for Order 
in the Olfactory Bulb
Activation of receptors in the mucosa causes electrical sig-
nals in the ORNs that are distributed across the mucosa. 
These ORNs send signals to structures called glomeruli in 
the olfactory bulb. Figure 15.14b illustrates a basic principle 

Figure 15.14 (a) A portion of the olfactory mucosa. The mucosa 

contains 350 types of ORNs and about 10,000 of each type. The red 

circles represent 10,000 of one type of ORN, and the blue circles, 

10,000 of another type. (b) All ORNs of a particular type send their 

signals to one or two glomeruli in the olfactory bulb. © Cengage Learning.
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of the relationship between ORNs and glomeruli: All of the 
10,000 ORNs of a particular type send their signals to just 
one or two glomeruli, so each glomerulus collects informa-
tion about the fi ring of a particular type of ORN.

We asked how ORNs in the mucosa respond to different 
odorants, and we now ask the same question for glomeruli in 
the olfactory bulb. Naoshige Uchida and coworkers (2000) 
used a technique called optical imaging to determine how 
glomeruli respond to different odorants.

METHOD

Optical Imaging
The technique of optical imaging can be used to measure the 

 activity of large areas of the olfactory bulb by measuring how 

much red light is refl ected from the olfactory bulb. The bulb must 

fi rst be exposed by removing a patch of the skull. Red light is 

used because when neurons are activated, they consume oxygen 

from the blood. Blood that contains less oxygen refl ects less red 

light than blood with oxygen, so areas that have been activated 

refl ect less red light and look slightly darker than areas that have 

not been activated.

The optical imaging procedure involves illuminating the surface 

of the bulb with red light, measuring how much light is refl ected, 

and then presenting a stimulus and determining which areas of 

the bulb become slightly darker. These darker areas are the areas 

that have been activated by the stimulus.

The results of Uchida’s optical imaging experiment on the 
rat are shown in Figure 15.16. Each colored area  represents the 
location of clusters of glomeruli in the olfactory bulb that are 
activated by the chemicals on the right. Figure 15.16a shows 
that each type of carboxylic acid activated a small area, and 
that there is some overlap between areas. Also notice that as 
the length of the carbon chain increases, the area of activation 
moves to the left. Figure 15.16b shows that a different group 
of chemicals—aliphatic alcohols—activates a different loca-
tion on the olfactory bulb and that the same pattern occurs 
as before: large chain lengths activate areas farther to the left.

The fi nding, using optical imaging, that different odor-
ants activate different areas of the olfactory bulb, has also 
been demonstrated using a procedure called the  2-deoxyglucose 
technique.

METHOD

2-Deoxyglucose Technique
The 2-deoxyglucose technique involves injecting a radioactive 

2-deoxyglucose (2DG) molecule into an animal and exposing 

the animal to different chemicals. The radioactive 2DG contains 

the sugar glucose, which is taken up by active neurons, so by 

 measuring the amount of radioactivity in the various parts of a 

structure, we can determine which neurons are most activated 

by the different chemicals.

Patterns of olfactory bulb activation measured for 
 different chemicals using the 2DG technique are shown in 
 Figure 15.17, in which areas of high activation are indicated 
by yellow and red. These results show that different odor-
ants cause distinctive patterns of activation. Results such 
as this and the result in Figure 15.16 support the idea that 
there is a map of odorants in the olfactory bulb. This map has 
been called a chemotopic map to signify that it is based on 
molecular features of odorants such as carbon chain length 
or functional groups (Johnson & Leon, 2007; Johnson et al., 
2010; Murthy, 2011). Some researchers use the terms odor 
map (Restrepo et al., 2009; Soucy et al., 2009; Uchida et al., 
2000) or odotoptic map (Nikonov et al., 2005) instead of 
 chemotopic map.

The idea that odorants with different properties create a 
map on the olfactory bulb is similar to the situation we have 
described for the other senses. There is a retinotopic map 
for vision, in which locations on the retina are mapped on 
the visual cortex (page 78), a tonotopic map for hearing in 
which frequencies are mapped onto various structures in the 
auditory system (page 277), and a somatotopic map for the 
cutaneous senses in which locations on the body are mapped 
onto the somatosensory cortex (page 341).
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Figure 15.16 Areas in the rat olfactory bulb that are activated by various chemicals: (a) a series of 

carbolic acids; (b) a series of aliphatic alcohols. Reprinted by permission from Macmillan Publishers Ltd.: Uchida, N., Talahashi, Y. K., Tanifuji, 
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Research on the olfactory map has just begun, however, 
and much remains to be learned about how odors are repre-
sented in the olfactory bulb. Based on what has been discussed 
so far, it is clear that odorants are at least crudely mapped on 
the olfactory bulb based on their chemical properties. How-
ever, we are far from creating a map based on perception. This 
map, if it exists, will be a map of different odor experiences 
arranged on the olfactory bulb (Arzi & Sobel, 2011). But the 
olfactory bulb represents an early stage of olfactory process-
ing and is not where perception occurs. To understand olfac-
tory perception, we need to follow the output of the olfactory 
bulb to the olfactory cortex

TEST YOURSELF 15.2

1. What are some of the functions of odor perception?

2. What is the difference between the detection threshold and the 

recognition threshold?

3. What are some of the factors that need to be taken into 

 account when measuring the detection threshold and the 

 difference threshold?

4. How well can people identify odors? What is the role of 

 memory in odor recognition?

5. Describe the following components of the olfactory system: the 

olfactory receptors, the olfactory receptor neurons, the  olfactory 

bulb, and the glomeruli. Be sure you understand the relation 

between olfactory receptors and olfactory  receptor neurons, and 

between olfactory receptor neurons and  glomeruli.

6. How do olfactory receptor neurons respond to different 

 odorants, as determined by calcium imaging? What is an 

 odorant’s recognition profi le?

7. Describe how optical imaging and the 2-deoxyglucose 

 technique have been used to determine a chemotopic map 

on the olfactory bulb. What is the difference between a 

 chemotopic map and a perceptual map?

Representing Odors 
in the Cortex

To begin our discussion of how odors are represented in the 
cortex, let’s look at where signals are transmitted when they 
leave the olfactory bulb. Figure 15.18a shows the location of 
the two main olfactory areas: (1) the piriform cortex, which is 
the primary olfactory area, and (2) the orbitofrontal  cortex, 
which is the secondary olfactory area. Figure 15.18b shows the 

Figure 15.17 Patterns of activation in the rat 

olfactory bulb for seven different odorants. Yellow 

and red areas indicate areas of high activation 

compared to activation caused by exposure to 

air. Each odorant causes a distinctive pattern of 

activation. Courtesy of Michael Leon.
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Figure 15.18 (a) The underside of the brain, showing the neural pathways for olfaction. On the left side, the temporal lobe has 

been defl ected to expose the olfactory area. (b) Flow diagram of the pathways for olfaction. (a) Adapted from Frank, M. E., & Rabin, M. D. (1989). Chemosensory 

neuroanatomy and physiology. Ear, Nose and Throat Journal, 68, 291–292, 295–296. (b) Adapted from Wilson, D. A., & Stevenson, R. J. (2006). Learning to smell. Baltimore: Johns Hopkins University Press.
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olfactory system as a fl ow diagram and adds the  amygdala, 
which is involved in determining emotional reactions not 
only to smell but also to faces (Chapter 5, page 120) and pain 
(Chapter 14, page 355). We begin by considering the piriform 
cortex, where the orderly arrangement of odorants on the 
olfactory bulb vanishes.

How Odorants Are Represented 
in the Piriform Cortex
We can appreciate how odorants are represented in the piri-
form cortex by considering an experiment by Robert Rennaker 
and coworkers (2007), who used multiple electrodes to mea-
sure neural responding in the piriform cortex.  Figure  15.19 
shows that isoamyl acetate causes activation across the cor-
tex. Other compounds also cause widespread activity, and 
there is substantial overlap between the patterns of activity 
for different compounds.

In another study of how piriform cortex neurons 
respond to different odorants, Dan Stettler and Richard Axel 
(2009), using optical imaging, observed the same scattered 
activation pattern that Rennaker had observed by record-
ing neural responses. Figure 15.20 shows this scattered acti-
vation to hexanol (green) and octanol (red). Each dot is an 
activated neuron. The yellow dots are neurons activated by 
both  odorants.

What these results mean is that the orderly activation pat-
tern in the olfactory bulb no longer exists in the piriform cortex. 
The projection from the olfactory bulb is scattered, as indicated 
by activation patterns like the ones in Figure 15.20 in which 
activity associated with a single chemical is spread out over a 
large area, with large spaces between active neurons. Things 
become even more interesting when we ask what the activation 
pattern might look like for an odor object such as coffee.

How Odor Objects Are Represented
We can appreciate how complicated things become for odor 
objects by imagining what the pattern of activation would 
be for coffee, which contains a hundred different chemical 
components. Not only will the pattern be very complicated, 
but if you are smelling a particular odor for the fi rst time, 
this raises the question of how the olfactory system is able to 
determine the identity of this “mystery odor” based on the 
information in this “fi rst time” response. Some researchers 
have answered this question by drawing a parallel between 
recognizing odors and experiencing memories.

Figure 15.21 indicates what happens when a memory 
is formed. When a person witnesses an event, a number 
of neurons are activated (Figure 15.21a). At this point, the 
memory for the event isn’t completely formed in the brain; 
it is fragile and can be easily forgotten or can be disrupted by 
trauma, such as a blow to the head. But connections begin 
forming between the neurons that were activated by the 
event  (Figure 15.21b), and after these connections are formed 
 (Figure 15.21c), the memory is stronger and more resistant 
to disruption. Formation of stable memories thus involves 
a process in which linkages are formed between a number 
of neurons.

Applying this idea to odor perception, it has been pro-
posed that formation of odor objects involves learning, 

(a) Electrode
     placements

(b)  Activation by
      isoamyl acetate

Figure 15.19 (a) Recording sites used by Rennaker and coworkers 

(2007) to determine activity of neurons in the piriform cortex of the rat. 

(b) The pattern of activation caused by isoamyl acetate. From Rennaker, R. L., 

Chen, C.-F. F., Ruyle, A. M., Sloan, A. M., & Wilson, D. A. (2007). Spatial and temporal distribution of odorant-evoked 

activity in the piriform cortex. Journal of Neuroscience, 27, 1534–1542.

Hexanol
Octanol

Figure 15.20 Response determined by optical imaging to octanol (red) 

and hexanol (green) in the rat piriform cortex. In a few instances, both 

chemicals activate the same neurons (yellow). From Stettler, D. D., & Axel, R. (2009). 

Representations of odor in the piriform cortex. Neuron, 63, 854-864, Figure 4C. With permission from Elsevier.

Areas in cortex

(a) (b) (c)

Figure 15.21 A model of how memories are formed in the 

cortex. (a) Initially, incoming information activates a number of 

areas in the cortex. Tan rectangles are different cortical areas. 

Red circles are activated areas. (b) As time passes, the neural 

activity is replayed, which creates connections between 

activated areas. (c) Eventually, the activated areas for a 

particular memory are linked, which stabilizes the memory.©
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380 CHAPTER 15 The Chemical Senses

which links together the scattered activations that occur for 
a  particular object. We can see how this works by imagining 
that you are smelling the odor of a fl ower for the fi rst time. 
The odor of this fl ower, just like the odors of coffee and other 
substances, is created by a large number of chemical com-
pounds (Figure 15.22a).

These chemical components fi rst activate the olfactory 
receptors in the mucosa and then create a pattern of activa-
tion on the olfactory bulb that is shaped by the chemotopic 
map. This pattern occurs any time the fl ower’s odor is pre-
sented (Figure 15.22b). From the research described above, 
we know that signals from the olfactory bulb are trans-
formed into a scattered pattern of activation in the piriform 
cortex (Figure 15.22c).

Because this is the fi rst time you have ever experienced 
the fl ower’s odor, the activated neurons aren’t associated 
with each other. This is like the neurons that represent a 
new memory, which aren’t yet linked (see Figure 15.21a). 
At this point you are likely to have trouble identifying the 
odor, and to confuse it with other odors. But after a num-
ber of exposures to the fl ower, which causes the same acti-
vation pattern to occur over and over, neural connections 
form, and the neurons become associated with each other 
(Figure  15.22d). Once this occurs, a pattern of activation 
has been created that represents the fl ower’s odor. Thus, 
just as a stable memory becomes established when neurons 
become linked, odor objects become formed when experi-
ence with an odor causes neurons in the piriform cortex to 
become linked. According to this idea, when the person in 
Figure 15.12 walks into the kitchen, the activation caused 
by the hundreds of molecules in the air become three linked 
networks of activation in the piriform cortex that stand for 
coffee, orange juice, and bacon.

The idea that learning plays an important role in per-
ceiving odors is supported by research. For example, Don-
ald Wilson (2003) measured the response of neurons in the 
rat’s piriform cortex to two odorants: (1) a mixture of isoamyl 
acetate, which has a banana-like odor, and peppermint and 
(2) the component isoamyl acetate alone. Wilson was inter-
ested in how well the rat’s neurons could tell the difference 
between the mixture and the component after the rat had 
been exposed to the mixture.

Wilson presented the mixture to the rat for either a brief 
exposure (10 seconds or about 20 sniffs) or a longer exposure 
(50 seconds or about 100 sniffs) and, after a short pause, mea-
sured the response to the mixture and to the component.  Following 
10 seconds of sniffi ng, the piriform neurons responded simi-
larly to the mixture and to the component. However, following 
50 seconds of sniffi ng, the neurons fi red more rapidly to the 
component. Thus, after 100 sniffs of the mixture, the neurons 
became able to tell the difference between the mixture and the 
component. Similar experiments measuring responses of neu-
rons in the olfactory bulb did not show this effect.

Wilson concluded from these results that, given enough 
time, neurons in the piriform cortex can learn to discrimi-
nate between different odors, and that this learning may be 
involved in our ability to tell the difference between differ-
ent odors in the environment. Numerous other experiments 
support the idea that a mechanism involving experience and 
learning is involved in associating patterns of piriform cortex 
fi ring with specifi c odor objects (Choi et al., 2011; Gottfried, 
2010; Sosulski et al., 2011; Wilson, 2003; Wilson et al., 2004; 
Wilson & Sullivan, 2011).

Before leaving our description of how odor objects are rep-
resented in the piriform cortex, it is important to note that not 
all odor objects require learning. Consider, for example, phero-
mones that trigger stereotyped behaviors that are necessary for 
survival of a particular species. These pheromone responses 
may be determined by a second pathway for olfactory percep-
tion, which sends signals from the olfactory bulb to the amyg-
dala and which does not depend on experience for identifying 
odors. According to this “dual pathway” idea, odor objects that 
depend on experience are served by the piriform cortex, and 
innate responses to chemicals such as pheromones are served 
by a separate pathway that creates automatic responses to spe-
cifi c odors (Kobayakawa et al., 2007; Sosulski et al., 2011).

For humans, experience is the most important determi-
nant of the formation of odor objects. But we are now going 
to take yet another step, beyond the piriform cortex, to con-
sider mechanisms that take us beyond considering olfaction 
as simply the experience of “smell.” We will now see that 
olfaction is a crucial component of the convergence of taste 
and olfaction that occurs when we eat, which results in the 
experience called fl avor.

(b)  Olfactory bulb (c)  Piriform cortex (d)  Piriform cortex 
       after learning

(a)  Odor object

1 2 3 4 5

Odorant molecules

Chemotopic
map activated

Scattered
activation

Pattern for
odor object

Figure 15.22 Memory 

mechanism for forming 

representations of the fl ower’s 

odor. See text for details. © Cengage 

Learning 2014. Photo by Barbara Goldstein.

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



 The Perception of Flavor 381 

The Perception of Flavor

What most people refer to as “taste” when describing their 
experience of food (“That tastes good, Mom”) is usually a 
combination of taste, from stimulation of the receptors in 
the tongue, and olfaction, from stimulation of the receptors 
in the olfactory mucosa. This combination, which is called 
fl avor, is defi ned as the overall impression that we experi-
ence from the combination of nasal and oral stimulation 
 (Lawless, 2001; Shepherd, 2012). You can demonstrate how 
smell affects fl avor with the following demonstration.

DEMONSTRATION

“Tasting” With and Without the Nose
While pinching your nostrils shut, drink a beverage with a distinc-

tive taste, such as grape juice, cranberry juice, or coffee. Notice 

both the quality and the intensity of the taste as you are drinking 

it. (Take just one or two swallows because swallowing with your 

nostrils closed can cause a buildup of pressure in your ears.) After 

one of the swallows, open your nostrils, and notice whether you 

perceive a fl avor. Finally, drink the beverage normally with nostrils 

open, and notice the fl avor. You can also do this demonstration 

with fruits or cooked foods or try eating a jellybean with your eyes 

closed (so you can’t see its color) while holding your nose.

The reason you may have found it diffi cult to determine 
what you were drinking or eating when you were holding 
your nose is that your experience of fl avor depends on a com-
bination of taste and olfaction, and by holding your nose, 
you eliminated the olfactory component of fl avor. This inter-
action between taste and olfaction occurs at two levels: fi rst 
in the mouth and nose, and then in the cortex.

Taste and Olfaction Meet 
in the Mouth and Nose
Chemicals in food or drink cause taste when they activate 
taste receptors on the tongue. But in addition, food and drink 
release volatile chemicals that reach the olfactory mucosa by 
following the retronasal route, from the mouth through the 
nasal pharynx, the passage that connects the oral and nasal 
cavities (Figure 15.23). Although pinching the nostrils shut 
does not close the nasal pharynx, it prevents vapors from 
reaching the olfactory receptors by eliminating the circula-
tion of air through this channel (Murphy & Cain, 1980).

The fact that olfaction is a crucial component of fl avor 
may be surprising because the fl avors of food seem to be cen-
tered in the mouth. It is only when we keep molecules from 
reaching the olfactory mucosa that the importance of olfac-
tion is revealed. One reason this localization of fl avor occurs 
is because food and drink stimulate tactile receptors in the 
mouth, which creates oral capture, in which the sensations 
we experience from both olfactory and taste receptors are 

referred to the mouth (Small, 2008). Thus, when you “taste” 
food, you are usually experiencing fl avor, and the fact that it 
is all happening in your mouth is an illusion created by oral 
capture (Todrank & Bartoshuk, 1991).

The importance of olfaction in the sensing of fl avor has 
been demonstrated experimentally by using both chemical 
solutions and typical foods. In general, solutions are more dif-
fi cult to identify when the nostrils are pinched shut (Mozell 
et al., 1969) and are often judged to be tasteless. For example, 
 Figure 15.24a shows that the chemical sodium oleate has a 
strong soapy fl avor when the nostrils are open but is judged 
tasteless when they are closed. Similarly, ferrous sulfate 
( Figure 15.24b) normally has a metallic fl avor but is judged pre-
dominantly tasteless when the nostrils are closed (Hettinger 
et al., 1990). However, some compounds are not infl uenced 
by olfaction. For example, monosodium glutamate (MSG) 
has about the same fl avor whether or not the nose is clamped 
(Figure 15.24c). In this case, the sense of taste predominates.

Taste and Olfaction Meet 
in the Nervous System
Although taste and olfactory stimuli occur in close proxim-
ity in the mouth and nose, our perceptual experience of their 
combination is created when they interact in the cortex.  Figure 

15.25 is the diagram of the olfactory pathway from Figure 
15.18b (in blue) with the taste pathway added (in red), show-
ing connections between olfaction and taste (Rolls et al., 2010; 
Small, 2012). In addition, vision and touch contribute to fl avor 

Olfactory
mucosa

Nasal cavity

Nasal pharynx

Pharynx

Tongue

Oral cavity
Retronasal
route

Figure 15.23 Odorant molecules released by food in the oral cavity 

and pharynx can travel through the nasal pharynx (dashed arrow) to 

the olfactory mucosa in the nasal cavity. This is the retronasal route to 

the olfactory receptors. © Cengage Learning.
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382 CHAPTER 15 The Chemical Senses

by sending signals to the amygdala (vision), structures in the 
taste pathway (touch), and the orbitofrontal cortex (vision and 
touch).

All of these interactions among taste, olfaction, vision, 
and touch underscore the multimodal nature of our experi-
ence of fl avor. Flavor includes not only what we typically call 
“taste,” but also perceptions such as the texture and tempera-
ture of food (Verhagen et al., 2004), the color of food (Spence 
et al., 2010), and the sounds of “noisy” foods such as potato 
chips and carrots that crunch when we eat them (Zampini & 
Spence, 2010).

Because of this convergence of neurons from different 
senses, the orbitofrontal cortex contains many bimodal 
neurons, neurons that respond to more than one sense. For 
example, some bimodal neurons respond to both taste and 
smell, and others respond to taste and vision. An important 
property of these bimodal neurons is that they often respond 

to similar qualities. Thus, a neuron that responds to the taste 
of sweet fruits would also respond to the smell of these fruits. 
This means that neurons are tuned to respond to qualities 
that occur together in the environment. Because of these 
properties, it has been suggested that the orbitofrontal cor-
tex is a cortical center for detecting fl avor and for the percep-
tual representation of foods (Rolls & Baylis, 1994; Rolls et al., 
2010). Other research has shown that the insula, the primary 
taste cortex, is also involved in the perception of fl avor (de 
Araujo et al., 2012; Veldhuizen et al., 2010).

But fl avor isn’t a fi xed response that is automatically 
determined by the chemical properties of food. Although 
the chemicals in a particular food may always activate the 
same pattern of ORNs in the mucosa, by the time the signals 
reach the cortex they can be affected by many different fac-
tors, including a person’s expectations and the amount of a 
particular food the person has consumed.
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Figure 15.24 How people described the fl avors of three different compounds when they tasted them with their 

nostrils clamped shut and with their nostrils open. Each X represents the judgment of one person. From Hettinger, T. P., Myers, W. E., & 

Frank, M. E. (1990). Role of olfaction in perception of  non-traditional “taste” stimuli. Chemical Senses, 15, 755–760, fi g. 2, by permission of Oxford University Press.
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Figure 15.25 Flavor is created by interactions 

among taste, olfaction, vision, and touch. The 

olfactory pathway (blue) and taste pathway (red) 

interact, as signals are sent between these two 

pathways. In addition, both taste and olfactory 

pathways send signals to the orbitofrontal cortex 

(OFC), signals from touch are sent to the taste 

pathway and the OFC, and signals from vision are 

sent to the OFC. Also shown are the amygdala, 

which is responsible for emotional responses and has 

many connections to structures in both the taste and 

olfaction pathways and also receives signals from 

vision, and the hypothalamus, which is involved in 

determining hunger. © Cengage Learning 2014.
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Flavor Is Infl uenced by a Person’s 
Expectations
What you expect can infl uence both what you experience and 
neural responding. This was demonstrated by Hilke Plass-
mann and coworkers (2008) by having subjects in a brain 
scanner judge the “taste pleasantness” of different samples 
of wine. Subjects were asked to indicate how much they liked 
fi ve different wines, which were identifi ed by their price. In 
reality, there were only three wines; two of them were pre-
sented twice, with different price labels. The results, for a wine 
that was labeled either $10 or $90, are shown in  Figure 15.26. 
When the wines are presented without labels, the taste pleas-
antness judgments are the same (Figure 15.26a, left bars), but 
when tasting is preceded by a price label, the “$90 wine” gets a 
much higher taste rating than the “$10 wine.” In addition to 
infl uencing the person’s judgments, the labels also infl uence 
the response of the orbitofrontal cortex, with the $90 wine 
causing a much large response (Figure 15.26b).

What’s happening here is that the response of the orbito-
frontal cortex is being determined both by signals that begin 
with stimulation of the taste and olfactory receptors and 
by signals created by the person’s expectations. In another 

experiment, subjects rated the same odor as more pleasant 
when it was labeled “cheddar cheese” than when it was called 
“body odor,” and the orbitofrontal cortex response was larger 
for the cheddar cheese label (de Araujo et al., 2005).

Flavor Is Infl uenced by Food Intake: 
Sensory-Specifi c Satiety
Have you ever experienced the fi rst few forkfuls of a par-
ticular food as tasting much better than the last? Food 
consumed to satiety (when you don’t want to eat any more) 
is often considered less pleasurable than food consumed 
when hungry.

John O’Doherty and coworkers (2000) showed that 
both the pleasantness of a food-related odor and the brain’s 
response to the odor can be infl uenced by satiety. Subjects 
were tested under two conditions: (1) when hungry, and 
(2)  after eating bananas until satiety. Subjects in a brain 
scanner judged the pleasantness of two food-related odors: 
banana and vanilla. The pleasantness ratings for both were 
similar before they had consumed any food. However, after 
eating bananas until satiety, the pleasantness rating for 
vanilla decreased slightly (but was still positive), but the rat-
ing for banana decreased much more and became negative 
 (Figure 15.27a). This larger effect on the odor associated with 
the food eaten to satiety, called sensory-specifi c satiety, also 
occurred in the response of the orbitofrontal cortex. The 
orbitofrontal cortex response decreased for the banana odor 
but remained the same for the vanilla odor (Figure 15.27b). 
Similar effects also occurred in the amygdala and insula for 
some (but not all) subjects.

The fi nding that orbitofrontal cortex activity is related 
to the pleasantness of an odor or fl avor can also be stated in 
another way: the orbitofrontal cortex is involved in determin-
ing the reward value of foods. Food is more rewarding when 
you are hungry and becomes less rewarding as food is con-
sumed, until eventually—at satiety—the reward is gone and 
eating stops. These changes in the reward value of fl avors are 
important because just as taste and olfaction are important 
for warning of danger, they are also important for regulating 
food intake. Also note in Figure 15.25 that the orbitofrontal 
cortex sends signals to the hypothalamus, where neurons are 
found that respond to the sight, taste, and smell of food if 
hunger is present (Rolls et al., 2010).

What we’ve learned by considering each of the stages of 
the systems for taste, olfaction, and fl avor is that the pur-
pose of the chemical senses extends beyond simply creating 
 experiences of taste, smell, and fl avor. Its purpose is to help 
guide behavior—avoiding potentially harmful substances, 
seeking out nutrients, and helping control the amount of 
food consumed.

Does this description of a sense being concerned with 
behavior sound familiar? You may remember that  Chapter 7, 
Taking Action, presented a similar message for vision: 
Although early researchers saw the visual system as being 
concerned primarily with creating visual experiences, later 
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Figure 15.26 Effect of expectation on fl avor perception, as 

indicated by the results of Hilke Plassman’s (2009) experiment. 

(a) The red and blue bars indicate ratings given to two presentations 

of the same wine (although subjects didn’t know they were the 

same). The two bars on the left indicate ratings when there were no 

price labels on the wines. The two bars on the right indicate that the 

subject’s give higher “taste pleasantness” ratings when the wine is 

labeled $90, compared to when it is labeled $10. (b) Responses of 

the OFC when tasting the wines labeled $10 and $90. Part (b) from Plassmann, 

H., O’Doherty, J., Shiv, B., & Rangel, A. (2008). Marketing actions can modulate neural representations of 

experienced pleasantness. Proceedings of the National Academy of Sciences, 105, 1050–1054, Fig. 2D, p. 1051, 

with permission. Copyright © 2008 National Academy of Sciences, U.S.A.
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researchers have argued that the ultimate goal of the visual 
system is to support taking actions that are necessary for 
survival (see page 169). The chemical senses have a similar 
ultimate purpose of guiding and motivating actions required 
for survival. We eat in order to live, and our experience of fl a-
vor helps motivate that eating. (Unfortunately, it should be 
added, the shutoff mechanisms are sometimes overridden 
by “modern” foods and other factors, with obesity as an out-
come—but that’s another story.)

SOMETHING TO CONSIDER: 

The Proust Effect: Memories, 
Emotions, and Smell

One of the most famous quotes in literature is Marcel Proust’s 
description of an experience after eating a small lemon cookie 
called a madeleine:

“The sight of the little madeleine had recalled noth-
ing to my mind before I tasted it . . . as soon as I had 

recognized the taste of the piece of madeleine soaked 
in her decoction of lime-blossom which my aunt 
used to give me . . . immediately the old grey house 
upon the street, where her room was, rose up like a 
stage set to attach itself to the little pavilion opening 
on to the garden which had been built out behind it 
for my parents . . . and with the house the . . . square 
where I used to be sent before lunch, the streets 
along which I used to run errands, the country 
roads we took when it was fi ne. (Marcel Proust, Re-
membrance of Things Past, 1913)

Proust’s description of how taste and olfaction unlocked 
memories he hadn’t thought of for years, now called the 
Proust effect, is not an uncommon experience. I once entered 
a staircase in an old building. It had wooden walls on either 
side and dusty old rubber treads on each step, but what hit 
me was the smell, which was the same smell as the staircase 
I used to climb as a young boy in my grandfather’s house. As 
soon as I smelled that staircase, I experienced memories of 
that old house and of my grandfather, who had died years 
before.

So I have experienced the Proust effect, but is there any 
scientifi c evidence for its existence? The answer is that a num-
ber of experiments have demonstrated a link between odors 
and specifi c aspects of memory. Rachel Herz and Jonathan 
Schooler (2002) had subjects describe a personal memory 
associated with items like Crayola crayons, Coppertone sun-
tan lotion, and Johnson’s baby powder. After describing their 
memory associated with the objects, subjects were presented 
with an object either in visual form (a color photograph) or 
in odor form (smelling the object’s odor) and were asked to 
think about the event they had described and to rate it on a 
number of scales. The result was that subjects who smelled 
the odor rated their memories as more emotional than sub-
jects who saw the picture. They also had a stronger feeling 
than the visual group of “being brought back” to the time 
the memory occurred (also see Willander & Larsson, 2007).

What’s behind this effect? A physiologically based answer 
for the high emotionality and feeling of “being brought back” 
associated with odor-elicited memories is that there are con-
nections from structures involved in both taste and olfaction 
to the amygdala, which is involved in emotional behavior, 
and to other structures such as the hippocampus, which is 
involved in storing memories.

One question raised by this research is whether the emo-
tion associated with the odor-based memories is a perceptual 
effect that occurs simply because smelling odors activates 
the amygdala. Or does the effect occur because smelling 
odors elicits especially emotional memories? There is some 
evidence that the second explanation is correct (Willander 
& Larsson, 2007), but more research needs to be done to be 
sure. Whatever the correct explanation for these effects, it is 
clear from people’s experiences involving odor and memory 
that there is something special about memories that are asso-
ciated with odors.
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Figure 15.27 Sensory-specifi c satiety. Results of the O’Doherty et al. 

(2000) experiment. (a) Pleasantness rating for banana and vanilla odor 

before eating (left bars) and after eating bananas to satiety (right bars). 

(b) Response of the orbitofrontal cortex to banana and vanilla odors 

before and after eating bananas. From O’Doherty, J., Rolls, E. T., Francis, S., Bowtell, R., McGlone, 

F., Kobal, G., et al. (2000). Sensory-specifi c satiety-related olfactory activation of the human orbitofrontal cortex. 

Neuroreport, 11, 893–897. Reproduced by permission.
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Do newborn infants perceive odors and tastes? Early 
 researchers, noting that a number of olfactory stimuli elic-
ited responses such as body movements and facial expres-
sions from newborns, concluded that newborns can smell 
(Kroner, 1881, cited in Peterson & Rainey, 1911). However, 
some of the stimuli used by these early researchers may have 
irritated the membranes of the infant’s nose, so the infants 
may have been responding to irritation rather than to smell 
(Beauchamp et al., 1991; Doty, 1991). VL

Modern studies using nonirritating stimuli, however, 
have provided evidence that newborns can smell and can 
discriminate between different olfactory stimuli. J. E. Steiner 
(1974, 1979) used nonirritating stimuli to show that infants 
respond to banana extract or vanilla extract with sucking and 
facial expressions that are similar to smiles, and they respond 
to concentrated shrimp odor and an odor resembling rotten 
eggs with rejection or disgust (Figure 15.28). Perhaps the most 
signifi cant odors for the infant originate from the mother, 
and infants can recognize their mothers through the sense of 
smell (Porter et al., 1983; Russell, 1976; Schaal, 1986).

Research investigating infants’ reactions to taste has 
included numerous studies showing that newborns can 
discriminate sweet, sour, and bitter stimuli (Beauchamp et 
al., 1991). For example, newborns react with different facial 
expressions to sweet, sour, and bitter stimuli but show little 
or no response to salty stimuli (Ganchrow, 1995; Ganchrow 
et al., 1983; Rosenstein & Oster, 1988; Steiner, 1987).

Research studying how newborns and young infants 
respond to salt indicates that there is a shift toward greater 
acceptance of salty solutions between birth and 4 to 8 
months of age that continues into childhood (Beauchamp 
et al., 1994). One explanation for this shift is that it refl ects 
the development of receptors sensitive to salt during infancy. 
But there is also evidence that infants’ preferences are shaped 

by experience that occurs both before birth and during early 
infancy. For example, infants born to women who reported 
suffering from moderate to severe symptoms of morning 
sickness had signifi cantly higher relative intake of salt solu-
tions at 4 months of age than those whose mothers reported 
having no more than mild morning sickness (Crystal & Ber-
nstein, 1995, 1998; Lesham, 1998).

Further evidence for the effect of experience before 
birth is based on the fi nding that what pregnant women eat 
can change the smell of the amniotic fl uid environment in 
which the fetus is developing. The amniotic fl uid of pregnant 
women who eat garlic has a stronger or more garlicky smell 
than the fl uid of women who don’t eat garlic (Mennella et 
al., 1995). Evidence that the fl avor of the amniotic fl uid can 
infl uence an infant’s preferences is provided by the results of 
an experiment by Julie Mennella and coworkers (2001).

Mennella’s experiment involved three groups of preg-
nant women, as shown in Table 15.4. Group 1 drank carrot 
juice during their fi nal trimester of pregnancy and water dur-
ing the fi rst two months of lactation, when they were breast-
feeding their infants. Group 2 drank water during pregnancy 
and carrot juice during the fi rst two months of lactation, and 
Group 3 drank water during both periods. The infants’ pref-
erence for carrot-fl avored cereal versus plain cereal was tested 
four weeks after they had begun eating cereal but before 
they had experienced any food or juice containing a carrot 
fl avor. The results, shown in the right column of Table 15.4, 
indicate that the infants who had experienced carrot fl avor 
either in utero or in the mother’s milk showed a preference 
for the  carrot-fl avored cereal (indicated by a score above 0.5), 
whereas the infants whose mothers had consumed only water 
showed no preference.

Infant responses to tastes, odors, and fl avors are there-
fore determined both by innate factors and by experience. An 
important conclusion from the fi nding that what the mother 
consumes during pregnancy and lactation infl uences the odors 
experienced by the fetus and breastfed infant is that the fi rst 
step toward ensuring that young children develop good eating 
habits is for mothers to eat healthy foods both when pregnant 
and when nursing. Another conclusion is that infants can 
become familiar with foods common to a particular culture 
before they are born (Beauchamp &  Mennella, 2009).

DEVELOPMENTAL DIMENSION: Infant Chemical Sensitivity

C. BA/VA FI RE

Figure 15.28 The facial expressions of 3- to 8-hour-old infants in 

response to some food-related odors. Each horizontal row shows the 

reactions of the same infant to the following stimulation: C = control, 

odorless cotton swab; BA/VA = artifi cial solution of banana or vanilla; 

Fl = artifi cial fi sh or shrimp odor; RE = Artifi cial rotten egg odor. The 

infants were tested prior to the fi rst breast- or bottle-feeding.
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TABLE 15.4  Effect of What the Mother Consumes 

on Infant Preferences

GROUP
LAST 
TRIMESTER

DURING BREAST 
FEEDING

INTAKE OF CARROT 
FLAVOR

1 Carrot juice Water 0.62

2 Water Carrot juice 0.57

3 Water Water 0.51

Note: Intake score above 0.50 indicates preference for carrot-fl avored cereal.
© Cengage Learning
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386 CHAPTER 15 The Chemical Senses

TEST YOURSELF 15.3

1. What are the main structures in the olfactory system past the 

olfactory bulb?

2. How are odors represented in the piriform cortex? How 

does this representation differ from the representation in the 

 olfactory bulb?

3. How has formation of the representation of odor objects in the 

cortex been described as being caused by experience? How is 

this similar to the process of forming memories?

4. What is fl avor perception? Describe how taste and olfaction meet 

in the mouth and nose and then later in the nervous  system.

5. Describe the experiment that showed how expectations 

about a wine’s taste can infl uence taste judgments and brain 

 responding.

6. Describe the experiment that demonstrates sensory-specifi c 

satiety.

7. What is the Proust effect? Is there any evidence for it?

8. What is the evidence that newborns can detect different taste 

and smell qualities? Describe the “carrot juice” experiment 

and how it demonstrates that what a mother consumes can 

 infl uence infant taste preferences.

THINK ABOUT IT

 1. Consider the kinds of food that you avoid because you 
don’t like the taste. Do these foods have anything in 
common that might enable you to explain these taste 
preferences in terms of the activity of specifi c types of 
taste receptors? (p. 369)

 2. Can you think of situations in which you have encoun-
tered a smell that triggered memories about an event or 
place that you hadn’t thought about in years? What do 
you think might be the mechanism for this type of expe-
rience? (p. 384)

KEY TERMS

Across-fi ber patterns (p. 365)
Amiloride (p. 369)
Amygdala (p. 379)
Anosmia (p. 371)
Bimodal neuron (p. 382)
Calcium imaging (p. 375)
Chemotopic map (p. 377)
Detection threshold (p. 372)
Flavor (p. 381)
Frontal operculum cortex (p. 365)
Glomeruli (p. 376)
Insula (p. 365)
Macrosmatic (p. 371)
Microsmatic (p. 371)
Nasal pharynx (p. 381)
Neurogenesis (p. 364)

Nontaster (p. 370)
Nucleus of the solitary tract (p. 365)
Odor map (p. 377)
Odor object (p. 374)
Odotoptic map (p. 377)
Olfaction (p. 371)
Olfactometer (p. 372)
Olfactory bulb (p. 374)
Olfactory mucosa (p. 374)
Olfactory receptor neurons (ORNs) 

(p. 374)
Olfactory receptors (p. 374)
Optical imaging (p. 377)
Oral capture (p. 381)
Orbitofrontal cortex (p. 378)
Papillae (p. 365)

Pheromone (p. 371)
Piriform cortex (p. 378)
Primary olfactory area (p. 378)
Proust effect (p. 384)
Recognition profi le (p. 376)
Recognition threshold (p. 373)
Retronasal route (p. 381)
Secondary olfactory area (p. 378)
Sensory-specifi c satiety (p. 383)
Supertaster (p. 370)
Taste bud (p. 365)
Taste cell (p. 365)
Taste pore (p. 365)
Taster (p. 370)
2-deoxyglucose technique (p. 377)
Video microscopy (p. 370)
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MEDIA RESOURCES

CourseMate 

Go to CengageBrain.com to access Psychology CourseMate, 
where you will fi nd the Virtual Labs plus an interactive  eBook, 
fl ashcards, quizzes, videos, and more.

Virtual Labs VL

The Virtual Labs are designed to help you get the most out 
of this course. The Virtual Lab icons direct you to specifi c 
media demonstrations and experiments designed to help 
you visualize what you are reading about. The numbers 
 below  indicate the number of the Virtual Lab you can access 
through  Psychology CourseMate.

15.1 The Professor Show: How Taste Works (p. 364) 
Fast-talking professor describes the basics of taste stimuli in 
90 seconds. (Courtesy of Joshua Davis and Tim Harris)

15.2 The Taste System (p. 365) 
A drag-and-drop diagram to test your knowledge of struc-
tures in the taste system.

15.3 The Olfactory System (p. 374) 
A drag-and-drop diagram to test your knowledge of struc-
tures in the olfactory system.

15.4 Taste (p. 385) 
Research on taste in infants.

15.5 Smell (p. 385) 
Research on smell in infants.
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Ticket to Ride
Starting Points for the Scientifi c Study 
of Perception

The past is prologue to the present.
William Shakespeare, The Tempest (adapted)

Every journey has a beginning. The beginning of conjectures 
about perception can be traced back to Aristotle’s and Plato’s 
writings from ancient times. But we will consider some mod-
ern precursors to the study of perception by describing trains 
that took off from different stations in the late 1800s and 
early 1900s, with ideas about perception that have endured to 
the present day. One idea was about the connection between 
neurons and perception; a second was about the nature of 
perceptual experience; and a third was about ways to mea-
sure perception. We call these ideas “tickets to ride” because 
they provided starting points that were taken up by a series of 
researchers who eventually created the  fi ndings you have read 
about in this book.

The “neural ticket” was provided by Edgar Adrian, who 
started his quest to understand the relation between electrical 
signals in the nervous system and perception in the 1920s in 
his laboratory at the University of Cambridge. As he states in 
an early description of his work, The Basis of Sensation (1927):

It turns out that the messages from our sense 
organs are all made up of a common vocabulary of 
the simplest kind. They consist of a series of brief 
impulses in each nerve fi bre; all the impulses are 
very much alike, whether the message is destined to 
arouse the sensation of light, of touch, or of pain; 
if they are crowded closely together the sensation is 
intense, if they are separated by long intervals the 
sensation is correspondingly feeble. (p. 7)

I
n our survey of the senses, we have described a number of 

different senses and how we perceive different qualities 

within each sense. But you may have noticed that while 

different chapters may have described different senses or 

qualities, there were common threads that recurred through-

out the book. As different as the structures of the senses are 

and the experiences that they create, they are all serving the 

same body and have a similar purpose: to provide informa-

tion about the environment, to create experiences, and to 

help the person or animal take actions necessary for survival. 

The purpose of this epilogue is to recount some of the themes 

in the book with an emphasis on principles that apply across 

the senses. It is, therefore, a “survey of the main action” that 

has occurred in the past 15 chapters. We begin with the per-

ceptual process, which was introduced in Chapter 1 [p. 5] as 

follows:

Perception happens at the end of what can be 
described . . . as a long and winding road. This 
road begins outside of you, with stimuli in the 
 environment . . . and ends with the  behavioral 
responses of  perceiving, recognizing, and 
 taking action.

The idea of a long and winding road was introduced to 

emphasize the complexity of what we were about to describe 

and also the idea that perception can be conceived of as 

unfolding in a number of stages. We can also apply the idea 

of a road in another way, by considering the road of scien-

tifi c discovery that has stretched from early approaches to 

 perception to what we know today.

The Long and Winding Road
This Epilogue has six sections, each of which focuses on a facet of perception that was discussed in the book. 

The titles of the sections, which are from Beatles songs, capture the gist of each section.

E P I L O G U E

388
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 Ticket to Ride 389 

Adrian was not the fi rst to record electrical signals from 
the nervous system, but he made use of a new technology—
vacuum tube amplifi ers—to make visible for the fi rst time 
nerve impulses in single nerve fi bers, and he was awarded 
the 1932 Nobel Prize in Physiology and Medicine for this 
achievement.

Notice that Adrian begins with electrical signals but 
turns to the relationship of these signals to perception when 
he states, “If electrical signals are crowded together, the sen-
sation is intense, if they are separated by long intervals the 
sensation is correspondingly feeble.” What Adrian is saying 
is that electrical signals are representing the intensity of the 
stimulus, so light that generates “crowded” electrical signals 
appears bright, but light that generates signals separated by 
long intervals appears dim (Figure 1). Simple enough. But 
later researchers tackled more complicated problems. How 
are colors represented? Complex forms? Musical sounds? 
The smell of a fl ower? These are all questions about repre-
sentation, and we have seen in this book that the answers to 
these and similar questions are not simple.

Our perception of a tree occurs because the tree is repre-
sented by an image on the retina, which is transformed into 
electrical signals that are transmitted to the brain to form an 
electrical representation of the tree in the cortex. The simplis-
tic approach to the question of how the tree is represented is 
that an electrical “picture” of the tree is formed in the brain. 
But we’ve seen that the electrical signals that represent the 
tree may not resemble the tree at all. Instead, they transmit 
coded electrical information that stands for “tree.” This 
code occurs as signals are transmitted down the road from 
receptors to the brain and then within the brain [Ch. 3, p. 70; 

Ch. 11, p. 280; Ch. 12, p. 300; Ch. 15, p. 378]. Ideas such as 
these, which take as their starting point the ability to record 
from single neurons, are the outcome of a long succession of 
researchers leading from Adrian to the present day.

The “behavioral (or perceptual experience) ticket” was 
provided by the Gestalt psychologists when they rejected the 
structuralists’ idea that perceptions are created by adding up 
tiny sensations. Interestingly, Max Wertheimer, the founder of 
Gestalt psychology, was actually on a train ride when he bought 
the toy stroboscope that inspired him to question the struc-

turalists’ idea of sensations 
and to propose instead the 
famous dictum that the 
whole is different than the sum 
of its parts [Ch. 5, p. 101]. The 
Gestalt psychologists’ pro-
posal of principles of organi-
zation and their writings on 
fi gure–ground segregation 
emphasized the basic operat-
ing principles that determine 
our perception of what’s “out 
there.” Their main inter-
est was not in physiological 

 mechanisms, but in how the elements of the environment 
become  organized into  perceptual wholes (Figure 2).

Perceptual psychology also had roots in the early 
ideas of 19th-century physicist Gustav Fechner, who pro-
posed psychophysical methods for measuring thresholds 
[Ch. 1, p. 12]. Many generations after Fechner, researchers 
still use these methods to make quantitative measurements 
of thresholds. One reason for measuring thresholds is to 
determine functions such as dark adaptation and spectral 
sensitivity curves [Ch. 2, pp. 29, 33] and audibility functions 
[Ch. 11, p. 267], and limits such as visual contrast  thresholds 
[Ch. 3, p. 67] and tactile and olfactory detection thresholds 
[Ch. 14, p. 343; Ch. 15, p. 372] that defi ne important  operating 
 characteristics of sensory systems (Figure 3).

But as we have seen throughout this book, measuring 
thresholds is also crucial for determining the relationship 
between physiology and perception. Thus, when psychophysi-
cal measurements show that we are more sensitive to horizon-
tal lines than to slanted lines, and  physiological  measurements 
show that there are more neurons that respond to horizon-
tal lines than to slanted lines, this provides evidence linking 
physiology and perception [Ch. 1, p. 11; Ch. 4, p. 91]. In this 
example, psychophysical methods devised by Fechner are col-
laborating with neural recordings descended from Adrian. 
We now shift our focus from historical precedents that led 
down a road of discovery, to neurons that create a “roadway” 
from receptors to the brain.
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Figure 3 The audibility function (see Figure 11.8). From Fletcher, H., & Munson, 

W. A. (1933). Loudness: Its defi nition, measurement, and calculation. Journal of the Acoustical Society of America, 

5, 82–108. Reproduced by permission.

Figure 2 The vase–face 

display used by the Gestalt 

psychologists to illustrate 

fi gure–ground organization 

(see Figure 5.25).
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Figure 1 Increases in nerve fi ring are associated with more intense 

sensory experiences (see Figure 2.26). © Cengage Learning.
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390 EPILOGUE The Long and Winding Road

Here, There, 
and Everywhere
The Travels and Destinations 
of Neural Signals

Neural signals reach destinations and create  experiences.

One way to describe the neural road would be to say that 
electrical signals start in the receptors and eventually reach 
the brain. While this is correct, it is overly simplifi ed because 
there are many complex routes between receptors and the 
brain and then within the brain itself [Ch. 3, p. 63; Ch. 4, 

p. 83; Ch. 12, p. 396; Ch. 14, p. 340; Ch. 15, p. 382]. One clue to 
this complexity appears right at the beginning of the visual 
system when signals generated in the rod and cone receptors 
navigate the complex neural pathways of the retina (Figure 4) 
[Ch. 2, p. 42].

Something very important is happening as signals from 
the receptors are traveling through the retina—the neural 
representation of the image on the retina is being processed. 
We can’t tell this simply by looking at the signals traveling 
out the back of the eye in the optic nerve, because all nerve 
impulses look similar. But determining the neuron’s recep-
tive fi eld—the area on the retina that causes this neuron to 
fi re—does provide information that indicates the effects of 
processing [Ch. 3, p. 60]. One of the things that measuring 
receptive fi elds (and the types of stimuli that cause a neuron 
to fi re) tells us is that the sequential processing that occurs as 
signals move from one nucleus to another toward the brain 
and within it results in neurons that respond to more and 

more complex stimuli. Thus, neurons early in the visual 
system respond best to small spots of light; later neurons 
respond to faces (Figure 5) [Ch. 2, p. 62; Ch. 4, p. 87]. Similarly, 
neurons early in the auditory system respond to pure tones; 
later neurons respond to complex environmental sounds 
[Ch. 12, p. 300; Ch. 13, p. 329].

But the neural road doesn’t just pass through a linear 
sequence of structures. There are branches that transmit 
signals here, there, and everywhere to result in distributed 
 processing, so that even a simple object ends up activating 
many different areas within the brain [Ch. 3, p. 71; Ch. 4, 

p. 89; Ch. 5, p. 120; Ch. 7, p. 164; Ch. 8, p. 192; Ch. 9, p. 213; 

Ch. 12, p. 300; Ch. 14, p. 355; Ch. 15, p. 378].

Branching also creates parallel streams, most notably the 
what and where/how pathways in vision and hearing ( Figure 6) 
[Ch. 4, p. 83; Ch. 12, p. 299]. The fact that the same types of 
pathways occur in both vision and hearing illustrates how the 
senses can share common mechanisms. In the next section, 
we consider both commonalities in how the senses operate 
and how they work together to create the multidimensional 
quality of everyday perceptions.

All Together Now
The Multidimensional Nature of Perception

A symphony is created by many instruments.

The theme of All Together Now can be applied in two ways: (1) 
the different senses operate according to similar principles; 
and (2) the different senses interact with each other. The 

Figure 4 Cross section of the retina (see Figure 2.32). Based on “Organization 

of the Primate Retina,” by J. E. Dowling and B. B. Boycott, Proceedings of the Royal Society of London, B, 1966, 166, 

p. 80–111, by permission of the Royal Society and John Dowling.
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Figure 5 There are neurons in 

the visual system that respond 

to faces (see Figure 4.19).
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Figure 6 The what and where streams for the auditory system. 

Similar streams occur for vision (see Figure 12.17). Adapted from Poremba, A., 

Saunders, R. C., Crane, A. M., Cook, M., Sokoloff, L., & Mishkin, M. (2003). Functional mapping of the primate 

auditory system. Science, 299, 568–572. 
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idea that the senses operate according to similar  principles 
isn’t surprising given that they all operate within the same 
nervous system and are often sensing aspects of the same 
stimuli. One similarity that holds across the senses is the 
presence of selective receptors. For vision there are separate 
receptors that respond to different parts of the spectrum 
[Ch. 2, p. 34; Ch. 9, p. 208]; for hearing there are hair cells 
that, by virtue of their location along the basilar membrane, 
respond to different frequencies [Ch. 11, p. 277]; for touch 
there are mechanoreceptors specialized for different forms of 
tactile stimulation (Figure 7) [Ch. 14, p. 338]; and for taste 
there are receptors for sweet, salty, sour, bitter, and umami 
[Ch. 15, p. 367].

Another similarity is that there are maps associated 
with each sense: retinotopic maps of locations in the visual 
fi eld [Ch. 4, p. 78]; tonotopic maps of frequencies [Ch. 11, 

p. 277]; somatotopic maps of locations on the body [Ch. 14, 

p. 341]; and chemotopic maps of chemical properties of odor-
ant molecules [Ch. 15, p. 377].

Another example of All Together Now is provided by what 
happens while our observer from Chapter 5 is watching a 
rolling red ball (Figure 8). Because the ball has a number of 
different qualities—form, color, movement, and depth—the 
observer is having a multidimensional experience. But even 
though each of these qualities is processed in different areas 

of the brain, the observer experiences them all together, as 
a coherent whole, because of connections between the areas 
that process each quality.

Further sensory dimensions occur as the ball creates a 
sound that follows along with it, and if the person were to 
catch the ball when it rolls off the end of the table, he would 
experience cutaneous and haptic perceptions that begin 
when he sees the ball hit his hand. Going even further and 
imagining that the ball is an apple, we can bring in the senses 
of taste and smell as well (but say goodbye to the “ball”). The 
point of this example is that even though we may have con-
sidered different qualities and different senses in separate 
chapters, our body doesn’t work like chapters in a book. All 
of these qualities and senses work together to create our per-
ception of a coherent world, in which coordination between 
the senses is the rule [Ch. 12, p. 310; Ch. 13, p. 324; Ch. 14,

 p. 357; Ch. 15, p. 381].

Here Comes the Sun
How Knowledge Illuminates Perception

Neurons receive a little help from what we have learned

Neural signals offer one level of explanation for perception, 
because without nerve impulses there would be no percep-
tion. But because of the complexity of perception and the 
ambiguous nature of perceptual stimuli (Figure 9) [Ch. 5, 

p. 97; Ch. 8, p. 189; Ch. 9, p. 220; Ch. 12, p. 304], achieving 
accurate perceptions also depends on information from 
knowledge created by the experiences we bring to a situation. 
Considered in this way, knowledge is needed to transform 
the information in coded neural signals into accurate repre-
sentations of the environment. Perception, according to this 
idea, is created when bottom-up information created by the 
receptors is illuminated by top-down information supplied 
by knowledge [Ch. 1, p. 9; Ch. 4, p. 84; Ch. 5, p. 111; Ch. 6, 

p. 131; Ch. 13, p. 324; Ch. 14, p. 353].
The idea of illuminating perception with knowledge has 

been approached in a few different ways. We are born into 
the environment with some built-in capacities. Infants can 
see rudimentary forms (Figure 10) and can distinguish bitter 

Ruffini cylinder (SA2) Pacinian corpuscle (RA2 or PC)

Fires to
continuous pressure

Fires to
“on” and “off”

Figure 7 Two types of mechanoreceptors found in the skin that 

respond to different types of tactile stimulation (see Figure 14.2). 
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Figure 8 A person observing a rolling red ball. Each quality of the 

ball is processed in different areas of the brain (see Figure 6.24). 
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Objects that create the same 
image on the retina

Figure 9 The image on the retina is ambiguous because the image 

could potentially be created by many different objects (see Figure 5.6). 
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from sweet [Ch. 5, p. 120; 

Ch.  15, p. 385]. But two 
things happen as infants 
grow into children and 
then into adults: Their 
perceptual systems 
mature physically, and 
they are constantly expe-
riencing their environ-

ment, learning about things that occur often, which are called 
regularities in the  environment [Ch. 5, p. 110; Ch. 6, p. 131].

For example, we learn to expect certain things to occur 
in certain contexts, so we interpret a blob-like shape differ-
ently when it is in different surroundings (Figure 11); we learn 
that when an object is interrupted by an occluding object, 
the interrupted object continues behind the occluder [Ch. 5, 

p. 104]; and we look longer at objects that violate “everyday 
rules,” such as a printer sitting on a stove [Ch. 6, p. 131]. We 
accomplish these perceptual feats without thinking about 
“rules” or what we know, just as Hermann von Helmholtz 
suggested when he proposed his theory of unconscious infer-
ence [Ch. 5, p. 113].

Not only do experience and knowledge help us “decode” 
complex stimuli, such as the continuous auditory stimulus 
created by speech, which we are able to separate into indi-
vidual words [Ch. 13, p. 326], but knowledge also modulates 
what we experience. Consider, for example the gate control 
theory of pain, which proposes that pain is determined by 
stimulation of pain receptors and by knowledge and past 
experience. Thus, even expecting that a drug will reduce pain 
can cause pain reduction, even if the “drug” is a sugar pill 
placebo [Ch. 14, p. 353].

All of the effects we have been describing, both neural 
and behavioral, are involved in creating our experience of the 
environment. But what is the purpose of this experience? As 
we saw in Chapter 7, one important function of perception is 
to help us survive.

Help!
Why We Need Perception

The point of perception extends beyond having an experience.

One answer to the question “Why do we need perception?” 
is that perception tells us what is out there in the environ-
ment, and this knowledge creates an awareness that helps us 
survive. Being able to see that the woolly mammoth in the 
distance is huge—even though it is far away and so creates a 
small image on the caveman’s retina—helps him take appro-
priate precautions. Hearing the sound of a car bearing down 
on us alerts us to get out of the way.

What’s important about these two examples is that they 
involve having experiences (“big wooly mammoth out there” 
and “car coming”) and triggering actions (“stay out of sight” 
and “get out of the way”). The idea that perception is the basis 
of action has led many researchers to propose that we need 
perception not only for creating experiences but to help us 
take action [Ch. 7, p. 169].

One starting place for action is attention, which, accord-
ing to William James, determines a person’s experience. “My 
experience,” says James, “is what I agree to attend to” [Ch. 6, 

p. 127]. What are you experiencing right now? A quick guess—
the words you are now reading—but what do you experience 
when you look up? According to James, the answer depends 
on what you agree to attend to, but we saw in Chapter 6 
that our experience is also affected by stimuli such as bright 
fl ashes, loud sounds, or moving objects that capture our 
attention and may help us survive by warning us of possible 
danger [Ch. 6, p. 130].

We can appreciate that action extends beyond attention 
by remembering the sequence of events that occurred as Ser-
ena, sitting in the coffee shop after her bike ride as described 
in Chapter 7, carries out the simple action of reaching for a 
cup of coffee (Figure 12) [Ch. 7, p. 164]. The following actions 
involve the ventral (what) and dorsal (where/how) pathways 
that we mentioned earlier: Serena fi rst identifi es the cup 
( ventral), reaches for it (dorsal), perceives the cup’s handle 
(ventral), positions her hand to grip it (dorsal), takes into 
account how heavy the cup will be based on how much coffee 
it contains (ventral), and fi nally, lifts the cup with just the 
right amount of force (dorsal). Our everyday actions, it turns 
out, aren’t simply perceptions followed by actions. They are 

Figure 10 Newborn infants 

see faces as fuzzy blobs that are 

created by high-contrast areas of 

the face (see Figure 5.53).
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Figure 11 The identity of the blob is determined by the context 

within which it is seen (see Figure 5.40). Part (d) adapted from Oliva, A., & Torralba, A., 

The role of context in object recognition, Trends in Cognitive Sciences, Vol. 11, 12. Copyright 2007, with permission 

from Elsevier.
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(a) Perceive cup (b) Reach for cup (c) Grasp cup

Figure 12 The sequence of recognizing a cup and then reaching out 

and grasping it involves two separate visual processing streams (see 

Figure 7.18). From Goldstein, E. B., Cognitive Psychology, 3rd ed. © 2011 Wadsworth, a part of Cengage 

Learning, Inc. Reproduced by permission. www.cengage.com/permissions.
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Although researchers have been working to determine 
the physiological basis of perception for more than a cen-
tury, the mind–body problem, also called the hard problem 
of consciousness, is still unsolved. Researchers have had 
better luck determining the neural correlate of conscious-
ness, which has been called the easy problem of conscious-
ness, through countless experiments linking perception to 
the fi ring of single neurons and activation of specifi c brain 
areas [Ch. 2, p. 35; Ch. 4, p. 87; Ch. 5, p. 114; Ch. 8, p. 186; 

Ch. 10, p. 241; Ch. 11, p. 280; Ch. 12, p. 297; Ch. 13, p. 329; 

Ch. 14, p. 344; Ch. 15, p. 373]. But although great progress has 
been made toward determining the neural correlate of con-
sciousness, it is important to note that calling this problem 
“easy” is misleading. It is easy only in relation to a problem 
that is so diffi cult that most researchers have abandoned it. 
At some point the hard problem may be solved, but for now, 
work continues on the “easy” problem.

The second reminder of the problems we face in trying 
to understand the mechanisms underlying perception is that 
most perceptual processes operate “behind the scenes,” out-
side of our awareness. Obviously, we aren’t aware of the mul-
titude of nerve impulses and excitatory and inhibitory events 
at synapses that continually occur in our receptors, neural 
pathways, and within the brain. But we can also appreciate 
this behind-the-scenes activity by considering mechanisms 
such as the what and how pathways for vision that operate as 
we interact with the environment. When we recognize a cof-
fee cup sitting on a table in front of us and then reach across 
the table to pick it up, we aren’t aware that two separate neu-
ral pathways are involved.

V. S. Ramachandran and Sandra Blakeslee (1998), in a 
book titled Phantoms in the Brain, used this example of two 
pathways to introduce the idea of hidden processes they call 
zombies in the brain. In their explanation of the idea of zombies 
in the brain, Ramachandran and Blakeslee use the example 
of D.F., whose what (ventral) pathway was destroyed by car-
bon monoxide poisoning, so she couldn’t recognize objects 
or determine the orientation of a mail slot. But even though 
she couldn’t determine the orientation of the mail slot, she 
was able to mail a letter by orienting it so it fi t through the 
slot [Ch. 4, p. 85].

This example and others led Ramachandran and 
Blakeslee to propose that there are invisible zombies in the 
brain that control, without our awareness, our ability to carry 
out actions such as mailing a letter and recognizing objects. 
“There is,” they propose, “another being inside you that goes 
about his or her business without your knowledge or aware-
ness. And, as it turns out, there is not just one such zombie 
but a multitude of them inhabiting your brain” (pp. 83–84). 
While this may seem like a trailer to a Hollywood movie, it 
is actually one of the challenges to understanding how we 
perceive. Extremely complex processes, which we are largely 
unaware of, pose challenges to the ingenuity of perception 
researchers.

So now we have come to the end of the long and winding 
road that we have been traveling in our study of perception. 
As we do this, we return to Adrian, whose accomplishment of 

a constant interplay between systems that exist not only in 
vision but in hearing as well [Ch. 12, p. 299].

As important as perception is for creating action, our 
ability to get along in the environment depends not only 
on  getting out of the way of dangerous moving objects, and 
reaching for and grasping stationary objects, but also on 
interacting with other people. If you have good “social intel-
ligence,” you know that people’s actions are partially deter-
mined by their intentions and that it often helps to be able 
to appreciate what other people are experiencing in certain 
situations. It is here that mirror neurons, which fi re both 
when a person carries out an action and when the person 
observes someone else carrying out the same action, come 
into play [Ch. 7, p. 166; Ch. 13, p. 331]. Someone who says “I 
feel your pain” in fact may have a highly developed “mirror” 
system for experiencing other people’s pain [Ch. 14, p. 357]. 
Perception, it turns out, not only creates representations of 
the environment, it also helps us take actions within the 
environment and understand other people’s reactions to 
the environment.

The Fool on the Hill
Things Are Sometimes More Complicated 
Than They Seem

When we see the sun going down, something else may actually 
be happening.

Finally, in this last section, we come to the fool on the hill. The 
fool, the Beatles song informs us, is sitting on a hill watching 
the sun going down. While this might conjure up an image 
of someone blankly staring out into the sunset, the fool, as 
it turns out, is not a fool at all. We know this from the next 
line of the song, which tells us that while watching the sun go 
down, he “sees the world spinning ’round.” The fool knows 
that what we see (the sun going down) is not what is actually 
happening. The earth’s rotation is what makes it appear that 
the sun is going down. Things are not, as the fool realizes, 
always what they seem.

And so it is with perception. It appears to be one thing—
simple because of our effortless perceptual responses to light, 
sound, pressure, and molecules—but is actually created by 
processes that are extremely complex and not at all obvious. 
This idea—that perception appears to be simple but actually 
isn’t—is one of the main messages of this book. So we end 
this epilogue with two reminders of the diffi culty of the prob-
lems we face when trying to understand the mechanisms of 
perception.

The fi rst reminder takes us back to the mind–body prob-
lem, described in Chapter 3 [p. 72]: How do physical processes, 
such as nerve impulses or sodium and potassium molecules 
fl owing across membranes (the body part of the problem), 
become transformed into the richness of perceptual experi-
ence (the mind part of the problem)?
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recording from single sensory neurons set the stage for the 
many thousands of experimenters who followed his lead. In 
a series of 1946 lectures in which Adrian (1947) assessed the 
state of perception research at the time, he opened by stating 
that “perhaps the chief impression that will be left by this 
account is the complete inability of contemporary science 
to give a satisfactory picture of any kind of mental activity” 
(p. 1). But within Adrian’s lifetime (he died in 1977), he would 
see advances in our understanding of the physiological basis 
of perception that might make him reconsider his statement, 
and if he were alive today he might marvel at how far we 
have come.

Now, in the second decade of the 21st century, we under-
stand a great deal about how neurons fi re to different kinds 
of stimuli, how parts of the brain are specialized for dif-
ferent functions, how our senses interact, and the way our 
knowledge of scenes and sounds, smells and textures help 
us identify what is out there. But just because we know a lot 
doesn’t mean there isn’t a great deal more to learn. We have 
a long way to go before we can say we truly understand how 
we perceive the enormous complexity of our everyday envi-
ronment. We are far from understanding everything that’s 
happening both neurally and behaviorally when we take a 
walk in the woods and perceive trees and leaves blowing in 
the wind and simultaneously feel the wind on our face, sense 
a smell in the air, and hear a lone dog barking in the distance. 
Although we understand aspects of each of these experiences, 
we  understand only a small fraction of what is behind even 
the simplest of our everyday perceptions.

Picture a student some decades from now, sitting at his 
or her desk reading a future edition of this book. What new 
discoveries will he or she be reading about? The answers to 
this question lie along the road to be paved by the discoveries 
of future researchers, many of whom, if history is any guide, 
will have begun their journey of discovery by taking a course 
in perception much like the one you are taking now.

The songs in the section titles:

“The Long and Winding Road.” Paul McCartney (1969). 
Album: Let It Be.

“Ticket to Ride.” John Lennon with Paul McCartney 
(1965). Album: Help!

“Here, There, and Everywhere.” Paul McCartney (1966). 
Album: Revolver.

“All Together Now.” Paul McCartney with John Lennon 
(1967). Album: Yellow Submarine.

“Here Comes the Sun.” George Harrison (1969). Album: 
Abbey Road.

“Help!” John Lennon (1965). Album: Help!

“The Fool on the Hill.” Paul McCartney (1967). Album: 
Magical Mystery Tour.
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A P P E N D I X

A
t the end of Chapter 1, we described a hypothetical 
experiment in which two subjects, Regina and Julie, 
were tested to determine their threshold for detecting 

a light (Figure 1.17). We saw that the threshold, determined 
by methods like constant stimuli, can depend on whether the 
subject is a conservative responder like Regina, who says “yes, 
I see the light” only if she is very sure she sees the light, or a 
liberal responder like Julie, who says “yes” any time she thinks 
the light might possibly have been presented. The difference 
between these two ways of responding, called a difference 
in response criterion, would cause Julie’s threshold to appear 
to be lower than Regina’s, even though the difference could 
 actually be caused by the difference in their response criteria. 
A technique based on a theory called signal detection theory has 
been used to deal with this problem.

In the next section, we will describe the basic proce-
dure of a signal detection experiment that involves detect-
ing tones and will show how we can tell whether Regina and 
Julie are, in fact, equally sensitive to the tones even though 
their response criteria are very different. After describing 
the signal detection experiment, we will look at the theory 
on which the experiment is based.

A Signal Detection 
Experiment

Remember that in a psychophysical procedure such as the 
method of constant stimuli, at least five different stimulus 
intensities are presented and a stimulus is presented on 
every trial. In a signal detection experiment studying the 
detection of tones, we use only a single low-intensity tone 
that is difficult to hear, and we present this tone on some 
of the trials and present no tone at all on the rest of the 
trials. Thus, a signal detection experiment differs from 
a classical psychophysical experiment in two ways: in a 

 signal detection experiment, (1) only one stimulus inten-
sity is presented, and (2) on some of the trials, no stimulus 
is presented. Let’s consider the results of such an experi-
ment, using Julie as our participant. We present the tone 
for 100 trials and no tone for 100 trials, mixing the tone 
and no-tone trials at random. Julie’s results are as follows:

When the tone is presented, Julie

 ■  Says “yes” on 90 trials. This correct response—saying 
“yes” when a stimulus is present—is called a hit in signal 
detection terminology.

 ■   Says “no” on 10 trials. This incorrect response—saying 
“no” when a stimulus is present—is called a miss.

When no tone is presented, Julie

 ■  Says “yes” on 40 trials. This incorrect response—saying 
“yes” when there is no stimulus—is called a false alarm.

 ■  Says “no” on 60 trials. This correct response—saying 
“no” when there is no stimulus—is called a correct 
rejection.

These results are not very surprising, given that we know 
Julie has a low criterion and likes to say “yes” a lot. This gives 
her a high hit rate of 90 percent but also causes her to say 
“yes” on many trials when no tone is present at all, so her 
90 percent hit rate is accompanied by a 40 percent false-
alarm rate. If we do a similar experiment on Regina, who has 
a higher criterion and therefore says “yes” much less often, 
we find that she has a lower hit rate (say, 60 percent) but also 
a lower false-alarm rate (say, 10 percent). Note that although 
Julie and Regina say “yes” on numerous trials on which no 
stimulus is presented, that result would not be predicted by 
classical threshold theory. Classical theory would say “no 
stimulus, no response,” but that is clearly not the case here. 
By adding a new wrinkle to our signal detection experiment, 
we can obtain another result that would not be predicted by 
classical threshold theory.

Signal Detection 

Theory

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



396 APPENDIX Signal Detection Theory

Without changing the tone’s intensity at all, we can 
cause Julie and Regina to change their percentages of hits 
and false alarms. We do this by manipulating each person’s 
motivation by means of payoffs. Let’s look at how payoffs 
might influence Regina’s responding. Remember that Regina 
is a conservative responder who is hesitant to say “yes.” But 
being clever experimenters, we can make Regina say “yes’” 
more frequently by adding some financial inducements to 
the experiment. We tell Regina that we are going to reward 
her for making correct responses and are going to penalize 
her for making incorrect responses by using the following 
payoffs:

Hit: Win $100

Correct rejection: Win $10

False alarm: Lose $10

Miss: Lose $10

What would you do if you were in Regina’s position? 
Being smart, you analyze the payoffs and realize that the way 
to make money is to say “yes” more. You can lose $10 if a 
“yes” response results in a false alarm, but this small loss is 
more than counterbalanced by the $100 you can win for a hit. 
Although you decide not to say “yes” on every trial—after all, 
you want to be honest with the experimenter about whether 
or not you heard the tone—you do decide to stop being so 
conservative. You decide to change your criterion for saying 
“yes.” The results of this experiment are interesting. Regina 
becomes a more liberal responder and says “yes” a lot more, 
responding with 98 percent hits and 90 percent false alarms.

This result is plotted as data point L (for “liberal” 
response) in Figure A.1, a plot of the percentage of hits ver-
sus the percentage of false alarms. The solid curve going 
through point L is called a receiver operating  characteristic 
(ROC) curve. We will see why the ROC curve is important 
in a moment, but first let’s see how we determine the other 
points on the curve. Doing this is simple: all we have to do 
is to change the payoffs. We can make Regina raise her crite-
rion and therefore respond more conservatively by means of 
the following payoffs:

Hit: Win $10

Correct rejection: Win $100

False alarm: Lose $10

Miss: Lose $10

This schedule of payoffs offers a great inducement to 
respond conservatively because there is a big reward for say-
ing “no” when no tone is presented. Regina’s criterion is there-
fore shifted to a much higher level, so Regina now returns to 
her conservative ways and says “yes” only when she is quite 
certain that a tone is presented; otherwise she says “no.” The 
result of this newfound conservatism is a hit rate of only 
10 percent and a minuscule false-alarm rate of 1 percent, 
indicated by point C (for “conservative” response) on the 
ROC curve. We should note that although Regina hits on 

only 10 percent of the trials in which a tone is presented, 
she scores a phenomenal 99 percent correct rejections on 
trials in which a tone is not presented. (This result follows 
from the fact that, if there are 100 trials in which no tone 
is presented, then correct rejections � false alarms � 100. 
Because there was one false alarm, there must be 99 correct 
rejections.)

Regina, by this time, is rich and decides to put a down 
payment on the Miata she’s been dreaming about. (So far 
she’s won $8,980 in the first experiment and $9,090 in the 
second experiment, for a total of $18,070! To be sure you 
understand how the payoff system works, check this calcu-
lation yourself. Remember that the signal was presented on 
100 trials and was not presented on 100 trials.) However, we 
point out that she may need a little extra cash to have a sat-
ellite audio system installed in her car, so she agrees to stick 
around for one more experiment. We now use the following 
neutral schedule of payoffs:

Hit: Win $10

Correct rejection: Win $10

False alarm: Lose $10

Miss: Lose $10

With this schedule, we obtain point N (for “neutral”) on 
the ROC curve: 75 percent hits and 20 percent false alarms. 
Regina wins $1,100 more and becomes the proud owner 
of a Miata with a satellite radio system, and we are the 
proud owners of the world’s most expensive ROC curve. (Do 
not, at this point, go to the psychology department in search 
of the nearest signal detection experiment. In  real  life, 
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Figure A.1 A receiver operating characteristic (ROC) curve 

determined by testing Julie (green data points) and Regina (red data 

points) under three different criteria: Liberal (L and L �), neutral (N and 

N�) and conservative (C and C�). The fact that Regina’s and Julie’s 

data points all fall on this curve means that they have the same 

sensitivity to the tone. The triangles indicate the results for Julie and 

Regina for an experiment that did not use payoffs. © Cengage Learning.
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the payoffs are quite a bit less than in our  hypothetical 
example.)

Regina’s ROC curve shows that factors other than 
sensitivity to the stimulus determine a person’s response. 
Remember that in all of our experiments the intensity of 
the tone has remained constant. Even though we changed 
only the person’s criterion, we succeeded in drastically 
changing the person’s responses.

Other than demonstrating that people will change how 
they respond to an unchanging stimulus, what does the 
ROC curve tell us? Remember, at the beginning of this dis-
cussion, we said that a signal detection experiment can tell 
us whether or not Regina and Julie are equally sensitive to 
the tone. The beauty of signal detection theory is that the 
person’s sensitivity is indicated by the shape of the ROC 
curve, so if experiments on two people result in identical 
ROC curves, their sensitivities must be equal. (This con-
clusion is not obvious from our discussion so far. We will 
explain below why the shape of the ROC curve is related to 
the person’s sensitivity.) If we repeat the above experiments 
on Julie, we get the following results (data points L�, N�, and 
C� in Figure A.1):

Liberal payoff:
Hits � 99 percent
False alarms � 95 percent

Neutral payoff:
Hits � 92 percent
False alarms � 50 percent

Conservative payoff:
Hits � 50 percent
False alarms � 6 percent

The data points for Julie’s results are shown by the 
green circles in Figure A.1. Note that although these points 
are different from Regina’s, they fall on the same ROC curve 
as do Regina’s. We have also plotted the data points for the 
first experiments we did on Julie (open triangle) and Regina 
(filled triangle) before we introduced payoffs. These points 
also fall on the ROC curve.

That Regina’s and Julie’s data both fall on the same 
ROC curve indicates their equal sensitivity to the tones. 
This confirms our suspicion that the method of constant 
stimuli misled us into thinking that Julie is more sensitive, 
when the real reason for her apparently greater sensitivity is 
her lower criterion for saying “yes.”

Before we leave our signal detection experiment, it is 
important to note that signal detection procedures can 
be used without the elaborate payoffs that we described 
for Regina and Julie. Much briefer procedures, which we 
will describe shortly, can be used to determine whether 
 differences in the responses of different persons are due to 
differences in threshold or to differences in response criteria.

What does signal detection theory tell us about func-
tions such as the spectral sensitivity curve (Figure 3.21) 
and the audibility function (Figure 11.9), which are usu-
ally determined using one of the classical  psychophysical 

 methods? When the classical methods are used to deter-
mine these functions, it is usually assumed that the 
person’s criterion remains constant throughout the experi-
ment, so that the function measured is due not to changes 
in response criterion but to changes in the wavelength or 
some other physical property of the stimulus. This is a 
good assumption because changing the wavelength of the 
stimulus probably has little or no effect on factors such 
as motivation, which would shift the person’s criterion. 
Furthermore, experiments such as the one for determin-
ing the spectral sensitivity curve usually use highly expe-
rienced people who are trained to give stable results. Thus, 
even though the idea of an “absolute threshold” may not be 
strictly correct, classical psychophysical experiments run 
under well-controlled conditions have remained an impor-
tant tool for measuring the relationship between stimuli 
and perception.

Signal Detection Theory

We will now discuss the theoretical basis for the signal 
 detection experiments we have just described. Our purpose 
is to explain the theoretical bases underlying two ideas: 
(1) the percentage of hits and false alarms depends on a per-
son’s criterion, and (2) a person’s sensitivity to a stimulus is 
indicated by the shape of the person’s ROC curve. We will 
begin by describing two of the key concepts of signal detec-
tion theory (SDT): signal and noise. (See Swets, 1964.)

Signal and Noise
The signal is the stimulus presented to the person. Thus, 
in the signal detection experiment we just described, the 
signal is the tone. The noise is all the other stimuli in the 
environment, and because the signal is usually very faint, 
noise can sometimes be mistaken for the signal. Seeing what 
 appears to be a flicker of light in a completely dark room is 
an  example of visual noise. Seeing light where there is none 
is what we have been calling a false alarm, according to sig-
nal detection theory. False alarms are caused by the noise. In 
the  experiment we just described, hearing a tone on a trial in 
which no tone was presented is an example of auditory noise.

Let’s now consider a typical signal detection experiment, 
in which a signal is presented on some trials and no sig-
nal is presented on the other trials. Signal detection theory 
describes this procedure not in terms of presenting a signal or 
no signal, but in terms of presenting signal plus noise (S � N) 
or noise (N). That is, the noise is always present, and on some 
trials, we add a signal. Either condition can result in the per-
ceptual effect of hearing a tone. A false alarm occurs when 
the person says “yes” on a noise trial, and a hit occurs when 
the person says “yes” on a signal-plus-noise trial. Now that 
we have defined signal and noise, we introduce the idea of 
probability distributions for noise and signal plus noise.
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Now that we understand the curves of Figure A.2, we 
can appreciate the problem confronting the person. On 
each trial, she has to decide whether no tone (N) was pres-
ent or whether a tone (S � N) was present. However, the 
overlap in the probability distributions for (N) and (S � N) 
means that for some perceptual effects this judgment will 
be difficult. As we saw before, it is equally probable that a 
tone with a loudness of 20 is due to (N) or to (S � N). So, on 
a trial in which the person hears a tone with a loudness of 
20, how does she decide whether or not the signal was pre-
sented? According to signal detection theory, the person’s 
decision depends on the location of her criterion.

The Criterion
We can see how the criterion affects the person’s response by 
looking at Figure A.3. In this figure, we have labeled three dif-
ferent criteria: liberal (L), neutral (N), and conservative (C). 
Remember that we can cause people to adopt these different 
criteria by means of different payoffs. According to  signal 
detection theory, once the person adopts a criterion, he or 
she uses the following rule to decide how to respond on a 
given trial: If the perceptual effect is greater than (to the 
right of) the criterion, say, “Yes, the tone was present”; if the 
perceptual effect is less than (to the left of) the criterion, say, 
“No, the tone was not present.” Let’s consider how  different 
criteria influence the person’s hits and false alarms.

To determine how the criterion affects the person’s hits 
and false alarms, we will consider what happens when we 
present (N) and when we present (S � N) under three dif-
ferent criteria.

Liberal Criterion

 1.  Present (N): Because most of the probability 
distribution for (N) falls to the right of the criterion, 
the chances are good that presenting (N) will result in a 
loudness to the right of the criterion. This means that 
the probability of saying “yes” when (N) is presented is 
high; therefore, the probability of a false alarm is high.

Probability Distributions
Figure A.2 shows two probability distributions. The one 
on the left represents the probability that a given percep-
tual effect will be caused by noise (N), and the one on the 
right represents the probability that a given perceptual 
effect will be caused by signal plus noise (S � N). The key 
to understanding these distributions is to realize that the 
value labeled “Perceptual effect (loudness)” on the horizon-
tal axis is what the person experiences on each trial. Thus, 
in an experiment in which the person is asked to indicate 
whether or not a tone is present, the perceptual effect is 
the perceived loudness of the tone. Remember that in an 
SDT experiment the tone always has the same intensity. The 
loudness of the tone, however, can vary from trial to trial. 
The person perceives different loudnesses on different tri-
als, because of either trial-to-trial changes in attention or 
changes in the state of the person’s auditory system.

The probability distributions tell us what the chances 
are that a given loudness of tone is due to (N) or to (S � N). 
For example, let’s assume that a person hears a tone with 
a loudness of 10 on one of the trials of a signal detection 
experiment. By extending a vertical dashed line up from 
10 on the “Perceptual effect” axis in Figure A.2, we see that 
the probability that a loudness of 10 is due to (S � N) is 
extremely low, because the distribution for (S � N) is essen-
tially zero at this loudness. There is, however, a fairly high 
probability that a loudness of 10 is due to (N), because the 
(N) distribution is fairly high at this point.

Let’s now assume that, on another trial, the per-
son perceives a loudness of 20. The probability distribu-
tions indicate that when the tone’s loudness is 20, it is 
equally probable that this loudness is due to (N) or to 
(S � N). We can also see from Figure A.2 that a tone with 
a perceived loudness of 30 would have a high probability 
of being caused by (S � N) and only a small probability of 
being caused by (N).
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Figure A.2 Probability distributions for noise alone (N, red curve), and 

for signal plus noise (S � N, green curve). The probability that any 

given perceptual effect is caused by the noise (no signal is presented) 

or by the signal plus noise (signal is presented) can be determined by 

finding the value of the perceptual effect on the horizontal axis and 

extending a vertical line up from that value. The place where that line 

intersects the (N) and (S � N) distributions indicates the probability that 

the perceptual effect was caused by (N) or by (S � N).  © Cengage Learning.

Loudness

L N C

Figure A.3 The same probability distributions from Figure A.2, 

showing three criteria: liberal (L), neutral (N), and conservative (C). 

When a person adopts a criterion, he or she uses the following 

decision rule: Respond “yes” (“I detect the stimulus”) when the 

perceptual effect is greater than the criterion, and respond “no” 

(“I do not detect the stimulus”) when the perceptual effect is less 

than the criterion. © Cengage Learning.
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distributions are important is that, according to signal 
 detection theory, the person’s sensitivity to a stimulus is 
indicated by the distance (d�) between the peaks of the 
(N) and (S � N) distributions, and this distance affects 
the shape of the ROC curve. We will now consider how 
the  person’s sensitivity to a stimulus affects the shape of the 
ROC curve.

The Effect of Sensitivity 
on the ROC Curve
We can understand how the person’s sensitivity to a stimu-
lus affects the shape of the ROC curve by considering what 
the probability distributions would look like for Jamie 
Lynn, a person with supersensitive hearing. Jamie Lynn’s 
hearing is so good that a tone barely audible to Regina 
sounds very loud to Jamie Lynn. If presenting (S � N) 
causes Jamie Lynn to hear a loud tone, this means that her 
(S � N) distribution should be far to the right, as shown 
in Figure A.5. In signal detection terms, we would say that 
Jamie Lynn’s high sensitivity is indicated by the large sepa-
ration (d�) between the (N) and the (S � N) probability dis-
tributions. To see how this greater separation between the 
probability distributions will affect her ROC curve, let’s see 
how she would respond when adopting liberal, neutral, and 
conservative criteria.

Liberal Criterion

 1.  Present (N): high false alarms.

 2.  Present (S � N): high hits.

The liberal criterion, therefore, results in point L� on 
the ROC curve of Figure A.4.

Neutral Criterion

 1.  Present (N): low false alarms. It is important to 
note that Jamie Lynn’s false alarms for the neutral 
criterion will be lower than Regina’s false alarms for the 
neutral criterion because only a very small portion of 

 2.  Present (S � N): Because the entire probability distri-
bution for (S � N) falls to the right of the criterion, 
the chances are excellent that presenting (S � N) will 
result in a loudness to the right of the criterion. Thus, 
the probability of saying “yes” when the signal is pre-
sented is high; therefore, the probability of a hit is 
high. Because criterion L results in high false alarms 
and high hits, adopting that criterion will result in 
point L on the ROC curve in Figure A.4.

Neutral Criterion

 1.  Present (N): The person will answer “yes” only rarely 
when (N) is presented because only a small portion of 
the (N) distribution falls to the right of the criterion. 
The false-alarm rate, therefore, will be fairly low.

 2.  Present (S � N): The person will answer “yes” fre-
quently when (S � N) is presented because most of 
the (S � N) distribution falls to the right of the cri-
terion. The hit rate, therefore, will be fairly high (but 
not as high as for the L criterion). Criterion N results 
in point N on the ROC curve in Figure A.4.

Conservative Criterion

 1.  Present (N): False alarms will be very low because none 
of the (N) curve falls to the right of the criterion.

 2.  Present (S � N): Hits will also be low because only a 
small portion of the (S � N) curve falls to the right 
of the criterion. Criterion C results in point C on the 
ROC curve in Figure A.4.

You can see that applying different criteria to the proba-
bility distributions generates the solid ROC curve in Figure 
A.4. But why are these probability distributions necessary? 
After all, when we described the experiment with Regina and 
Julie, we determined the ROC curve simply by plotting the 
results of the experiment. The reason the (N) and (S � N) 

Percentage false alarms

P
er

ce
n

ta
g

e 
h

it
s

N′

N

Regina

Jamie Lynn

L L′

C
C′

Figure A.4 ROC curves for Regina (solid curve) and Jamie Lynn 

(dashed curve) determined using liberal (L, L�), neutral (N, N�) and 

conservative (C, C�) criteria. © Cengage Learning.

Loudness
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Jamie Lynn d′

Figure A.5 Probability distributions for Jamie Lynn, a person who is 

extremely sensitive to the signal. The noise distribution (red) remains 

the same, but the (S � N) distribution (green) is shifted to the right 

compared to the curves in Figure A.4. Liberal (L), neutral (N) and 

conservative (C) criteria are shown. © Cengage Learning.
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Jamie Lynn’s (N) distribution falls to the right of the 
criterion, whereas more of Regina’s (N) distribution 
falls to the right of the neutral criterion (Figure A.3).

 2.  Present (S � N): high hits. In this case, Jamie Lynn’s 
hits will be higher than Regina’s because almost all 
of Jamie Lynn’s (S � N) distribution falls to the right 
of the neutral criterion, whereas less of Regina’s does 
(Figure A.3). The neutral criterion, therefore, results 
in point N� on the ROC curve in Figure A.4.

Conservative Criterion

 1. Present (N): low false alarms.
 2. Present (S � N): low hits. The conservative criterion, 

therefore, results in point C� on the ROC curve.

The difference between the two ROC curves in  Figure A.4 
is obvious because Jamie Lynn’s curve is more “bowed.” 
But  before you conclude that the difference between these 
two ROC curves has anything to do with where we posi-
tioned Jamie Lynn’s L, N, and C criteria, see whether you can 

get an ROC curve like Jamie Lynn’s from the two probabil-
ity  distributions of Figure A.3. You will find that, no matter 
where you position the criteria, there is no way that you can 
get a point like point N� (with very high hits and very low false 
alarms) from the curves of Figure A.3. In order to achieve 
very high hits and very low false alarms, the two probability 
distributions must be spaced far apart, as in Figure A.5.

Thus, increasing the distance (d�) between the (N) and 
the (S � N) probability distributions changes the shape of 
the ROC curve. When the person’s sensitivity (d�) is high, the 
ROC curve is more bowed. In practice, d� can be determined 
by comparing the experimentally determined ROC curve 
to standard ROC curves (see Gescheider, 1976), or d� can 
be calculated from the proportions of hits and false alarms 
that occur in an experiment by means of a mathematical 
procedure we will not discuss here. This  mathematical 
 procedure for calculating d� enables us to determine a 
 person’s  sensitivity by determining only one data point on 
an ROC curve, thus using the signal detection procedure 
without running a large number of trials.
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Glossary

The number in parentheses at the end of each entry indicates the 
chapter in which the term is fi rst used.

Ablation Removal of an area of the brain. This is usually done 
in experiments on animals, to determine the function of a 
 particular area. Also called lesioning. (4)

Absolute disparity See Angle of disparity. (10)
Absolute threshold See Threshold, absolute. (1)
Absorption spectrum A plot of the amount of light absorbed by a 

visual pigment versus the wavelength of light. (2)
Accommodation (focus) In vision, bringing objects located 

at  different distances into focus by changing the shape of 
the lens. (2)

Accretion A cue that provides information about the relative depth 
of two surfaces. Occurs when the farther object is uncovered 
by the nearer object due to sideways movement of an observer 
relative to the objects. See also Deletion. (10)

Achromatic color Color without hue. White, black, and all the 
grays between these two extremes are achromatic colors. (9)

Acoustic prism The way the cochlea separates frequencies entering 
the ear to create activity at different places along the basilar 
membrane. (11)

Acoustic shadow The shadow created by the head that decreases 
the level of high-frequency sounds on the opposite side of the 
head. The acoustic shadow is the basis of the localization cue 
of interaural level difference. (12)

Acoustic signal The pattern of frequencies and intensities of the 
sound stimulus. (13)

Acoustic stimulus See Acoustic signal. (13)
Across-fi ber patterns The pattern of nerve fi ring that a stimu-

lus causes across a number of neurons. Also referred to as 
 distributed coding. (15)

Action Motor activities such as moving the head or eyes and 
 locomoting through the environment. Action is one of the 
major outcomes of the perceptual process. (1)

Action pathway See Dorsal pathway. (4)
Action potential Rapid increase in positive charge in a nerve fi ber 

that travels down the fi ber. Also called the nerve impulse. (2)
Active method (3-D TV) A method used to create 3-D  television 

images. The active method alternates the left-eye and  right-eye 
images on the screen 30 or more times a second. This method 
is called active because the viewing glasses have a shutter 
 system that is synchronized with the alternating images on the 
TV screen (10)

Active touch Touch in which the observer plays an active role 
in touching and exploring an object, usually with his or 
her hands. (14)

Additive color mixture See Color mixture, additive. (9)

Adjustment, method of A psychophysical method in which the 
experimenter or the observer adjusts the stimulus intensity in a 
continuous manner until the observer detects the stimulus. (1)

Affective (emotional) component of pain The emotional 
 experience associated with pain—for example, pain described 
as torturing, annoying, frightful, or sickening. See also Sensory 
 component of pain. (14)

Affordance The information specifi ed by a stimulus pattern that 
indicates how the stimulus can be used. An example of an 
affordance would be seeing a chair as something to sit on or a 
fl ight of stairs as something to climb. (7)

Agnosia See Visual form agnosia. (1)
Akinetopsia A condition in which damage to an area of the 

 cortex involved in motion perception causes blindness 
to motion. (8)

Amacrine cell A neuron that transmits signals laterally in 
the retina. Amacrine cells synapse with bipolar cells and 
 ganglion cells. (2)

Ames room A distorted room, fi rst built by Adelbert Ames, that 
creates an erroneous perception of the sizes of people in the 
room. The room is constructed so that two people at the far 
wall of the room appear to stand at the same distance from an 
observer. In actuality, one of the people is much farther away 
than the other. (10)

Amiloride A substance that blocks the fl ow of sodium into taste 
receptors. (15)

Amplitude In the case of a repeating sound wave, such as the 
sine wave of a pure tone, amplitude represents the pressure 
 difference between atmospheric pressure and the maximum 
pressure of the wave. (11)

Amygdala A subcortical structure that is involved in emotional 
responding and in processing olfactory signals. (15)

Angle of disparity The visual angle between the images of an 
object on the two retinas. When images of an object fall on 
 corresponding points, the angle of disparity is zero. When 
images fall on noncorresponding points, the angle of disparity 
indicates the degree of noncorrespondence. (10)

Angular size contrast theory An explanation of the moon illu-
sion that states that the perceived size of the moon is deter-
mined by the sizes of the objects that surround it. According 
to this idea, the moon appears small when it is surrounded by 
large objects, such as the expanse of the sky when the moon 
is overhead. (10)

Anomalous trichromat A person who needs to mix a minimum 
of three wavelengths to match any other wavelength in the 
spectrum but mixes these wavelengths in different proportions 
from a trichromat. (9)

Anosmia Loss of the ability to smell due to injury or infection. (15)
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Aperture problem Occurs when only a portion of a moving 
 stimulus can be seen, as when the stimulus is viewed through 
a narrow aperture. This can result in misleading information 
about the direction in which the stimulus is moving. (8)

Apex of the cochlea The end of the cochlea farthest from the 
middle ear. (11)

Aphasia Diffi culties in speaking or understanding speech due to 
brain damage. (13)

Apparent distance theory An explanation of the moon illusion 
that is based on the idea that the horizon moon, which is 
viewed across the fi lled space of the terrain, should appear 
farther away than the zenith moon, which is viewed through 
the empty space of the sky. This theory states that because the 
horizon and zenith moons have the same visual angle but are 
perceived to be at different distances, the farther appearing 
horizon moon should appear larger. (10)

Apparent motion See Apparent movement. (8)
Apparent movement An illusion of movement that occurs when 

two objects separated in space are presented rapidly, one after 
another, separated by a brief time interval. (5, 8)

Architectural acoustics The study of how sounds are refl ected 
in rooms. An important concern of architectural acoustics is 
how these refl ected sounds change the quality of the sounds 
we hear. (12)

Area V1 The visual receiving area of the brain, called area V1 to 
indicate that it is the fi rst visual area in the cortex. Also called 
striate cortex. (3)

Articulator Structure involved in speech production, such as the 
tongue, lips, teeth, jaw, and soft palate. (13)

Atmospheric perspective. A depth cue. Objects that are farther 
away look more blurred and bluer than objects that are closer 
because we must look through more air and particles to 
see them. (10)

Attack The buildup of sound energy that occurs at the beginning 
of a tone. (11)

Attention The process of focusing on some objects while ignoring 
others. Attention can enhance the processing of the attended 
object. (6)

Attentional capture Occurs when stimulus salience causes an 
involuntary shift of attention. For example, attention can be 
captured by movement. (6, 8)

Audibility curve A curve that indicates the sound pressure 
level (SPL) at threshold for frequencies across the audible 
 spectrum. (11)

Audiovisual mirror neuron Neuron that responds to actions 
that produce sounds. These neurons respond when a monkey 
performs a hand action and when it hears the sound associated 
with this action. See also Mirror neuron. (7)

Audiovisual speech perception A perception of speech that is 
affected by both auditory and visual stimulation, as when a 
 person sees a tape of someone saying /ga/ with the sound /ba/ 
substituted and perceives /da/. Also called the McGurk effect. (13)

Auditory canal The canal through which air vibrations travel from 
the environment to the tympanic membrane. (11)

Auditory localization The perception of the location of a sound 
source. (12)

Auditory receiving area (A1) The area of the cortex, located in the 
temporal lobe, that is the primary receiving area for hearing. (12)

Auditory response area The psychophysically measured area that 
defi nes the frequencies and sound pressure levels over which 
hearing functions. This area extends between the audibility 
curve and the curve for the threshold of feeling. (11)

Auditory scene The sound environment, which includes the 
 locations and qualities of individual sound sources. (12)

Auditory scene analysis The process by which sound stimuli 
 produced by the different sources in an auditory scene become 
perceptually organized into sounds at different locations and 
into separated streams of sound. (12)

Auditory space Perception of where sounds are located in 
space. Auditory space extends around a listener’s head in all 
 directions, existing wherever there is a sound. (12)

Auditory stream segregation The effect that occurs when a series 
of sounds that differ in pitch or timbre are played so that the 
tones become perceptually separated into simultaneously 
occurring independent streams of sound. (12)

Autism A serious developmental disorder in which one of the 
major symptoms is the withdrawal of contact from other 
people. People with autism typically do not make eye contact 
with others and have diffi culty telling what emotions others 
are experiencing in social situations. (6)

Axial myopia Myopia (nearsightedness) in which the eyeball is too 
long. See also Refractive myopia. (2)

Axon The part of the neuron that conducts nerve impulses over 
distances. Also called the nerve fi ber. (2)

Azimuth In hearing, specifi es locations that vary from left to right 
relative to the listener. (12)

Balint’s syndrome A condition resulting from damage to a 
 person’s parietal lobe. One characteristic of this syndrome is 
an inability to focus attention on individual objects. (6)

Base of the cochlea The part of the cochlea nearest the 
 middle ear. (11)

Basilar membrane A membrane that stretches the length of the 
cochlea and controls the vibration of the cochlear partition. (11)

Bayesian inference A statistical approach to perception in which 
perception is determined by taking probabilities into account. 
These probabilities are based on past experiences in perceiving 
properties of objects and scenes. (5)

Belongingness The hypothesis that an area’s appearance is infl u-
enced by the part of the surroundings that the area appears to 
belong to. This principle has been used to explain the percep-
tion of lightness in the Benary cross and White’s illusion. (3)

Belt area Auditory area in the temporal lobe that receives signals 
from the core area and sends signals to the parabelt area. (12)

Bimodal neuron A neuron that responds to stimuli associated 
with more than one sense. (15)

Binaural cue Sound localization cue that involves both ears. 
 Interaural time difference and interaural level difference are 
the primary binaural cues. (12)

Binding The process by which features such as color, form, motion, 
and location are combined to create our perception of a 
 coherent object. Binding can also occur across senses, as when 
sound and vision are associated with the same object. (6)

Binding problem The problem of how neural activity in many 
separated areas in the brain is combined to create a perception 
of a coherent object. (6)

Binocular depth cell A neuron in the visual cortex that responds best 
to stimuli that fall on points separated by a specifi c degree of dis-
parity on the two retinas. Also called a disparity-selective cell. (10)

Binocular disparity Occurs when the retinal images of an object 
fall on disparate points on the two retinas. (10)

Binocular rivalry A situation in which one image is presented to the 
left eye and a different image is presented to the right eye, and 
perception alternates back and forth between the two images. (5)
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Change blindness Diffi culty in detecting differences between two 
visual stimuli that are presented one after another, often with 
a short blank stimulus interposed between them. Also occurs 
when part of a stimulus is changed very slowly. (6)

Characteristic frequency The frequency at which a neuron in the 
auditory system has its lowest threshold. (11)

Chemotopic map The pattern of activation in the olfactory 
 system in which chemicals with different properties create a 
“map” of activation based on these properties. For example, 
there is evidence that chemicals are mapped in the olfactory 
bulb based on carbon-chain length. Also called odor map. (15)

Chromatic adaptation Exposure to light in a specifi c part of 
the visible spectrum. This adaptation can cause a decrease 
in sensitivity to light from the area of the spectrum that was 
 presented during adaptation. (9)

Chromatic color Color with hue, such as blue, yellow, red, 
or green. (9)

Cilia Fine hairs that protrude from the inner and outer hair cells 
of the auditory system. Bending the cilia of the inner hair cells 
leads to transduction. (11)

Classical psychophysical methods The methods of limits, 
 adjustment, and constant stimuli, described by Fechner, that 
are used for measuring thresholds. (1)

Coarticulation The overlapping articulation that occurs when 
different phonemes follow one another in speech. Because of 
these effects, the same phoneme can be articulated differently 
depending on the context in which it appears. For example, 
articulation of the /b/ in boot is different from articulation of 
the /b/ in boat. (13)

Cochlea The snail-shaped, liquid-fi lled structure that contains 
the structures of the inner ear, the most important of which 
are the basilar membrane, the tectorial membrane, and the 
hair cells. (11)

Cochlear amplifi er Expansion and contraction of the outer hair 
cells in response to sound sharpens the movement of the 
 basilar membrane to specifi c frequencies. This amplifying 
effect plays an important role in determining the frequency 
selectivity of auditory nerve fi bers. (11)

Cochlear implant A device in which electrodes are inserted into 
the cochlea to create hearing by electrically stimulating the 
auditory nerve fi bers. This device is used to restore hearing 
in people who have lost their hearing because of damaged 
hair cells. (11)

Cochlear nucleus The nucleus where nerve fi bers from the cochlea 
fi rst synapse. (12)

Cochlear partition A partition in the cochlea, extending almost 
its full length, that separates the scala tympani and the scala 
vestibuli. The organ of Corti, which contains the hair cells, is 
part of the cochlear partition. (11)

Cognitive infl uences on perception How the knowledge, 
 memories, and expectations that a person brings to a 
 situation infl uence his or her perception. (1)

Coherence In research on movement perception in which arrays 
of moving dots are used as stimuli, the degree of correla-
tion between the direction of the moving dots. Zero percent 
 coherence means all of the dots are moving independently; 
100 percent coherence means all of the dots are moving in 
the same direction. (8)

Coincidence detectors Neurons in the Jeffress neural coincidence 
model, which was proposed to explain how neural fi ring 
can provide information regarding the location of a sound 
source. A neural coincidence detector fi res when signals from 

Binocularly fi xate Directing the two foveas to exactly the 
same spot. (10)

Biological motion Motion produced by biological organisms. 
Most of the experiments on biological motion have used 
 walking humans with lights attached to their joints and 
limbs as stimuli. See also Point-light walker. (8)

Bipolar cell A retinal neuron that receives inputs from the 
visual receptors and sends signals to the retinal ganglion 
cells. (2)

Blind spot The small area where the optic nerve leaves the back 
of the eye. There are no visual receptors in this area, so small 
images falling directly on the blind spot cannot be seen. (2)

Border ownership When two areas share a border, as occurs in 
fi gure–ground displays, the border is usually perceived as 
belonging to the fi gure. (5)

Bottom-up processing Processing that is based on the informa-
tion on the receptors. Also called data-based processing. (1)

Brain imaging Procedures that make it possible to visualize 
areas of the human brain that are activated by different 
types of stimuli, tasks, or behaviors. The two most common 
 techniques used in perception research are positron emis-
sion tomography (PET) and functional magnetic resonance 
 imaging (f MRI). (4)

Broca’s aphasia Language problems, caused by damage to Broca’s 
area in the frontal lobe, characterized by labored and stilted 
speech and short sentences. (13)

Broca’s area An area in the frontal lobe that is important for 
 language perception and production. One effect of damage is 
diffi culty in speaking. (13)

Calcium imaging A method of measuring receptor activity by 
using fl uorescence to measure the concentration of calcium 
inside the receptor. This technique has been used to measure 
the activation of olfactory receptor neurons. (15)

Categorical perception In speech perception, perceiving one 
sound at short voice onset times and another sound at longer 
voice onset times. The listener perceives only two categories 
across the whole range of voice onset times. (13)

Cell body The part of a neuron that contains the neuron’s 
 metabolic machinery and that receives stimulation from 
other neurons. (2)

Center-surround antagonism The competition between the 
 center and surround regions of a center-surround receptive 
fi eld, caused by the fact that one is excitatory and the other 
is inhibitory. Stimulating center and surround areas simul-
taneously decreases responding of the neuron, compared to 
 stimulating the excitatory area alone. (3)

Center-surround organization Arrangement of a neuron’s 
 receptive fi elds in which one area is surrounded by another 
area, like the hole in a donut (corresponding to the center) and 
the donut (the surround). Stimulation of the center and sur-
round causes opposite responses. See also Excitatory- center, 
inhibitory-surround receptive fi eld; Inhibitory-center, 
excitatory-surround receptive fi eld. (3)

Center-surround receptive fi eld A receptive fi eld that has a 
 center-surround organization. (3)

Cerebral achromatopsia A loss of color vision caused by damage 
to the cortex. (9)

Cerebral cortex The 2-mm-thick layer that covers the surface of 
the brain and contains the machinery for creating perception, 
as well as for other functions, such as language, memory, and 
thinking. (3)
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Contrast threshold The intensity difference that can just barely be 
seen between two areas. For vision this is often measured using 
gratings with alternating light and dark bars. (3)

Convergence (depth cue) See Perspective convergence. (10)
Convergence (neural) When many neurons synapse onto a 

 single neuron. (2)
Core area The area in the temporal lobe that includes the primary 

auditory cortex (A1) and some nearby areas. Signals from 
the core area are transmitted to the belt area of the auditory 
 cortex. (12)

Cornea The transparent focusing element of the eye that is the 
fi rst structure through which light passes as it enters the eye. 
The cornea is the eye’s major focusing element. (2)

Corollary discharge signal (CDS) A copy of the motor signal 
that is sent to the eye muscles to cause movement of the eye. 
The copy is sent to the hypothetical comparator of corollary 
discharge theory. (8)

Corollary discharge theory The theory that explains motion 
 perception as being determined both by movement of the 
image on the retina and by signals that indicate movement 
of the eyes. See also Corollary discharge signal. (8)

Correct rejection In a signal detection experiment, saying “No, I 
don’t detect a stimulus” on a trial in which the stimulus is not 
presented (a correct response). (Appendix)

Correspondence problem The problem faced by the visual sys-
tem, which must determine which parts of the images in the 
left and right eyes correspond to one another. Another way 
of stating the problem is: How does the visual system match 
up the images in the two eyes? This matching of the images 
is involved in determining depth perception using the cue of 
 binocular disparity. (10)

Corresponding retinal points The points on each retina that 
would overlap if one retina were slid on top of the other. 
Receptors at corresponding points send their signals to the 
same location in the brain. (10)

Cortical magnifi cation Occurs when a disproportionately large 
area on the cortex is activated by stimulation of a small area 
on the receptor surface. One example of cortical magnifi cation 
is the relatively large area of visual cortex that is activated by 
stimulation of the fovea. An example in the somatosensory 
system is the large area of somatosensory cortex activated by 
stimulation of the lips and fi ngers. (4)

Covert attention Attention without looking. Seeing something 
“out of the corner of your eye” is an example of covert 
attention. (6)

Cue approach to depth perception The approach to explaining 
depth perception that identifi es information in the retinal 
image, and also information provided by aiming and focus-
ing the eyes on an object that is correlated with depth in the 
scene. Some of the depth cues that have been identifi ed are 
overlap, relative height, relative size, atmospheric perspective, 
 convergence, and accommodation. (10)

Cutaneous senses The ability to perceive sensations, such as 
touch and pain, that are based on the stimulation of receptors 
in the skin. (14)

Dark adaptation Visual adaptation that occurs in the dark, during 
which the sensitivity to light increases. This increase in sensi-
tivity is associated with regeneration of the rod and cone visual 
pigments. (2)

Dark adaptation curve The function that traces the time course of the 
increase in visual sensitivity that occurs during dark adaptation. (2)

the left and right ears reach the neuron simultaneously. Dif-
ferent  neural coincidence detectors fi re to different values of 
 interaural time difference. See also Jeffress model. (12)

Color, achromatic See Achromatic color. (9)
Color, chromatic See Chromatic color. (9)
Color blindness A condition in which a person perceives 

no  chromatic color. This can be caused by absent or 
 malfunctioning cone receptors or by cortical damage. (9)

Color constancy The effect in which the perception of an object’s hue 
remains constant even when the wavelength distribution of the 
illumination is changed. Partial color constancy occurs when our 
perception of hue changes a little when the illumination changes, 
though not as much as we might expect from the change in the 
wavelengths of light reaching the eye. (9)

Color defi ciency People with this condition (sometimes incorrectly 
called color blindness) see fewer colors than people with nor-
mal color vision and need to mix fewer wavelengths to match 
any other wavelength in the spectrum. (9)

Color mixture, additive The creation of colors that occurs when 
lights of different colors are superimposed. (9)

Color mixture, subtractive The creation of colors that occurs 
when paints of different colors are mixed together. (9)

Color-matching experiment A procedure in which observers are 
asked to match the color in one fi eld by mixing two or more 
lights in another fi eld. (9)

Common fate, principle of A Gestalt principle of perceptual 
 organization that states that things that are moving in the 
same direction appear to be grouped together. (5)

Common region, principle of A modern Gestalt principle that 
states that elements that are within the same region of space 
appear to be grouped together. (5)

Comparator A structure hypothesized by the corollary discharge 
theory of movement perception. The corollary discharge signal 
and the sensory movement signal meet at the comparator to 
determine whether movement will be perceived. (8)

Complex cell A neuron in the visual cortex that responds best to 
moving bars with a particular orientation. (3)

Cone of confusion A surface in the shape of a cone that extends 
out from the ear. Sounds originating from different locations 
on this surface all have the same interaural level difference and 
interaural time difference, so location information provided by 
these cues is ambiguous. (12)

Cone spectral sensitivity curve A plot of visual sensitivity versus 
wavelength for cone vision. Often measured by presenting a 
small spot of light to the fovea, which contains only cones. 
Can also be measured when the eye is light adapted, so cones 
are the most sensitive receptors. (2)

Cones Cone-shaped receptors in the retina that are primarily 
responsible for vision in high levels of illumination and for 
color vision and detail vision. (2)

Confl icting cues theory A theory of visual illusions proposed 
by R. H. Day, which states that our perception of line length 
depends on an integration of the actual line length and the 
overall fi gure length. (10)

Conjunction search A visual search task in which it is necessary 
to search for a combination (or conjunction) of two or more 
features on the same stimulus to fi nd the target. An example of 
a conjunction search would be looking for a horizontal green 
line among vertical green lines and horizontal red lines. (6)

Constant stimuli, method of A psychophysical method in which 
a number of stimuli with different intensities are presented 
repeatedly in a random order. (1)
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Double dissociation In brain damage, when function A is  present 
and function B is absent in one person, and function A is 
absent and function B is present in another. Presence of a dou-
ble dissociation means that the two functions involve  different 
mechanisms and operate independently of one another. (4)

Double-opponent neurons Neurons that have receptive fi elds in 
which stimulation of one part of the receptive fi eld causes an 
excitatory response to wavelengths in one area of the spec-
trum and an inhibitory response to wavelengths in another 
area of the spectrum, and stimulation of an adjacent part of 
the receptive fi eld causes the opposite response. An example of 
double-opponent responding is when the response of one part 
of a receptive fi eld is L�M� and the response of an adjacent 
part is L�M�. (9)

Dual-stream model of speech perception Model that proposes a 
ventral stream starting in the temporal lobe that is responsi-
ble for recognizing speech, and a dorsal stream starting in the 
parietal lobe that is responsible for linking the acoustic signal 
to the movements used to produce speech. (13)

Dual-task procedure  An experimental procedure in which sub-
jects are required to carry out simultaneously a central task 
that demands attention and a peripheral task that involves 
making a decision about the contents of a scene. (6)

Duplex theory of texture perception The idea that texture per-
ception is determined by both spatial and temporal cues that 
are detected by two types of receptors. Originally proposed by 
David Katz and named the “duplex theory” by Hollins. (14)

Eardrum Another term for the tympanic membrane, the mem-
brane located at the end of the auditory canal that vibrates in 
response to pressure changes. This vibration is transmitted to 
the bones of the middle ear. (11)

Easy problem of consciousness The problem of determining 
the relationship between physiological processes like nerve 
fi ring and perceptual experience. Note that this involves deter-
mining a relationship, not a cause. See also Hard problem of 
 consciousness. (3)

Echolocation Locating objects by sending out high-frequency 
pulses and sensing the echo created when these pulses are 
refl ected from objects in the environment. Echolocation is 
used by bats and dolphins. (10)

Ecological approach to perception This approach focuses on 
specifying the information in the environment that is used 
for perception, emphasizing the study of moving observ-
ers to determine how their movement results in perceptual 
 information that both creates perception and guides further 
movement. (7)

Effect of the missing fundamental Removing the fundamental 
frequency and other lower harmonies from a musical tone does 
not change the tone’s pitch. See also Periodicity pitch. (11)

Electromagnetic spectrum Continuum of electromagnetic energy 
that extends from very-short-wavelength gamma rays to long-
wavelength radio waves. Visible light is a narrow band within 
this spectrum. (2)

Elevation In hearing, sound locations that are up and down 
 relative to the listener. (12)

Emmert’s law A law stating that the size of an afterimage depends 
on the distance of the surface against which the afterimage is 
viewed. The farther away the surface, the larger the afterimage 
appears. (10)

Endorphin Chemical that is naturally produced in the brain and 
that causes analgesia. (14)

Dark-adapted sensitivity The sensitivity of the eye after it has 
completely adapted to the dark. (2)

Data-based processing Another name for bottom-up process-
ing. Refers to processing that is based on incoming data, as 
opposed to top-down, or knowledge-based, processing, which 
is based on prior knowledge. (1)

Decay The decrease in the sound signal that occurs at the end 
of a tone. (11)

Decibel (dB) A unit that indicates the pressure of a sound stimu-
lus relative to a reference pressure: dB � 20 log (p/p

o) where p 
is the pressure of the tone and po is the reference pressure. (11)

Deletion A cue that provides information about the relative depth 
of two surfaces. Deletion occurs when a farther object is 
covered by a nearer object due to sideways movement of an 
observer relative to the objects. See also Accretion. (10)

Dendrites Nerve processes on the cell body that receive 
 stimulation from other neurons. (2)

Depolarization When the inside of a neuron becomes more 
 positive, as occurs during the initial phases of the action 
potential. Depolarization is often associated with the action 
of excitatory neurotransmitters. (2)

Dermis The layer of skin below the epidermis. (14)
Desaturated Low saturation in chromatic colors as would occur 

when white is added to a color. For example, pink is not as 
saturated as red. (9)

Detached retina A condition in which the retina is detached from 
the back of the eye. (2)

Detection threshold See Threshold, detection. (15)
Deuteranopia A form of red–green color dichromatism caused by 

lack of the middle-wavelength cone pigment. (9)
Dichromat A person who has a form of color defi ciency. 

 Dichromats can match any wavelength in the spectrum by 
mixing two other wavelengths. Deuteranopes, protanopes, 
and tritanopes are all dichromats. (9)

Difference threshold See Threshold, difference. (1)
Direct pathway model of pain The idea that pain occurs when 

nociceptor receptors in the skin are stimulated and send their 
signals to the brain. This model does not account for the fact 
that pain can be affected by factors in addition to stimulation 
of the skin. (14)

Direct sound Sound that is transmitted directly from a sound 
source to the ears. (12)

Dishabituation An increase in looking time that occurs when a 
stimulus is changed. This response is used in testing infants 
to see whether they can differentiate two stimuli. (6)

Disparity-selective cell See Binocular depth cell. (10)
Disparity tuning curve A plot of a neuron’s response versus the 

degree of disparity of a visual stimulus. The disparity to which 
a neuron responds best is an important property of disparity-
selective cells, which are also called binocular depth cells. (10)

Distance How far a stimulus is from the observer. In hearing, the 
distance coordinate specifi es how far the sound source is from 
the listener. (12)

Distributed coding Type of neural code in which different 
 perceptual qualities are signaled by the pattern of activity 
across many neurons. This contrasts with specifi city coding, 
in which qualities are signaled by activity in a specifi c type 
of neuron. (3)

Dorsal pathway Pathway that conducts signals from the striate 
cortex to the parietal lobe. The dorsal pathway has also been 
called the where, the how, or the action pathway by different 
investigators. (4)
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Feature search A visual search task in which a person can fi nd a 
 target by searching for only one feature. An example would be 
looking for a horizontal green line among vertical green lines. (6)

Figure When an object is seen as separate from the background 
(the “ground”), it is called a fi gure. See also Figure–ground 
segregation. (5)

Figure–ground segregation The perceptual separation of an 
object from its background. (5)

First harmonic See Fundamental frequency. (11)
Fixation The brief pause of the eye that occurs between eye 

 movements as a person scans a scene. (6)
Flavor The perception that occurs from the combination of taste 

and olfaction. (15)
Focus of expansion (FOE) The point in the fl ow pattern caused by 

observer movement in which there is no expansion. According 
to J. J. Gibson, the focus of expansion always remains centered 
on the observer’s destination. (7)

Focused attention stage (of perceptual processing) The stage of 
processing in feature integration theory in which the features 
are combined. According to Treisman, this stage requires 
focused attention. (6)

Formant Horizontal band of energy in the speech spectrogram 
associated with vowels. (13)

Formant transition In the speech stimulus, the rapid shift in 
 frequency that precedes a formant. (13)

Fovea A small area in the human retina that contains only cone recep-
tors. The fovea is located on the line of sight, so that when a per-
son looks at an object, the center of its image falls on the fovea. (2)

Frequency The number of times per second that pressure changes 
of a sound stimulus repeat. Frequency is measured in Hertz, 
where 1 Hertz is one cycle per second. (11)

Frequency spectrum A plot that indicates the amplitudes of 
the various harmonics that make up a complex tone. Each 
harmonic is indicated by a line that is positioned along the 
frequency axis, with the height of the line indicating the 
 amplitude of the harmonic. (11)

Frequency tuning curve Curve relating frequency and the 
 threshold intensity for activating an auditory neuron. (11)

Frontal eyes Eyes located in front of the head, so the views of the 
two eyes overlap. (10)

Frontal lobe Receiving signals from all of the senses, the frontal 
lobe plays an important role in perceptions that involve the 
coordination of information received through two or more 
senses. It also serves functions such as language, thought, 
memory, and motor functioning. (1, 3)

Frontal operculum cortex An area in the frontal lobe of the cortex 
that receives signals from the taste system. (15)

Functional magnetic resonance imaging (fMRI) A brain imaging 
technique that indicates brain activity in awake, behaving organ-
isms. The fMRI response occurs when the response to a magnetic 
fi eld changes in response to changes in blood fl ow in the brain. (4)

Fundamental A pure tone with frequency equal to the funda-
mental frequency of a complex tone. See also Fundamental 
 frequency. (11)

Fundamental frequency The fi rst harmonic of a complex tone; 
usually the lowest frequency in the frequency spectrum 
of a complex tone. The tone’s other components, called 
higher  harmonics, have frequencies that are multiples of the 
 fundamental frequency. (11)

Fusiform face area (FFA) An area in the human inferotempo-
ral (IT) cortex that contains neurons that are specialized 
to respond to faces. (3, 4)

End-stopped cell A cortical neuron that responds best to lines of a 
specifi c length that are moving in a particular direction. (3)

Environmental stimulus The stimulus “out there,” in the external 
environment. (1)

Epidermis The outer layers of the skin, including a layer of dead 
skin cells. (14)

Equal loudness curve A curve that indicates the sound pres-
sure levels that result in a perception of the same loudness 
at  frequencies across the audible spectrum. (11)

Event A segment of time at a particular location that is perceived by 
observers to have a beginning and an ending. (8)

Event boundary The point in time when one event ends and 
another begins. (8)

Excitatory area Area of a receptive fi eld that is associated with exci-
tation. Stimulation of this area causes an increase in the rate of 
nerve fi ring. (3)

Excitatory response The response of a nerve fi ber in which the 
 fi ring rate increases. (2)

Excitatory-center, inhibitory-surround receptive fi eld A center-
surround receptive fi eld in which stimulation of the center area 
causes an excitatory response, and stimulation of the surround 
causes an inhibitory response. (3)

Experience-dependent plasticity A process by which neurons 
adapt to the specifi c environment within which a person or 
animal lives. This is achieved when neurons change their 
response properties so they become tuned to respond best 
to stimuli that have been repeatedly experienced in the 
 environment. See also Neural plasticity; Selective rearing. (3)

Expertise hypothesis The idea that human profi ciency in perceiv-
ing certain things can be explained by changes in the brain 
caused by long exposure, practice, or training. (4)

Exploratory procedures (EPs) People’s movements of their 
hands and fi ngers while they are identifying three-dimensional 
objects by touch. (14)

Extrastriate body area (EBA) An area of the temporal lobe that is 
activated by pictures of bodies and parts of bodies. (4)

Eye The eyeball and its contents, which include focusing elements, 
the retina, and supporting structures. (2)

Falling phase of the action potential In the axon, or nerve fi ber, 
the increase in negativity from +40 mV back to –70 mV (the 
resting potential level) that occurs during the action poten-
tial. This increase in negativity is associated with the fl ow of 
 positively charged potassium ions (K+) out of the axon. (2)

False alarm In a signal detection experiment, saying “Yes, I detect 
the stimulus’’ on a trial in which the stimulus is not presented 
(an incorrect response). (Appendix)

Familiar size A depth cue in which judgment of distance is based 
on knowledge of the sizes of objects. Epstein’s coin experiment 
illustrated the operation of the cue of familiar size by showing 
that the relative sizes of the coins infl uenced perception of the 
coins’ distances. (10)

Far point As a light is moved toward the eye, the distance at which 
the light becomes focused on the retina. (2)

Farsightedness See Hyperopia. (2)
Feature detector A neuron that responds selectively to a specifi c 

feature of the stimulus such as orientation or direction of 
motion. (3)

Feature integration theory A theory proposed by Treisman to 
explain how an object is broken down into features and how 
these features are recombined to result in a perception of the 
object. (6)
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Hair cell, inner Auditory receptor cell in the inner ear that is 
 primarily responsible for auditory transduction and the 
 perception of pitch. (11)

Hair cells, outer Auditory receptor cells in the inner ear that 
amplify the response of inner hair cells by amplifying the 
vibration of the basilar membrane. (11)

Haptic perception The perception of three-dimensional objects 
by touch. (14)

Hard problem of consciousness The problem of determining 
how physiological processes, such as ion fl ow across nerve 
membranes, cause different perceptual experiences. See also 
Mind-body problem. (3)

Harmonics Pure-tone components of a complex tone that 
have frequencies that are multiples of the fundamental 
 frequency. (11)

Hearing The experience of perceiving sound. (11)
Hermann grid A display that results in the illusion of dark areas 

at the intersection of two white “corridors.” This perception 
can be explained by lateral inhibition. (3)

Hertz (Hz) The unit for designating the frequency of a tone. One 
Hertz equals one cycle per second. (11)

Higher harmonics Pure tones with frequencies that are 
 whole-number (2, 3, 4, etc.) multiples of the fundamental fre-
quency. See also Fundamental; Fundamental frequency; 
Harmonics. (11)

High-load task Task that involves more processing resources and 
that therefore uses more of a person’s perceptual capacity. (6)

Hit In a signal detection experiment, saying “Yes, I detect a 
 stimulus’’ on a trial in which the stimulus is present (a 
correct response). (Appendix)

Homunculus Latin for “little man”; refers to the topographic map 
of the body in the somatosensory cortex. (14)

Horizontal cell A neuron that transmits signals laterally across 
the retina. Horizontal cells synapse with receptors and 
 bipolar cells. (2)

Horopter An imaginary surface that passes through the point of 
fi xation. Images caused by a visual stimulus on this surface 
fall on corresponding points on the two retinas. (10)

How pathway See Dorsal pathway. (4)
Hue The experience of a chromatic color such as red, green, yellow, 

or blue or combinations of these colors. (9)
Hypercolumn In the striate cortex, unit proposed by Hubel 

and Wiesel that combines location, orientation, and  ocular 
 dominance columns that serve a specifi c area on the 
 retina. (4)

Hyperopia A condition causing poor vision in which people can 
see objects that are far away but do not see near objects clearly. 
Also called farsightedness. (2)

Hyperpolarization When the inside of a neuron becomes more 
negative. Hyperpolarization is often associated with the action 
of inhibitory neurotransmitters. (2)

Illumination edge The border between two areas created by 
 different light intensities in the two areas. (9)

Illusory conjunction Illusory combination of features that are 
perceived when stimuli containing a number of features are 
presented briefl y and under conditions in which focused 
attention is diffi cult. For example, presenting a red square 
and a blue triangle could potentially create the perception 
of a red triangle. (6)

Illusory contour Contour that is perceived even though it is not 
present in the physical stimulus. (5)

Ganglion cell A neuron in the retina that receives inputs from 
bipolar and amacrine cells. The axons of the ganglion cells are 
the nerve fi bers that travel out of the eye in the optic nerve. (2)

Gate control model Melzack and Wall’s idea that perception of 
pain is controlled by a neural circuit that takes into account 
the relative amount of activity in nociceptors, mechanore-
ceptors, and central signals. This model has been used to 
explain how pain can be infl uenced by factors in addition to 
 stimulation of receptors in the skin. (14)

Gestalt psychology An approach to psychology that developed as 
a reaction to structuralism. The Gestalt approach proposes 
principles of perceptual organization and fi gure–ground 
 segregation and states that “the whole is different than the 
sum of its parts.” (5)

Gist of a scene General description of a scene. People can identify 
most scenes after viewing them for only a fraction of a second, 
as when they fl ip rapidly from one TV channel to another. 
It takes longer to identify the details within the scene. (5)

Global image features Information that may enable observers 
to rapidly perceive the gist of a scene. Features associated 
with specifi c types of scenes include degree of naturalness, 
degree of openness, degree of roughness, degree of expansion, 
and color. (5)

Global optic fl ow Information for movement that occurs when 
all elements in a scene move. The perception of global optic 
fl ow indicates that it is the observer that is moving and not 
the scene. (8)

Glomeruli Small structures in the olfactory bulb that receive 
 signals from similar olfactory receptor neurons. One function 
of each glomerulus is to collect information about a small 
group of odorants. (15)

Good continuation, principle of A Gestalt principle of 
 perceptual organization that states that points that, when 
connected, result in straight or smoothly curving lines are 
seen as belonging together, and that lines tend to be seen in 
such a way as to follow the smoothest path. (5)

Good fi gure, principle of See Pragnanz, principle of. (5)
Gradient of fl ow In an optic fl ow pattern, a gradient is created 

by movement of an observer through the environment. The 
“gradient” refers to the fact that the optic fl ow is rapid in the 
foreground and becomes slower as distance from the observer 
increases. (7)

Grandmother cell A hypothesized type of neuron that responds 
only to a very specifi c stimulus, such as a person’s grand-
mother. See also Specifi city coding. (3)

Grating acuity In the cutaneous senses, a measure of acuity on 
the skin that is the narrowest spacing of a grooved surface on 
the skin for which orientation can be accurately judged. Can 
also be applied to detecting the orientation of a visual grating 
stimulus. See also Two-point threshold. (14)

Ground In object perception, the background is called the ground. 
See also Figure. (5)

Grouping In perceptual organization, the process by which visual 
events are “put together” into units or objects. (5)

Habituation Paying less attention to the same stimulus that is pre-
sented repeatedly. For example, infants look at a stimulus less 
and less on each successive trial. See also  Dishabituation. (6)

Hair cell Neuron in the cochlea that contains small hairs, or cilia, 
that are displaced by vibration of the basilar membrane and 
fl uids inside the inner ear. There are two kinds of hair cells: 
inner and outer. (11)
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Inverse projection problem The idea that a particular image on 
the retina could have been caused by an infi nite number of 
different objects. This means that the retinal image does not 
unambiguously specify a stimulus. (5)

Ions Charged molecules. Sodium (Na+), potassium (K+), and 
 chlorine (Cl–) are the main ions found within nerve fi bers and 
in the liquid that surrounds nerve fi bers. (2)

Ishihara plate A display of colored dots used to test for the 
 presence of color defi ciency. The dots are colored so that 
people with normal (trichromatic) color vision can perceive 
numbers in the plate, but people with color defi ciency cannot 
perceive these numbers or perceive different numbers than 
someone with trichromatic vision. (9)

Isomerization Change in shape of the retinal part of the visual 
 pigment molecule that occurs when the molecule absorbs a 
quantum of light. Isomerization triggers the enzyme cascade 
that results in transduction from light energy to electrical 
energy in the retinal receptors. (2)

ITD tuning curve A plot of the neuron’s fi ring rate against the ITD 
(interaural time difference). (12)

Jeffress model The neural mechanism of auditory localization 
that proposes that neurons are wired to each receive signals 
from the two ears, so that different neurons fi re to different 
 interaural time differences (ITD). (12)

Kinesthesis The sense that enables us to feel the motions and 
 positions of the limbs and body. (14)

Knowledge Any information that the perceiver brings to a 
 situation. See also Top-down processing. (1)

Landmark discrimination problem The behavioral task used in 
Ungerleider and Mishkin’s experiment in which they provided evi-
dence for the dorsal, or where, visual processing stream. Monkeys 
were required to respond to a previously indicated location. (4)

Landmarks Objects on a route that serve as cues to indicate where 
to turn; a source of information for wayfi nding. (7)

Laser-assisted in situ keratomileuis (LASIK) A process in which 
the cornea is sculpted with a laser in order to achieve clear 
vision by adjusting the focusing power of the cornea so it 
focuses light onto the retina. (2)

Lateral eyes Eyes located on opposite sides of an animal’s head, 
so the views of the two eyes do not overlap or overlap only 
slightly, as in the pigeon and rabbit. (10)

Lateral geniculate nucleus (LGN) The nucleus in the thala-
mus that receives inputs from the optic nerve and, in turn, 
 communicates with the cortical receiving area for vision. (3)

Lateral inhibition Inhibition that is transmitted laterally across a 
nerve circuit. In the retina, lateral inhibition is transmitted by 
the horizontal and amacrine cells. (3)

Leisure noise Noise associated with leisure activities such as 
 listening to music, hunting, and woodworking. Exposure to 
high levels of leisure noise for extended periods can cause 
 hearing loss. (11)

Lens The transparent focusing element of the eye through which 
light passes after passing through the cornea and the aque-
ous humor. The lens’s change in shape to focus at different 
 distances is called accommodation. (2)

Lenticular projection A method used to create 3-D television 
images. The screen is coated with a fi lm containing two sets of 
lenses, which results in different images reaching the left and 
right eyes. (10)

Illusory motion Perception of motion when there actually is none. 
See also Apparent motion. (8)

Image displacement signal (IDS) In corollary discharge theory, 
the signal that occurs when an image moves across the visual 
receptors. (8)

Implied motion When a still picture depicts an action that involves 
motion, so that an observer could potentially extend the action 
depicted in the picture in his or her mind based on what will 
most likely happen next. (8)

Inattentional blindness A situation in which a stimulus that 
is not attended is not perceived, even though the person is 
 looking directly at it. (6)

Incus The second of the three ossicles of the middle ear. 
It  transmits vibrations from the malleus to the stapes. (11)

Indexical characteristic Characteristic of the speech stimulus that 
indicates information about a speaker, such as the speaker’s 
age, gender, or emotional state. (13)

Indirect sound Sound that reaches a listener’s ears after being 
refl ected from a surface such as a room’s walls. (12)

Induced motion The illusory movement of one object that is 
caused by the movement of another object that is nearby. (8)

Inferior colliculus A nucleus in the hearing system along the 
 pathway from the cochlea to the auditory cortex. The inferior 
colliculus receives inputs from the superior olivary nucleus. (12)

Inferotemporal (IT) cortex An area of the brain outside Area V1 
(the striate cortex), involved in object perception and facial 
recognition. (3)

Infl ammatory pain Pain caused by damage to tissues, 
 infl ammation of joints, or tumor cells. This damage releases 
chemicals that create an “infl ammatory soup” that activates 
nociceptors. (14)

Inhibitory area Area of a receptive fi eld that is associated with 
inhibition. Stimulation of this area causes a decrease in the 
rate of nerve fi ring. (3)

Inhibitory response Occurs when a neuron’s fi ring rate decreases 
due to inhibition from another neuron. (2)

Inhibitory-center, excitatory-surround receptive fi eld A center-
surround receptive fi eld in which stimulation of the center 
causes an inhibitory response and stimulation of the surround 
causes an excitatory response. (3)

Inner ear The innermost division of the ear, containing the cochlea 
and the receptors for hearing. (11)

Inner hair cell See Hair cell, inner. (11)
Insula An area in the frontal lobe of the cortex that receives sig-

nals from the taste system and is also involved in the affective 
 component of the perception of pain. (15)

Interaural level difference (ILD) The difference in the sound 
 pressure (or level) between the left and right ears. This dif-
ference creates an acoustic shadow for the far ear. The ILD 
 provides a cue for sound localization for high-frequency 
sounds. (12)

Interaural time difference (ITD) When a sound is positioned 
closer to one ear than to the other, the sound reaches the close 
ear slightly before reaching the far ear, so there is a difference 
in the time of arrival at the two ears. The ITD provides a cue 
for sound localization. (12)

Invariant information Environmental properties that do not 
change as the observer moves relative to an object or scene. For 
example, the spacing, or texture, of the elements in a texture 
gradient does not change as the observer moves on the gradi-
ent. The texture of the gradient therefore supplies invariant 
information for depth perception. (7)
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Meissner corpuscle (RA1) A receptor in the skin, associated 
with RA1 mechanoreceptors. It has been proposed that the 
 Meissner corpuscle is important for perceiving tactile slip and 
for controlling the force needed to grip objects. (14)

Melodic channeling See Scale illusion. (12)
Melody schema A representation of a familiar melody that is 

stored in a person’s memory. Existence of a melody schema 
makes it more likely that the tones associated with a melody 
will be perceptually grouped. (12)

Memory color The idea that an object’s characteristic color 
 infl uences our perception of that object’s color. (9)

Merkel receptor (SA1) A disk-shaped receptor in the skin 
 associated with slowly adapting fi bers and the perception 
of fi ne details. (14)

Metamerism The situation in which two physically different 
 stimuli are perceptually identical. In vision, this refers to 
two lights with different wavelength distributions that are 
 perceived as having the same color. (9)

Metamers Two lights that have different wavelength distributions 
but are perceptually identical. (9)

Method of adjustment See Adjustment, method of. (1)
Method of constant stimuli See Constant stimuli, method of. (1)
Method of limits See Limits, method of. (1)
Metrical structure The underlying beat of music. (12)
Microsmatic Having a weak sense of smell. This usually occurs in 

animals like humans, in which the sense of smell is not crucial 
for survival. (15)

Microstimulation A procedure in which a small electrode is 
inserted into the cortex and an electrical current passed 
through the electrode activates neurons near the  tip of the 
electrode. This procedure has been used to determine how 
activating specifi c groups of neurons affects perception. (8)

Middle ear The small air-fi lled space between the auditory canal 
and the cochlea that contains the ossicles. (11)

Middle-ear muscles Muscles attached to the ossicles in the 
middle ear. The smallest skeletal muscles in the body, they 
contract in response to very intense sounds and dampen the 
vibration of the ossicles. (11)

Mind–body problem One of the most famous problems in 
 science: How do physical processes such as nerve impulses or 
sodium and potassium molecules fl owing across membranes 
(the body part of the problem) become transformed into 
the richness of perceptual experience (the mind part of the 
 problem)? See also Hard problem of consciousness. (3)

Mirror neuron Neuron in the premotor area of the monkey’s 
 cortex that responds when the monkey grasps an object 
and also when the monkey observes someone else (another 
 monkey or the experimenter) grasping the object. There is also 
evidence for mirror neuron-like activity in the human brain. 
See also Audiovisual mirror neuron. (7)

Misapplied size constancy scaling A principle, proposed by 
Richard Gregory, that when mechanisms that help maintain size 
constancy in the three-dimensional world are applied to two-
dimensional pictures, an illusion of size sometimes results. (10)

Miss In a signal detection experiment, saying “No, I don’t detect a 
stimulus’’ on a trial in which the stimulus is present (an incor-
rect response). (Appendix)

Module A structure that processes information about a specifi c 
behavior or perceptual quality. Often identifi ed as a structure 
that contains a large proportion of neurons that respond selec-
tively to a particular quality, such as the fusiform face area, which 
contains many neurons that respond selectively to faces. (4)

Level Short for sound pressure level or sound level. Indicates the 
decibels or sound pressure of a sound stimulus. (11)

Light-adapted sensitivity The sensitivity of the eye when in the 
light-adapted state. Usually taken as the starting point for the 
dark adaptation curve because it is the sensitivity of the eye 
just before the lights are turned off. (2)

Light-from-above assumption The assumption that light usually 
comes from above, which infl uences our perception of form in 
some situations. (5)

Lightness The perception of shades ranging from white to grey 
to black. (3, 9)

Lightness constancy The constancy of our perception of an object’s 
lightness under different intensities of  illumination. (9)

Likelihood principle The idea proposed by Helmholtz that we 
perceive the object that is most likely to have caused the pattern 
of stimuli we have received. (5)

Limits, method of A psychophysical method for measuring 
threshold in which the experimenter presents sequences of 
stimuli in ascending and descending order. (1)

Load theory of attention Lavie’s proposal that the amount of per-
ceptual capacity that remains as a person is carrying out a task 
determines how well the person can avoid being distracted by 
task-irrelevant stimuli. If a person’s perceptual load is close to 
perceptual capacity, the person is less likely to be distracted 
by task-irrelevant stimuli. See also High-load tasks; Low-load 
tasks; Perceptual capacity; Perceptual load. (6)

Local disturbance in the optic array Occurs when one object 
moves relative to the environment, so that the stationary 
background is covered and uncovered by the moving object. 
This local disturbance indicates that the object is moving 
 relative to the environment. (8)

Location column A column in the visual cortex that contains neu-
rons with the same receptive fi eld locations on the retina. (4)

Location cue In hearing, characteristics of the sound reaching the 
listener that provide information regarding the location of a 
sound source. (12)

Loudness The quality of sound that ranges from soft to loud. 
For a tone of a particular frequency, loudness usually 
increases with increasing decibels. (11)

Low-load task A task that uses only a small amount of the 
 person’s perceptual capacity. (6)

Macrosmatic Having a keen sense of smell; usually important 
to an animal’s survival. (15)

Macular degeneration A clinical condition that causes 
 degeneration of the macula, an area of the retina that 
includes the fovea and a small surrounding area. (2)

Magnitude estimation A psychophysical method in which the 
subject assigns numbers to a stimulus that are proportional 
to the subjective magnitude of the stimulus. (1)

Malleus The fi rst of the ossicles of the middle ear. Receives 
 vibrations from the tympanic membrane and transmits these 
vibrations to the incus. (11)

McGurk effect See Audiovisual speech perception. (13)
Mechanoreceptor Receptor that responds to mechanical stimula-

tion of the skin, such as pressure, stretching, or vibration. (14)
Medial geniculate nucleus An auditory nucleus in the thalamus 

that is part of the pathway from the cochlea to the auditory cor-
tex. The medial geniculate nucleus receives inputs from the infe-
rior colliculus and transmits signals to the auditory cortex. (12)

Medial lemniscal pathway A pathway in the spinal cord that 
transmits signals from the skin toward the thalamus. (14)
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Neural circuit A number of neurons that are connected by 
 synapses. (2)

Neural convergence Synapsing of a number of neurons onto one 
neuron. (2)

Neural correlate of consciousness (NCC) Connections between 
the fi ring of neurons and perceptual experience. See also Easy 
problem of consciousness. (3)

Neural plasticity The capacity of the nervous system to change 
in response to experience. Examples are how early visual 
 experience can change the orientation selectivity of neurons 
in the visual cortex and how tactile experience can change 
the sizes of areas in the cortex that represent different parts 
of the body. See also Experience-dependent plasticity; 
 Selective rearing. (3)

Neural processing Operations that transform electrical signals 
within a network of neurons or that transform the response 
of individual neurons. (1, 3)

Neurogenesis The cycle of birth, development, and death of a 
neuron. This process occurs for the receptors for olfaction 
and taste. (15)

Neuron The structure that transmits electrical signals in the body. 
Key components of neurons are the cell body, dendrites, and 
the axon or nerve fi ber. (2)

Neuropathic pain Pain caused by lesions or other damage to the 
nervous system. (14)

Neuropsychology The study of the behavioral effects of brain 
damage in humans. (4)

Neurotransmitter A chemical stored in synaptic vesicles that is 
released in response to a nerve impulse and has an excitatory 
or inhibitory effect on another neuron. (2)

Neutral point The wavelength at which a dichromat perceives 
gray. (9)

Nociceptive pain This type of pain, which serves as a warning 
of impending damage to the skin, is caused by activation of 
 receptors in the skin called nociceptors. (14)

Nociceptor A fi ber that responds to stimuli that are damaging to 
the skin. (14)

Noise-induced hearing loss A form of sensorineural hearing loss that 
occurs when loud noises cause degeneration of the hair cells. (11)

Noncorresponding points Two points, one on each retina, that 
would not overlap if the retinas were slid onto each other. 
Also called disparate points. (10)

Nontaster A person who cannot taste the compound phenylthio-
carbamide (PTC). (15)

Nucleus of the solitary tract The nucleus in the brain stem that 
receives signals from the tongue, the mouth, and the larynx 
transmitted by the chorda tympani, glossopharyngeal, and 
vagus nerves. (15)

Object discrimination problem The behavioral task used in Unger-
leider and Mishkin’s experiment in which they provided evi-
dence for the ventral, or what, visual processing stream. Monkeys 
were required to respond to an object with a particular shape. (4)

Oblique effect Enhanced sensitivity to vertically and horizon-
tally oriented visual stimuli compared to obliquely oriented 
(slanted) stimuli. This effect has been demonstrated by 
 measuring both perception and neural responding. (1)

Occipital lobe A lobe at the back of the cortex that is the site of the 
cortical receiving area for vision. (1, 3)

Occlusion Depth cue in which one object hides or partially hides 
another object from view, causing the hidden object to be 
 perceived as being farther away. A monocular depth cue. (10)

Monaural cue Sound localization cue that involves one ear. (12)
Monochromat A person who is completely color-blind and 

therefore sees everything as black, white, or shades of gray. 
A monochromat can match any wavelength in the spec-
trum by adjusting the intensity of any other wavelength. 
 Monochromats generally have only one type of functioning 
receptors, usually rods. (9)

Monochromatic light Light that contains only a single 
 wavelength. (2)

Monocular cue Depth cue—such as overlap, relative size, relative 
height, familiar size, linear perspective, movement  parallax, 
and accommodation—that can work when we use only 
one eye. (10)

Moon illusion An illusion in which the moon appears to be larger 
when it is on or near the horizon than when it is high in 
the sky. (10)

Motion aftereffect An illusion that occurs after a person views 
a moving stimulus and then sees movement in the opposite 
direction when viewing a stationary stimulus immediately 
afterward. See also Waterfall illusion. (8)

Motion parallax A depth cue. As an observer moves, nearby objects 
appear to move rapidly across the visual fi eld, whereas far 
objects appear to move more slowly. (10)

Motor signal (MS) In corollary discharge theory, the signal that 
is sent to the eye muscles when the observer moves or tries to 
move his or her eyes. (8)

Motor theory of speech perception A theory that proposes a close 
link between how speech is perceived and how it is produced. The 
idea behind this theory is that when we hear a particular speech 
sound, this activates the motor mechanisms that are responsible 
for producing that sound, and it is the activation of these motor 
mechanisms that enable us to perceive the sound. (13)

Müller-Lyer illusion An illusion in which two lines of equal length 
appear to be of different lengths because of the addition of 
“fi ns’’ to the ends of the lines. (10)

Multimodal The involvement of a number of different senses in 
determining perception. For example, speech perception can be 
infl uenced by information from a number of different senses, 
including audition, vision, and touch. (13)

Multimodal nature of pain The fact that the experience of pain 
has both sensory and emotional components. (14)

Multisensory interaction Use of a combination of senses. For 
example, for vision and hearing, seeing a person’s lips move 
while listening to the person speak. (12)

Myopia An inability to see distant objects clearly. Also called 
 nearsightedness. (2)

Naloxone A substance that inhibits the activity of opiates. 
It is hypothesized that naloxone also inhibits the activ-
ity of  endorphins and therefore can have an effect on pain 
 perception. (14)

Nasal pharynx A passageway that connects the mouth cavity and 
the nasal cavity. (15)

Near point The distance at which the lens can no longer 
 accommodate enough to bring close objects into focus. 
Objects nearer than the near point can be brought into focus 
only by corrective lenses. (2)

Nearness, principle of See Proximity, principle of. (5)
Nearsightedness See Myopia. (2)
Nerve fi ber In most sensory neurons, the long part of the neuron 

that transmits electrical impulses from one point to another. 
Also called the axon. (2)
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movement causes a contracting optic fl ow. Some researchers 
use the term optic fl ow fi eld to refer to this fl ow. (7)

Optic nerve Bundle of nerve fi bers that carry impulses from the 
retina to the lateral geniculate nucleus and other structures. 
Each optic nerve contains about 1 million ganglion cell 
fi bers. (2)

Optical imaging A technique that has been used to measure the 
activity of large areas of the olfactory bulb by measuring the 
intensity of red light refl ected from the bulb. (15)

Oral capture The condition in which sensations from both  olfaction 
and taste are perceived as being located in the mouth. (15)

Orbitofrontal cortex An area in the frontal lobe, near the eyes, 
that receives signals originating in the olfactory receptors. 
Also known as the secondary olfactory cortex. (15)

Organ of Corti The major structure of the cochlear partition, 
 containing the basilar membrane, the tectorial membrane, 
and the receptors for hearing. (11)

Organizing principles In Gestalt psychology, the rules that deter-
mine how elements in a scene become grouped together. (5)

Orientation column A column in the visual cortex that contains 
neurons with the same orientation preference. (4)

Orientation tuning curve A function relating the fi ring rate of a 
neuron to the orientation of the stimulus. (3)

Ossicles Three small bones in the middle ear that transmit 
 vibrations from the outer to the inner ear. (11)

Outer ear The pinna and the auditory canal. (11)
Outer hair cells See Hair cells, outer. (11)
Outer segments Part of the rod and cone visual receptors that 

contain the light-sensitive visual pigment molecules. (2)
Oval window A small, membrane-covered hole in the cochlea 

that receives vibrations from the stapes. (11)
Overt attention Attention that involves looking directly at the 

attended object. (6)

Pacinian corpuscle (RA2 or PC) A receptor with a distinctive 
elliptical shape associated with RA2 mechanoreceptors. 
It transmits pressure to the nerve fi ber inside it only at the 
beginning or end of a pressure stimulus, and is responsible 
for our perception of vibration and fi ne textures that are 
 perceived when moving the fi ngers over a surface. (14)

Pain matrix The network of structures in the brain that are 
responsible for pain perception. (14)

Papillae Ridges and valleys on the tongue, some of which 
 contain taste buds. There are four types of papillae: fi liform, 
 fungiform, foliate, and circumvallate. (15)

Parabelt area Auditory area in the temporal lobe that receives 
 signals from the belt area. (12)

Parahippocampal place area (PPA) An area in the temporal lobe 
that is activated by indoor and outdoor scenes. (4)

Parietal lobe. A lobe at the top of the cortex that is the site of the 
cortical receiving area for touch and is the termination point 
of the dorsal (where or how) stream for visual processing. (1, 3)

Parietal reach region (PRR) A network of areas in the parietal 
cortex that contains neurons that are involved in reaching 
behavior. (7)

Partial color constancy A type of color constancy that occurs 
when changing an object’s illumination causes a change in 
perception of the object’s hue, but less change than would 
be expected based on the change in the wavelengths of light 
reaching the eye. Note that in complete color constancy, 
changing an object’s illumination causes no change in the 
object’s hue. (9)

Octave Tones that have frequencies that are binary multiples of 
each other (2, 4, etc.). For example, an 800-Hz tone is one 
octave above a 400-Hz tone. (11)

Ocular dominance The degree to which a neuron is infl uenced by 
stimulation of each eye. A neuron has a large amount of ocu-
lar dominance if it responds only to stimulation of one eye. 
There is no ocular dominance if the neuron responds equally 
to stimulation of both eyes. (4)

Ocular dominance column A column in the visual cortex that 
contains neurons that respond best to stimulation of the 
same eye. (4)

Oculomotor cue Depth cue that depends on our ability to sense 
the position of our eyes and the tension in our eye muscles. 
Accommodation and convergence are oculomotor cues. (10)

Odor map. See Chemotopic map. (15)
Odor object The source of an odor, such as coffee, bacon, a rose, 

or car exhaust. (15)
Odotoptic map. See Chemotopic map. (15)
Olfaction The sense of smell. Usually results from stimulation of 

receptors in the olfactory mucosa. (15)
Olfactometer A device that presents olfactory stimuli with great 

precision. (15)
Olfactory bulb The structure that receives signals directly from 

the olfactory receptors. The olfactory bulb contains glomeruli, 
which receive these signals from the receptors. (15)

Olfactory mucosa The region inside the nose that contains the 
receptors for the sense of smell. (15)

Olfactory receptor A protein string that responds to odor 
 stimuli. (15)

Olfactory receptor neurons (OR Ns) Sensory neurons located in 
the olfactory mucosa that contain the olfactory receptors. (15)

Ommatidium A structure in the eye of the Limulus that con-
tains a small lens, located directly over a visual receptor. 
The  Limulus eye is made up of hundreds of these ommatidia. 
The Limulus eye has been used for research on lateral inhibi-
tion because its receptors are large enough so that stimulation 
can be applied to individual receptors. (3)

Onset time The time at which a specifi c tone starts. When two 
tones start at different times, this provides information that 
they are coming from different sources. (12)

Opioid A chemical such as opium, heroin, and other molecules 
with related structures that reduce pain and induce feelings 
of euphoria. (14)

Opponent neuron A neuron that has an excitatory response to 
wavelengths in one part of the spectrum and an inhibitory 
response to wavelengths in the other part of the spectrum. (9)

Opponent-process theory of color vision A theory originally 
proposed by Hering, which claimed that our perception of 
color is determined by the activity of two opponent mecha-
nisms: a blue–yellow mechanism and a red–green mechanism. 
The responses to the two colors in each mechanism oppose 
each other, one being an excitatory response and the other 
an inhibitory response. In addition, this theory also includes 
a black–white mechanism, which is concerned with the 
 perception of brightness. See also Opponent neuron. (9)

Optic array The structured pattern of light created by the presence 
of objects, surfaces, and textures in the environment. (8)

Optic ataxia A condition in which individuals with parietal lobe 
damage have trouble pointing to visual stimuli. (7)

Optic fl ow The fl ow of stimuli in the environment that occurs 
when an observer moves relative to the environment. Forward 
movement causes an expanding optic fl ow, whereas backward 
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Physical regularities Regularly occurring physical properties of the 
environment. For example, there are more vertical and hori-
zontal orientations in the environment than oblique (angled) 
orientations. (5)

Physiological approach to perception Analyzing perception 
by determining how a person’s perception is related to 
physiological processes that are occurring within the per-
son. This approach focuses on determining the relationship 
between stimuli and physiological responding and between 
 physiological responding and perception. (1)

Pictorial cue Monocular depth cue, such as overlap, relative height, 
and relative size, that can be depicted in pictures. (10)

Pinna The part of the ear that is visible on the outside of the 
head. (11)

Piriform cortex An area under the temporal lobe that receives 
signals from glomeruli in the olfactory bulb. Also called 
the  primary olfactory cortex. (15)

Pitch The quality of sound, ranging from low to high, that is most 
closely associated with the frequency of a tone. (11)

Pitch neurons Neurons that respond to stimuli associated with 
a specifi c pitch. These neurons fi re to the pitch of a complex 
tone even if the fi rst harmonic or other harmonics of the tone 
are not present. (11)

Place theory of hearing The proposal that the frequency of a 
sound is indicated by the place along the organ of Corti at 
which nerve fi ring is highest. Modern place theory is based 
on Békésy’s traveling wave theory of hearing. (11)

Placebo A substance that a person believes will relieve symptoms 
such as pain but that contains no chemicals that actually act 
on these symptoms. (14)

Placebo effect A relief from symptoms resulting from a substance 
that has no pharmacological effect. See also Placebo. (14)

Point-light walker A biological motion stimulus created by plac-
ing lights at a number of places on a person’s body and having 
an observer view the moving-light stimulus that results as the 
 person moves in the dark. (8)

Ponzo illusion An illusion of size in which two objects of equal size 
that are positioned between two converging lines appear to be 
different in size. Also called the railroad track illusion. (10)

Positron emission tomography (PET) A brain mapping 
 technique that is used in awake human subjects to determine 
which brain areas are activated by various tasks. (4)

Power function A mathematical function of the form P � KSn, 
where P is perceived magnitude, K is a constant, S is the 
 stimulus intensity, and n is an exponent. (1)

Pragnanz, principle of A Gestalt principle of perceptual organiza-
tion that states that every stimulus pattern is seen in such a 
way that the resulting structure is as simple as possible. Also 
called the principle of good fi gure or the principle of simplicity. (5)

Preattentive stage (of perceptual processing) An automatic and 
rapid stage of processing, proposed by Treisman’s feature inte-
gration theory, during which a stimulus is decomposed into 
individual features. (6)

Precedence effect The effect that occurs when two identical or very 
similar sounds reach a listener’s ears separated by a time inter-
val of less than about 50 to 100 ms, and the listener hears the 
fi rst sound that reaches his or her ears. (12)

Precueing A procedure in which a cue stimulus is presented to 
direct an observer’s attention to a specifi c location where a test 
stimulus is likely to be presented. This procedure was used by 
Posner to show that attention enhances the processing of a 
stimulus presented at the cued location. (6)

Passive method (3-D TV) A method used to create 3-D television 
images. Polarized light is used to create left and right images—
one image is polarized so its vibration is vertical, and the other 
is polarized so its vibration is horizontal. The TV is viewed 
through polarizing lenses, which let vertically polarized light 
into one eye and horizontally polarized light into the other 
eye, creating the disparity that results in three-dimensional 
 perception. (10)

Passive touch A situation in which a person passively receives 
 tactile stimulation. See also Active touch. (14)

Payoffs A system of rewards and punishments used to infl uence 
a participant’s motivation in a signal detection experiment. 
(Appendix)

Penumbra The fuzzy border at the edge of a shadow. (9)
Perceived magnitude A perceptual measure of stimuli, such as 

light or sound, that indicates the magnitude of experience. (1)
Perception Conscious sensory experience. (1)
Perceptual capacity The resources a person has for carrying out 

perceptual tasks. (6)
Perceptual completion The perception of an object as extending 

behind occluding objects. (6)
Perceptual load The amount of a person’s perceptual capacity 

needed to carry out a particular perceptual task. (6)
Perceptual organization The process by which small elements 

become perceptually grouped into larger objects. (5)
Perceptual process A sequence of steps leading from the 

 environment to perception of a stimulus, recognition of the 
stimulus, and action with regard to the stimulus. (1)

Perceptual segregation Perceptual organization in which one 
object is seen as separate from other objects. (5)

Periodic tone A tone in which the waveform repeats. (11)
Periodicity pitch The constancy of a complex tone’s pitch when 

the fundamental frequency and other lower harmonics are 
eliminated. See also Effect of the missing fundamental. (11)

Peripheral retina The area of retina outside the fovea. (2)
Permeability A property of a membrane that refers to the ability of 

molecules to pass through it. If the permeability to a molecule 
is high, the molecule can easily pass through the membrane. (2)

Persistence of vision A phenomenon in which perception of 
any stimulus persists for about 250 ms after the stimulus is 
 physically terminated. (5)

Perspective convergence The perception that parallel lines in the 
distance converge as distance increases. (10)

PET See Positron emission tomography (PET). (4)
Phantom limb A person’s continued perception of a limb, such as 

an arm or a leg, even though that limb has been amputated. (14)
Phase locking Firing of auditory neurons in synchrony with the 

phase of an auditory stimulus. (11)
Phenomenological method Method of determining the relation-

ship between stimuli and perception in which the observer 
describes what he or she perceives. (1)

Pheromone Chemical signal released by an individual that affects 
the physiology and behavior of other individuals. (15)

Phoneme The shortest segment of speech that, if changed, changes 
the meaning of a word. (13)

Phonemic restoration effect An effect that occurs in speech 
perception when listeners perceive a phoneme in a word even 
though the acoustic signal of that phoneme is obscured by 
another sound, such as white noise or a cough. (13)

Phonetic boundary The voice onset time when perception 
changes from one speech category to another in a categorical 
 perception experiment. (13)
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Psychophysics Traditionally, the term psychophysics refers to quan-
titative methods for measuring the relationship between 
properties of the stimulus and the subject’s experience. In this 
book, all methods that are used to determine the relationship 
between stimuli and perception will be broadly referred to as 
pychophysical methods. (1)

Pupil The opening through which light refl ected from objects in 
the environment enters the eye. (2)

Pure tone A tone with pressure changes that can be described by a 
single sine wave. (11)

Purkinje shift The shift from cone spectral sensitivity to rod spec-
tral sensitivity that takes place during dark adaptation. See also 
Spectral sensitivity. (2)

Random-dot stereogram A pair of stereoscopic images made up 
of random dots. When one section of this pattern is shifted 
slightly in one direction, the resulting disparity causes the 
shifted section to appear above or below the rest of the 
 pattern when the patterns are viewed in a stereoscope. (10)

Rapidly adapting (RA) receptor Mechanoreceptors that respond 
with bursts of fi ring just at the onset and offset of a pressure 
stimulus. The Meissner corpuscle and the Pacinian corpuscle 
are rapidly adapting receptors. (14)

Ratio principle A principle stating that two areas that refl ect 
 different amounts of light will have the same perceived light-
ness if the ratios of their intensities to the intensities of their 
surroundings are the same. (9)

Rat–man demonstration The demonstration in which presenta-
tion of a “ratlike’’ or “manlike’’ picture infl uences an observ-
er’s perception of a second picture, which can be interpreted 
either as a rat or as a man. This demonstration illustrates an 
effect of top-down processing on perception. (1)

Reaction time The time between presentation of a stimulus and 
an observer’s or listener’s response to the stimulus. Reaction 
time is often used in experiments as a measure of speed of 
processing. (1)

Real motion The physical movement of a stimulus. Contrasts with 
apparent motion. (8)

Real-motion neuron Neuron in the monkey’s cortex that 
responds when movement of an image across the retina is 
caused by movement of a stimulus, but does not respond 
when movement across the retina is caused by movement 
of the eyes. (8)

Receiver operating characteristic (ROC) curve A graph in which 
the results of a signal detection experiment are plotted as the 
proportion of hits versus the proportion of false alarms for a 
number of different response criteria. (Appendix)

Receptive fi eld A neuron’s receptive fi eld is the area on the 
 receptor surface (the retina for vision; the skin for touch) 
that, when stimulated, affects the fi ring of that neuron. (3)

Receptor A sensory receptor is a neuron sensitive to environmen-
tal energy that changes this energy into electrical signals in 
the nervous system. (1)

Receptor site Small area on the postsynaptic neuron that is 
 sensitive to specifi c neurotransmitters. (2)

Recognition The ability to place an object in a category that gives 
it meaning—for example, recognizing a particular red object as 
a tomato. (1)

Recognition profi le The pattern of olfactory activation for an 
odorant, indicating which ORNs (olfactory receptor neurons) 
are activated by the odorant. (15)

Recognition threshold See Threshold, recognition. (15)

Preferential looking technique A technique used to measure per-
ception in infants. Two stimuli are presented, and the infant’s 
looking behavior is monitored for the amount of time the 
infant spends viewing each stimulus. (2)

Presbycusis A form of sensorineural hearing loss that occurs as a 
function of age and is usually associated with a decrease in the 
ability to hear high frequencies. Since this loss also appears 
to be related to exposure to environmental sounds, it is also 
called sociocusis. (11)

Presbyopia The inability of the eye to accommodate due to a 
hardening of the lens and a weakening of the ciliary muscles. 
It occurs as people get older. (2)

Primary auditory cortex (A1) An area of the temporal lobe that 
receives signals via nerve fi bers from the medial geniculate 
nucleus in the thalamus. (12)

Primary olfactory area A small area under the temporal lobe 
that receives signals from glomeruli in the olfactory bulb. 
Also called the piriform cortex. (15)

Primary receiving areas Areas of the cerebral cortex that fi rst 
receive most of the signals initiated by a sense’s receptors. 
For example, the occipital cortex is the site of the primary 
receiving area for vision, and the temporal lobe is the site of 
the primary receiving area for hearing. (1)

Principle of common fate See Common fate, principle of. (5)
Principle of common region See Common region, 

principle of. (5)
Principle of good continuation See Good continuation, 

 principle of. (5)
Principle of good fi gure See Pragnanz, principle of. (5)
Principle of pragnanz See Pragnanz, principle of. (5)
Principle of proximity (nearness) See Proximity, 

principle of. (5)
Principle of representation See Representation, 

principle of. (1)
Principle of similarity See Similarity, principle of. (5)
Principle of simplicity See Pragnanz, principle of. (5)
Principle of synchrony See Synchrony, principle of. (5)
Principle of transformation See Transformation, 

principle of. (1)
Principle of uniform connectedness See Uniform 

 connectedness, principle of. (5)
Propagated response A response, such as a nerve impulse, that 

travels all the way down the nerve fi ber without decreasing 
in amplitude. (2)

Proprioception The sensing of the position of the limbs. (14)
Prosopagnosia A form of visual agnosia in which the person can’t 

recognize faces. (3)
Protanopia A form of red–green dichromatism caused by a lack 

of the long-wavelength cone pigment. (9)
Proust effect The elicitation of memories through taste and 

 olfaction. Named for Marcel Proust, who described how the 
taste and smell of a tea-soaked madeleine cake unlocked 
childhood memories. (15)

Proximity, principle of A Gestalt principle of perceptual 
 organization that states that things that are near to each 
other appear to be grouped together. Also called the law of 
nearness. (5)

Psychophysical approach to perception Analyzing perception 
by determining how a person’s perception is related to stimuli 
in the environment. This approach focuses on determining 
the relationship between stimuli in the environment and 
 perceptual responding. (1)
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Retinitis pigmentosa A retinal disease that causes a gradual loss of  
vision, beginning in the peripheral retina. (2)

Retinotopic map A map on a structure in the visual system, such 
as the lateral geniculate nucleus or the cortex, that indicates 
locations on the structure that correspond to locations on the 
retina. In retinotopic maps, locations adjacent to each other on 
the retina are usually represented by locations that are adjacent 
to each other on the structure. (4)

Retronasal route The opening from the oral cavity, through the 
nasal pharnyx, into the nasal cavity. This route is the basis for 
the way smell combines with taste to create fl avor. (15)

Reverberation time The time it takes for a sound produced in 
an enclosed space to decrease to 1/1,000th of its original 
 pressure. (12)

Reversible fi gure–ground A fi gure–ground pattern that 
 perceptually reverses as it is viewed, so that the fi gure becomes 
the ground and the ground becomes the fi gure. The best-
known reversible fi gure–ground pattern is Rubin’s vase–face 
pattern. (5)

Rhythmic pattern In music, the series of changes across time 
(a mixture of shorter and longer notes) in a temporal 
 pattern. (12)

Rising phase of the action potential In the axon, or nerve fi ber, the 
decrease in negativity from –70 mV to +40 mV (the peak action 
potential level) that occurs during the action potential. This 
increase is caused by an infl ow of Na+ ions into the axon. (2)

Rod A cylinder-shaped receptor in the retina that is responsible for 
vision at low levels of illumination. (2)

Rod–cone break The point on the dark adaptation curve at which 
vision shifts from cone vision to rod vision. (3)

Rod monochromat A person who has a retina in which the only 
functioning receptors are rods. (3)

Rod spectral sensitivity curve The curve plotting visual  sensitivity 
versus wavelength, for rod vision. This function is  typically 
measured when the eye is dark adapted by a test light 
 presented to the peripheral retina. (2)

Ruffi ni cylinder A receptor structure in the skin associated with 
slowly adapting fi bers. It has been proposed that the Ruffi ni 
cylinder is involved in perceiving “stretching.” (14)

Saccadic eye movement Rapid eye movement between fi xations 
that occurs when scanning a scene. (6)

Saliency map A “map” of a visual display that takes into account 
characteristics of the display such as color, contrast, and 
 orientation that are associated with capturing attention. (6)

Same-object advantage The faster responding that occurs when 
enhancement spreads within an object. Faster reaction times 
occur when a target is located within the object that is receiv-
ing the subject’s  attention, even if the subject is looking at 
another place within the object. (6)

Saturation (color) The relative amount of whiteness in a 
 chromatic color. The less whiteness a color contains, the more 
saturated it is. (9)

Scale illusion An illusion that occurs when successive notes of 
a scale are presented alternately to the left and right ears. 
Even though each ear receives notes that jump up and down in 
frequency, smoothly ascending or descending scales are heard 
in each ear. Also called melodic channeling. (12)

Scene A view of a real-world environment that contains (a) 
 background elements and (b) multiple objects that are 
 organized in a meaningful way relative to each other and 
the background. (5)

Refl ectance The percentage of light refl ected from a surface. (9)
Refl ectance curve A plot showing the percentage of light refl ected 

from an object versus wavelength. (9)
Refl ectance edge An edge between two areas where the refl ectance 

of two surfaces changes. (9)
Refractive myopia Myopia (nearsightedness) in which the  cornea 

and/or the lens bends the light too much. See also Axial 
 myopia. (2)

Refractory period The time period of about 1/1,000th of a second 
that a nerve fi ber needs to recover from conducting a nerve 
impulse. No new nerve impulses can be generated in the fi ber 
until the refractory period is over. (2)

Regularities in the environment Characteristics of the 
 environment that occur regularly and in many different 
 situations. (5)

Reichardt detector A neural circuit that results in neurons fi ring 
to movement in one direction. Excitation and inhibition are 
arranged so that movement in one direction creates inhibition 
that reduces or eliminates neural responding, whereas move-
ment in the opposite direction creates excitation that enhances 
neural responding. (8)

Relative disparity The difference between two objects’ absolute 
disparities. (10)

Relative height A monocular depth cue. Objects that have bases 
below the horizon appear to be farther away when they are 
higher in the fi eld of view. Objects that have bases above the 
horizon appear to be farther away when they are lower in the 
fi eld of view. (10)

Relative size A cue for depth perception. When two objects are of 
equal size, the one that is farther away will take up less of the 
fi eld of view. (10)

Representation, principle of A principle of perception that every-
thing a person perceives is based not on direct contact with 
stimuli but on representations of stimuli on the receptors and 
in the person’s nervous system. (1)

Representational momentum Occurs when motion depicted in a 
still picture continues in an observer’s mind. (8)

Resonance A mechanism that enhances the intensity of certain 
frequencies because of the refl ection of sound waves in a closed 
tube. Resonance in the auditory canal enhances frequencies 
between about 2,000 and 5,000 Hz. (11)

Resonant frequency The frequency that is most strongly enhanced 
by resonance. The resonance frequency of a closed tube is 
determined by the length of the tube. (11)

Response compression The result when doubling the physi-
cal intensity of a stimulus less than doubles the subjective 
 magnitude of the stimulus. (1)

Response criterion In a signal detection experiment, the subjec-
tive magnitude of a stimulus above which the participant will 
 indicate that the stimulus is present. (1)

Response expansion The result when doubling the physical 
 intensity of a stimulus more than doubles the subjective 
 magnitude of the stimulus. (1)

Resting potential The difference in charge between the inside and 
the outside of the nerve fi ber when the fi ber is not conducting 
electrical signals. Most nerve fi bers have resting potentials of 
about �70 mV, which means the inside of the fi ber is negative 
relative to the outside. (2)

Retina A complex network of cells that covers the inside back of the 
eye. These cells include the receptors, which generate an electri-
cal signal in response to light, as well as the horizontal, bipolar, 
amacrine, and ganglion cells. (2)
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Signal The stimulus presented to a participant. A concept in signal 
detection theory. (Appendix)

Signal detection theory A theory stating that the detection of a 
stimulus depends both on the participant’s sensitivity to the 
stimulus and on the participant’s response criterion. (1)

Signal-to-noise (S/N) ratio The level of a sound signal in decibels 
minus the level of background noise in decibels. (12)

Similarity, principle of A Gestalt principle stating that similar 
things appear to be grouped together. (5)

Simple cortical cell A neuron in the visual cortex that responds 
best to bars of a particular orientation. (3)

Simplicity, principle of See Pragnanz, law of. (5)
Simultaneous color contrast See Simultaneous contrast. (9)
Simultaneous contrast The effect that occurs when surround-

ing one color with another changes the appearance of the 
 surrounded color. Occurs for chromatic and achromatic 
stimuli. (3, 9)

Single-opponent neuron Neurons that increase fi ring to long 
wavelengths presented to the center of the receptive fi eld 
and decrease fi ring to short wavelengths presented to the 
 surround (or vice versa). (9)

Size constancy Occurs when the size of an object is perceived 
to remain the same even when it is viewed from different 
 distances. (10)

Size–distance scaling A hypothesized mechanism that helps 
maintain size constancy by taking an object’s perceived 
 distance into account. According to this mechanism, an 
object’s perceived size, S, is determined by multiplying the 
size of the retinal image, R, times the object’s perceived 
 distance, D. (10)

Slowly adapting (SA) receptor Mechanoreceptors located in the 
epidermis and the dermis that respond with prolonged fi ring 
to continued pressure. The Merkel receptor and the Ruffi ni 
cylinder are slowly adapting mechanoreceptors. (14)

Somatosensory receiving area (S1) An area in the parietal lobe 
that receives inputs from the skin and the viscera associated 
with somatic senses such as touch,  temperature, and pain. See 
also Secondary somatosensory cortex (S2). (14)

Somatosensory system The system that includes the cutaneous 
senses (senses involving the skin), proprioception (the sense 
of position of the limbs), and kinesthesis (sense of movement 
of the limbs). (14)

Sound (perceptual) The perceptual experience of hearing. The 
statement “I hear a sound” is using sound in that sense. (11)

Sound (physical) The physical stimulus for hearing. The state-
ment “The sound’s level was 10 dB” is using sound in that 
sense. (11)

Sound level The pressure of a sound stimulus, expressed in 
 decibels. See also Sound pressure level (SPL). (11)

Sound pressure level (SPL) A designation used to indicate that 
the reference pressure used for calculating a tone’s decibel 
 rating is set at 20 micropascals, near the threshold in the most 
sensitive frequency range for hearing. (11)

Sound spectrogram A plot showing the pattern of intensities and 
frequencies of a speech stimulus. (13)

Sound wave Pattern of pressure changes in a medium. Most of 
the sounds we hear are due to pressure changes in the air, 
although sound can be transmitted through water and solids 
as well. (11)

Sparse coding The idea that a particular object is represented by 
the fi ring of a relatively small number of neurons. (3)

Spatial attention Attention to a specifi c location. (6)

Scene schema An observer’s knowledge about what is contained 
in typical scenes. An observer’s attention is affected by 
 knowledge of what is usually found in the scene. (6)

Scene statistics The probability of various things occurring 
in the environment. (6)

Secondary olfactory area An area in the frontal lobe, near 
the eyes, that receives signals originating in the olfactory 
 receptors. Also known as the orbitofrontal cortex. (15)

Secondary somatosensory cortex (S2) The area in the  parietal 
lobe next to the primary somatosensory area (S1) that 
 processes neural signals related to touch, temperature, 
and pain. (14)

Segregation The process of separating one area or object from 
another. See also Figure–ground segregation. (5)

Selective adaptation A procedure in which a person or animal is 
selectively exposed to one stimulus, and then the effect of this 
exposure is assessed by testing with a wide range of stimuli. 
Typically, sensitivity to the exposed stimulus is decreased. (3)

Selective rearing A procedure in which animals are reared in 
special environments. An example of selective rearing is the 
experiment in which kittens were reared in an environment 
of vertical stripes to determine the effect on orientation 
 selectivity of cortical neurons. (3)

Selective refl ection When an object refl ects some wavelengths 
of the spectrum more than others. (9)

Selective transmission When some wavelengths pass through 
visually transparent objects or substances and others do not. 
Selective transmission is associated with the perception of 
chromatic color. See also Selective refl ection. (9)

Self-produced information Generally, environmental informa-
tion that is produced by actions of the observer. An example 
is optic fl ow, which occurs as a result of a person’s movement 
and which, in turn, provides information that can be used to 
guide that movement. (7)

Semantic encoding A method for analyzing the patterns of voxel 
activation recorded from visual areas of an observer’s brain, 
based on the relationship between voxel activation and the 
meaning or category of a scene. (5)

Semantic regularities Characteristics associated with the 
 functions associated with different types of scenes. These 
characteristics are learned from experience. For example, most 
people are aware of the kinds of activities and objects that are 
usually associated with kitchens. (5)

Sensations Elementary elements that, according to the 
 structuralists, combine to create perceptions. (5)

Sensory component of pain Pain perception described with 
terms such as throbbing, prickly, hot, or dull. See also Affective 
(emotional) component of pain. (14)

Sensory receptors Cells specialized to respond to environmental 
energy, with each sensory system’s receptors specialized to 
respond to a specifi c type of energy. (1, 2)

Sensory-specifi c satiety The effect on perception of the odor asso-
ciated with food eaten to satiety (the state of being  satiated 
or “full”). For example, after eating bananas until satiety, the 
pleasantness rating for vanilla decreased slightly (but was 
still positive), but the rating for banana odor decreased much 
more and became negative. (15)

Shadowing Listeners’ repetition aloud of what they hear as they 
are hearing it. (13)

Shortest path constraint In the perception of apparent motion, 
the principle that apparent movement tends to occur along 
the shortest path between two stimuli. (8)
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based on the relationship between voxel activation and struc-
tural characteristics of a scene, such as lines, contrasts, shapes, 
and textures. (5)

Structuralism The approach to psychology, prominent in the late 
19th and early 20th centuries, that postulated that perceptions 
result from the summation of many elementary sensations. 
The Gestalt approach to perception was, in part, a reaction to 
structuralism. (5)

Subcortical structure Structure below the cerebral cortex. For exam-
ple, the superior colliculus is a subcortical structure in the visual 
system. The cochlear nucleus and superior olivary nucleus are 
among the subcortical structures in the auditory system. (12)

Subtractive color mixture. See Color mixture, subtractive. (9)
Superior colliculus An area in the brain that is involved in con-

trolling eye movements and other visual behaviors. This area 
receives about 10 percent of the ganglion cell fi bers that leave 
the eye in the optic nerve. (3)

Superior olivary nucleus A nucleus along the auditory pathway 
from the cochlea to the auditory cortex. The superior olivary 
nucleus receives inputs from the cochlear nucleus. (12)

Supertaster A person who is especially sensitive to 6-n- propyl-
thiouracil (PROP), a bitter substance. (15)

Surface texture The visual and tactile quality of a physical surface 
created by peaks and valleys. (14)

Synapse A small space between the end of one neuron (the pre-
synaptic neuron) and the cell body of another neuron (the 
postsynaptic neuron). (2)

Synchrony, principle of A modern principle of perceptual organi-
zation that states that visual events that occur at the same time 
will be perceived as belonging together. (5)

Synesthesia A condition in which stimulation of one modality 
(such as vision) results in an experience in another modality 
(such as touch). For example a person with synesthesia who 
observes another person being touched may experience touch 
on the same part of his or her own body. (14)

Tactile acuity The smallest details that can be detected on the 
skin. (14)

Task-irrelevant stimuli Stimuli that do not provide information 
relevant to the task at hand. (6)

Taste bud A structure located within papillae on the tongue that 
contains the taste cells. (15)

Taste cell Cell located in taste buds that causes the transduction of 
chemical to electrical energy when chemicals contact receptor 
sites or channels located at the tip of this cell. (15)

Taste pore An opening in the taste bud through which the tips of 
taste cells protrude. When chemicals enter a taste pore, they 
stimulate the taste cells and result in transduction. (15)

Taster A person who can taste the compound phenylthiocarbamide 
(PTC). (15)

Tectorial membrane A membrane that stretches the length of the 
cochlea and is located directly over the hair cells. Vibrations of 
the cochlear partition cause the tectorial membrane to bend 
the hair cells by rubbing against them. (11)

Temporal coding The connection between the frequency of a sound 
stimulus and the timing of the auditory nerve fi ber  fi ring. (11)

Temporal cue In tactile perception, information about the texture 
of a surface that is determined by the rate of vibrations that 
occur as we move our fi ngers across the surface. (14)

Temporal lobe A lobe on the side of the cortex that is the site of 
the cortical receiving area for hearing and the termination 
point for the ventral, or what, stream for visual processing. 

Spatial cue In tactile perception, information about the texture of 
a surface that is determined by the size, shape, and distribution 
of surface elements such as bumps and grooves. (14)

Spatial organization How different locations in the environment 
and on the receptors are represented in the brain. (4)

Specifi city coding Type of neural code in which different per-
ceptions are signaled by activity in specifi c neurons. See also 
 Distributed coding. (3)

Spectral cue In hearing, the distribution of frequencies reaching 
the ear that are associated with specifi c locations of a sound. 
The differences in frequencies are caused by interaction of 
sound with the listener’s head and pinnae. (12)

Spectral sensitivity The sensitivity of visual receptors to  different 
parts of the visible spectrum. See also Spectral sensitivity 
curve. (2)

Spectral sensitivity curve The function relating a subject’s 
 sensitivity to light to the wavelength of the light. The spectral 
sensitivity curves for rod and cone vision indicate that the 
rods and cones are maximally sensitive at 500 nm and 560 nm, 
respectively. See also Purkinje shift. (2)

Speech segmentation The process of perceiving individual words 
from the continuous fl ow of the speech signal. (13)

Spinothalamic pathway One of the nerve pathways in the spi-
nal cord that conducts nerve impulses from the skin to the 
somatosensory area of the thalamus. (14)

Spontaneous activity Nerve fi ring that occurs in the absence of 
environmental stimulation. (2)

Stapes The last of the three ossicles in the middle ear. It receives 
vibrations from the incus and transmits these vibrations to the 
oval window of the inner ear. (11)

Statistical learning The process of learning about transitional 
probabilities and other characteristics of the environment. 
Statistical learning for properties of language has been 
 demonstrated in young infants. (13)

Stereopsis The impression of depth that results from binocular 
disparity—the difference in the position of images of the same 
object on the retinas of the two eyes. (10)

Stereoscope A device that presents pictures to the left and the right 
eyes so that the binocular disparity a person would experience 
when viewing an actual scene is duplicated. The result is a 
 convincing illusion of depth. (10)

Stereoscopic depth perception The perception of depth that is cre-
ated by input from both eyes. See also Binocular disparity. (10)

Stereoscopic vision Two-eyed depth perception involving mecha-
nisms that take into account differences in the images formed 
on the left and right eyes. (10)

Stevens’s power law A law concerning the relationship between the 
physical intensity of a stimulus and the perception of the sub-
jective magnitude of the stimulus. The law states that 
P � KSn, where P is perceived magnitude, K is a constant, S is 
the stimulus intensity, and n is an exponent. (1)

Stimulus salience Characteristics such as bright colors, high 
contrast, and highly visible orientations that cause stimuli to 
stand out and therefore attract attention. (6)

Strabismus Misalignment of the eyes, such as crossed-eyes or 
 walleyes (outward looking eyes), in which the visual system 
suppresses vision in one of the eyes to avoid double vision, so 
the person sees the world with only one eye at a time. (10)

Striate cortex The visual receiving area of the cortex, located in the 
occipital lobe. (3)

Structural encoding A method for analyzing the patterns of voxel 
activation recorded from visual areas of an observer’s brain, 
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Traveling wave In the auditory system, vibration of the basilar 
membrane in which the peak of the vibration travels from the 
base of the membrane to its apex. (11)

Trichromat A person with normal color vision. Trichromats can 
match any wavelength in the spectrum by mixing three other 
wavelengths in various proportions. (9)

Trichromatic theory of color vision A theory proposing that 
our perception of color is determined by the ratio of activ-
ity in three receptor mechanisms with different spectral 
 sensitivities. (9)

Tritanopia A form of dichromatism thought to be caused by a 
lack of the short-wavelength cone pigment. (9)

Tuning curve, frequency See Frequency tuning curve. (11)
Tuning curve, orientation See Orientation tuning curve. (4)
2-deoxyglucose technique A procedure that involves injecting a 

radioactive 2-deoxyglucose (2DG) molecule into an animal 
and exposing the animal to oriented stimuli. The 2DG is 
taken up by neurons that respond to the orientation. This 
procedure is used to visualize orientation columns in the 
 cortex. (15)

Two-fl ash illusion An illusion that occurs when one fl ash of light 
is presented, accompanied by two rapidly presented tones. 
Presentation of the two tones causes the observer to perceive 
two fl ashes of light. (12)

Two-point threshold The smallest separation between two points 
on the skin that is perceived as two points; a measure of acuity 
on the skin. See also Grating acuity. (14)

Tympanic membrane A membrane at the end of the audi-
tory canal that vibrates in response to vibrations of the 
air and transmits these vibrations to the ossicles in the 
 middle ear. (11)

Uniform connectedness, principle of A modern Gestalt principle 
that states that connected regions of a visual stimulus are 
 perceived as a single unit. (5)

Unilateral dichromat A person who has dichromatic vision in 
one eye and trichromatic vision in the other eye. People with 
this condition (which is extremely rare) have been tested 
to determine what colors a dichromats perceive by asking 
them to compare the perceptions they experience with their 
 dichromatic eye and their trichromatic eye. (9)

Ventral pathway Pathway that conducts signals from the  striate 
cortex to the temporal lobe. Also called the what pathway 
because it is involved in recognizing objects. (4)

Ventriloquism effect See Visual capture. (12)
Ventrolateral nucleus Nucleus in the thalamus that receives 

 signals from the cutaneous system. (14)
Vestibular system The mechanism in the inner ear that is 

 responsible for balance and sensing the position of the 
body. (12)

Video microscopy A technique that has been used to take pictures 
of papillae and taste buds on the tongue. (15)

Viewpoint invariance The condition in which object properties 
don’t change when viewed from different angles. Responsible 
for our ability to recognize objects when viewed from different 
angles. (5)

Visible light The band of electromagnetic energy that activates 
the visual system and that, therefore, can be perceived. For 
humans, visible light has wavelengths between 400 and 
700 nanometers. (2)

Visual acuity The ability to resolve small details. (2)

A number of areas in the temporal lobe, such as the fusi-
form face area and the extrastriate body area, serve functions 
related to perceiving and recognizing objects. (1, 3)

Texture gradient The visual pattern formed by a regularly 
 textured surface that extends away from the observer. This 
pattern provides information for distance because the ele-
ments in a texture gradient appear smaller as distance from 
the observer increases. (10)

Theory of unconscious inference The idea proposed by 
 Helmholtz that some of our perceptions are the result 
of unconscious assumptions that we make about the 
 environment. See also Likelihood principle. (5)

Threshold, absolute The minimum stimulus energy necessary 
for an observer to detect a stimulus. (1)

Threshold, detection The minimum amount of energy that can 
be detected. The detection threshold for smell is the low-
est concentration at which an odorant can be detected. This 
threshold is distinguished from the recognition threshold, 
which requires a higher concentration of odorant. (15)

Threshold, difference The minimal detectable difference between 
two stimuli. (1)

Threshold, recognition For smell, the concentration at which the 
quality of an odor can be recognized. (15)

Tiling The adjacent (and often overlapping) location columns 
working together to cover the entire visual fi eld (similar to 
covering a fl oor with tiles). (4)

Timbre The quality that distinguishes between two tones that 
sound different even though they have the same loudness, 
pitch, and duration. Differences in timbre are illustrated by 
the sounds made by different musical instruments. (11)

Tip links Structures at the tops of the cilia of auditory hair 
cells, which stretch or slacken as the cilia move, causing ion 
 channels to open or close. (11)

Tone chroma The perceptual similarity of notes separated by one 
or more octaves. (11)

Tone height The increase in pitch that occurs as frequency is 
increased. (11)

Tonotopic map An ordered map of frequencies created by the 
responding of neurons within structures in the auditory 
 system. There is a tonotopic map of neurons along the length 
of the cochlea, with neurons at the apex responding best to 
low frequencies and neurons at the base responding best to 
high frequencies. (11)

Top-down processing Processing that starts with the analysis 
of high-level information, such as the knowledge a person 
brings to a situation. Also called knowledge-based processing. 
 Distinguished from bottom-up, or data-based processing, 
which is based on incoming data. (1)

Transduction In the senses, the transformation of environmental 
energy into electrical energy. For example, the retinal receptors 
transduce light energy into electrical energy. (1, 2)

Transformation, principle of A principle of perception that stimuli 
and responses created by stimuli are transformed, or changed, 
between the environmental stimulus and  perception. (1)

Transitional probabilities In language, the chances that one 
sound will follow another sound. Every language has tran-
sitional probabilities for different sounds. Part of learning a 
language involves learning about the transitional probabilities 
in that language. (13)

Transmission cell (T-cell) According to gate control theory, the 
cell that receives + and – inputs from cells in the dorsal horn. 
T-cell activity determines the perception of pain. (14)
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Voice cells Neurons in the temporal lobe that respond more 
strongly to same-species voices than to calls of other animals 
or to “non-voice” sounds. (13)

Voice onset time (VOT) In speech production, the time delay 
between the beginning of a sound and the beginning of the 
vibration of the vocal chords. (13)

Waterfall illusion An aftereffect of movement that occurs 
after viewing a stimulus moving in one direction, such as a 
 waterfall. Viewing the waterfall makes other objects appear 
to move in the opposite direction. See also Movement 
 aftereffect. (8)

Wavelength For light energy, the distance between one peak of a 
light wave and the next peak. (2)

Wayfi nding The process of navigating through the environment. 
Wayfi nding involves perceiving objects in the environment, 
remembering objects and their relation to the overall scene, 
and knowing when to turn and in what direction. (7)

Weber fraction The ratio of the difference threshold to the value of 
the standard stimulus in Weber’s law. (1)

Weber’s law A law stating that the ratio of the difference threshold 
(DL) to the value of the stimulus (S) is constant. According to 
this relationship, doubling the value of a stimulus will cause a 
doubling of the difference threshold. The ratio DL/S is called 
the Weber fraction. (1)

Wernicke’s aphasia An inability to comprehend words or arrange 
sounds into coherent speech, caused by damage to Wernicke’s 
area. (13)

Wernicke’s area An area in the temporal lobe involved in speech per-
ception. Damage to this area causes Wernicke’s aphasia, which is 
characterized by diffi culty in understanding speech. (13)

What pathway See Ventral pathway. (4)
Where pathway See Dorsal pathway. (4)
White’s illusion A display in which two rectangles are perceived as 

differing in lightness even though they both refl ect the same 
amount of light and even though the rectangle that is per-
ceived as lighter receives more lateral inhibition than the one 
perceived as darker. (3)

Word deafness Occurs in the most extreme form of Wernicke’s 
aphasia, when a person cannot recognize words, even though 
the ability to hear pure tones remains intact. (13)

Young-Helmholtz theory of color vision See Trichromatic 
 theory of color vision. (9)

Visual angle The angle of an object relative to an observer’s eyes. 
This angle can be determined by extending two lines from the 
eye—one to one end of an object and the other to the other end 
of the object. Because an object’s visual angle is always deter-
mined relative to an observer, its visual angle changes as the 
distance between the object and the observer changes. (10)

Visual capture When sound is heard coming from a seen location, 
even though it is actually originating somewhere else. Also 
called the ventriloquism effect. (12)

Visual direction strategy A strategy used by moving observers to 
reach a destination by keeping their body oriented toward the 
target. (7)

Visual evoked potential An electrical response to visual stimu-
lation recorded by the placement of disk electrodes on the 
back of the head. This potential refl ects the activity of a large 
 population of neurons in the visual cortex. (2)

Visual form agnosia The inability to recognize objects. (1)
Visual masking stimulus A visual pattern that, when presented 

immediately after a visual stimulus, decreases a person’s ability 
to perceive the stimulus. This stops the persistence of vision 
and therefore limits the effective duration of the stimulus. (5)

Visual pigment A light-sensitive molecule contained in the rod 
and cone outer segments. The reaction of this molecule to 
light results in the generation of an electrical response in the 
 receptors. (1, 2)

Visual pigment bleaching The change in the color of a visual 
 pigment that occurs when visual pigment molecules are 
 isomerized by exposure to light. (2)

Visual pigment regeneration Occurs after the visual pigment’s 
two components—opsin and retinal—have become separated 
due to the action of light. Regeneration, which occurs in the 
dark, involves a rejoining of these two components to reform 
the visual pigment molecule. This process depends on enzymes 
located in the pigment epithelium. (2)

Visual receiving area The area of the occipital lobe where signals 
from the retina and LGN fi rst reach the cortex. (3)

Visual scanning Moving the eyes to focus attention on different 
locations on objects or in scenes. (6)

Visual search A procedure in which a person’s task is to fi nd a 
 particular element in a display that contains a number of 
 elements. (1)

Visuomotor grip cell A neuron that initially responds when a 
 specifi c object is seen, and then also responds as a hand grasps 
the same object. (7)
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demonstrations of, 373, 381
flavor perception and, 381–384
infant development and, 385
media resources on, 387
olfaction and, 371–380
overview of, 363–364
review questions on, 371, 378, 386
survival function of, 364, 383–384
taste perception and, 364–371

Chemotopic map, 377
Children

fusiform face area in, 122
speech perception in, 333
See also Infants

Chorda tympani nerve, 365
Chromatic adaptation, 215–216
Chromatic colors, 202
Cilia, 273–274
Ciliary muscles, 23
Circumvilliate papillae, 365
Classical psychophysical methods, 13
Classroom acoustics, 303
Coarticulation, 321
Cochlea, 272–273

cortical pathway from, 281
frequency represented in, 276–279
place theory and, 276–279
tonotopic maps of, 277

Cochlear amplifier, 278–279
Cochlear implants, 277–278
Cochlear nucleus, 296
Cochlear partition, 272–273
Coding

distributed, 71, 365–367
sparse, 71–72
specificity, 70–71, 365, 367–369

Coffee
reaching for cup of, 154, 163–164, 166–168
shop, events in, 195
shop, sound perception in, 289, 309–310
smelling, 371–374, 379–381

Cognition
attention and, 130–131
auditory perception and, 311
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familiar size depth cue and, 230
haptic perception and, 348–349
pain perception and, 353–355
perception influenced by, 12
speech perception and, 324–325

Coherence, 186
Coincidence detectors, 297
Color

achromatic, 202
chromatic, 202
form related to, 214
mixing, 202–204
ref lected, 202
saturation of, 201
transmitted, 202
visualizing, 211
wavelength and, 201–204, 221

Color blindness, 199–200, 209, 213
Color circle, 201
Color constancy, 214–217

chromatic adaptation and, 215–216
demonstrations of, 215, 217
effect of surroundings on, 216–217
illumination and, 215
memory and, 217
partial, 216

Color deficiency, 208–210
anomalous trichromatism, 208
color blindness, 199–200, 209, 213
cortical damage and, 213
dichromatism, 207, 208, 209–210
monochromatism, 208, 209
physiological mechanisms of, 210
receptor-based, 210
tests for, 208
trichromatism, 207, 208

Color-matching experiments, 204
Color perception, 199–225

basic colors in, 201
color constancy and, 214–217
cortex and, 213–214
deficiency of, 199–200, 208–210
demonstrations of, 210, 211, 215, 217, 220
effect of surroundings on, 216–217
functions of, 200–201
infants and, 222–223
lightness constancy and, 217–220
loss or blindness, 199–200
media resources on, 225
memory and, 217
mixed colors and, 202–204
nervous system and, 221–222
opponent-process theory of, 210–213
physiology of, 204–207, 212–213, 221–222
ref lectance and, 202, 215
review questions on, 208, 214, 224
taste perception and, 369
thinking about, 224
transmission and, 202
trichromatic theory of, 204–207
wavelengths and, 201–204
Young-Helmholtz theory of, 204

Columnar organization
hypercolumns, 81
location columns, 80, 81
ocular dominance columns, 81n
orientation columns, 80–81

Common fate, principle of, 104
Common region, principle of, 104
Comparator, 183–184
Complex cells, 65, 66
Complex tones, 266–267, 279
Compound melodic line, 305
Computers

face recognition and, 97
object perception and, 97–100
speech recognition and, 317

Concert hall acoustics, 302–303
Condensation, 263
Cone of confusion, 293, 294
Cones, 23, 26

color perception and, 205–206
dark adaptation and, 27, 29–32
distribution of, 28–29
neural convergence and, 41–44
spectral sensitivity and, 33–34
visual acuity and, 43–44, 47
See also Rods

Cone spectral sensitivity curve, 33
Conflicting cues theory, 250
Conjunction search, 144–145
Consciousness, 72–73, 393
Conservative criterion, 399
Consonants, 318, 319, 320
Constancy

color, 214–217
lightness, 217–220
size, 246–247, 248–249
speech perception, 321

Constant stimuli, method of, 14
Context

size perception and, 248
speech perception and, 320–321, 324–325

Continuity errors, 139
Contours, illusory, 101–102
Contrast

perceived, 134–135
simultaneous, 58–59

Contrast threshold, 67
Convergence, 41–44, 228
Convergence angle, 228
Coordinated receptive fields, 311–312
Core area, 296, 297
Cornea, 6, 23
Corollary discharge signal (CDS), 183–184
Corollary discharge theory, 183–186

behavioral demonstrations of, 184–185
physiological evidence for, 185–186

Corrective lenses, 25
Correct rejection, signal detection, 395
Correspondence problem, 241
Corresponding retinal points, 236–237
Cortex

anterior cingulate, 356

auditory areas in, 281–282, 296, 297
color perception and, 213–214
frontal operculum, 365
inferotemporal, 69–70, 87, 142
maps of the body on, 341–342
middle temporal, 186–188, 190, 192
occipital lobe of, 7, 63–64
odor perception and, 378–380
opponent neurons in, 214
orbitofrontal, 378, 382, 383
piriform, 378, 379, 380
primary receiving areas in, 7, 8
retrosplenial, 161, 162
somatosensory, 340, 341–342, 350
speech perception and, 329–330
striate, 64–66, 78, 80–83
tactile acuity and, 344–345

Cortical body maps, 341–342
Cortical magnification factor, 78–80
Cortical organization, 77–93

brain imaging and, 79, 88–89
cortical columns and, 80–81
demonstration of, 80
experience and, 91–92
information streams and, 83–86
magnification factor and, 78–80
media resources on, 93
memory and vision in, 89–91
modularity and, 87–89
retinotopic maps and, 78
review questions on, 83, 91
scene perception and, 81–83
thinking about, 92

Covert attention, 129
Criterion, signal detection, 398–399
Cross-talk, 310
Cue approach to depth perception, 228

binocular cues and, 234–241
monocular cues and, 228–234
oculomotor cues and, 228

Cutaneous senses, 337–360
cortical body maps and, 341–342
demonstrations of, 343–344, 347, 348
detail perception and, 342–345
media resources on, 360
nerve pathways and, 339–341
object perception and, 348–351
pain perception and, 351–357
plasticity of, 342
review questions on, 347, 359
skin receptors and, 338–339
texture perception and, 346–347
thinking about, 359
vibration perception and, 345–346
See also Touch perception

Dark adaptation, 27, 29–32, 48
Dark adaptation curve, 29–31
Dark-adapted sensitivity, 31
Data-based processing, 10
Decay, tone, 270
Decibel (dB), 265, 267
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Decision-point landmarks, 160–161
Defense Advanced Research Project 

Agency (DARPA), 96
Deletion, 232, 233
Dendrites, 35
Depolarization, 39–40
Depth cues, 228

binocular, 234–241
monocular, 228–234
motion-produced, 232–233
oculomotor, 228
pictorial, 229–232
range of effectiveness, 233

Depth perception, 227–243
animals and, 253–254
binocular cues and, 234–241
cast shadows and, 256
cue approach to, 228
demonstrations of, 228, 232, 234
development of, 254–256
disparity information and, 238–241
familiar size and, 230, 255–256
infants and, 254–256
media resources on, 258
monocular cues and, 228–234
oculomotor cues and, 228
physiology of, 241–242
problem of, 227–228
review questions on, 243, 257
size perception and, 243–248
thinking about, 257
3-D images and, 234–235, 239–240

Dermis, 338
Desaturated color, 201
Description, 17
Detached retina, 32
Detail perception

touch and, 342–345
vision and, 43–47

Detection
change, 138–140
odor, 372
signal, 18, 395–400
stimulus, 13–15

Detection threshold, 372
Detectors

feature, 66–70
molecule, 364

Deuteranopia, 209, 210
Development of perception

attention and, 147–149
color vision and, 222–223
depth perception and, 254–256
experience related to, 91
face recognition and, 91–92, 120–122
habituation and, 147, 223
hearing and, 284–285
object perception and, 147–149
olfaction and, 385
speech perception and, 332–333
taste perception and, 385
visual acuity and, 46–47

Dichromats, 207, 208, 209–210

Difference threshold, 15, 372
Directional ability, 162
Direct pathway model of pain, 352
Direct sound, 301
Discrimination test, 323
Dishabituation, 147
Disparity

absolute, 237–238
angle of, 237
relative, 238

Disparity-selective cells, 241
Disparity tuning curve, 241
Dissociations, 85
Distance coordinate, 291
Distance perception, 252–253
Distractions, 141
Distributed coding, 71, 299, 365–367
Distributed processing

biological motion and, 192
color, 213
distributed code, 70–72
epilogue and, 390
faces, 89, 120
mammal localization, 299
motion, 188
olfactory mucosa and bulb, 376, 378
olfactory, piriform cortex, 379
pain perception, 355
sound localization and, 299–300
speech perception, 330
taste coding, 366–367, 369
wayfinding, 163–164

Dorsal pathway, 84, 164
Dorsal root, 339, 340
Double dissociations, 85
Double-opponent neurons, 214
Driving experiments, 158–159
Dual-pathway model of olfactory 

 perception, 380
Dual-stream model of speech perception, 

329
Duplex theory of texture perception, 347

Ear
inner, 272–275
middle, 271–272
outer, 271
structure of, 271–275
See also Auditory system

Eardrum, 271
Easy problem of consciousness, 72, 73, 393
Echolocation, 254, 312–313
Ecological approach to perception, 154–157

environmental information and, 
154–155, 182

self-produced information and, 155
tactile perception and, 348

Ecological Approach to Perception, The 
(Gibson), 170

Effect of the missing fundamental, 269
Electrical energy, 6–7
Electromagnetic spectrum, 22, 23
Elements of Psychophysics (Fechner), 13, 15

Elevation coordinate, 291, 295
Emmert’s law, 247
Emotions

facial expressions and, 120
olfaction and, 379, 384
pain perception and, 355–356

Empathy, 358
Endorphins, 356–357
End-stopped cells, 65, 66
Environment

navigating through, 157–163
regularities in the, 110–112, 392

Environmental information
balance and, 155–157
motion perception and, 176–177, 182
navigation and, 157–163
optic f low and, 154–155
sound perception and, 301

Environmental stimulus, 5–6
Epidermis, 338
Epilogue references

action, 127, 130, 164, 169
ambiguity of perceptual stimuli, 97, 

189, 220, 304
coordination between senses, 310, 324, 

357, 381
distributed processing, 71, 89, 120, 164, 

192, 213, 300, 355, 378
knowledge, 9, 84, 111, 131, 324, 326, 353
maps, 78, 277, 341, 377
mind–body problem, 72
mirror neurons, 166, 331, 357
parallel streams, 88, 299
perception, link with neural firing and 

brain areas, 35, 87, 114, 186, 241, 280, 
297, 329, 344, 373

physiology–perception link, 11, 91
regularities in the environment, 104, 

110, 113, 131
selective receptors, 34, 208, 277, 338, 367
signal transmission from receptors and 

in brain, 42, 63, 70, 83, 280, 296, 300, 
340, 378, 382

threshold measurement, 12, 29, 33, 67, 
267, 343, 372

ventral and dorsal pathways in  hearing, 
299

Equal loudness curves, 268
Event, 195
Event boundary, 195
Excitatory area, 61
Excitatory-center, inhibitory-surround 

 receptive fields, 61
Excitatory response, 39–40
Excitatory transmitters, 40, 41, 42
Expectation

flavor perception and, 383
pain perception and, 353
perception influenced by, 170

Experience
auditory grouping and, 307
motion perception and, 194
neural responding and, 91–92
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speech perception and, 333

Experience-dependent plasticity, 68
cortical body maps and, 342
cutaneous senses and, 342
expertise hypothesis and, 91–92
selective rearing and, 68–69
speech perception and, 333
touch perception and, 342

Expertise hypothesis, 91–92
Exploratory procedures (EPs), 349
Extrastriate body area (EBA), 88
Eye movements

motion perception and, 183–186
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scanning and, 128–129

Eyes, 22–23
blind spot of, 29
dark adaptation of, 27, 29–32
focusing of light by, 23–24
frontal vs. lateral, 253
motion perception and, 182–186
receptors of, 6–7, 26–34
spectral sensitivity of, 32–34
See also Visual system

Face perception
brain area for, 69, 70, 87–88, 91–92, 

114–115
computer systems for, 97
infants and, 120–122
neural response in, 70–72, 87–88, 

91–92, 114–115
perceptual specialness of, 119–120
speech perception and, 324

Falling phase of the action potential, 39
False alarm, signal detection, 395
Familiarization period, 255
Familiar size, 230, 255–256
Far point, 25
Farsightedness, 26
Feature detectors, 66–69

higher-level neurons and, 69
scene perception and, 81–83
selective adaptation and, 66–68
selective rearing and, 68–69

Feature integration theory (FIT), 143–145
focused attention stage and, 144
illusory conjunctions and, 143–144
visual search and, 144–145

Feature search, 144
Feedback, 84
FFA. See Fusiform face area
Figure, 104
Figure-ground segregation, 104–108, 389
Filiform papillae, 365
First harmonic, 266
Fixation, 128
Flavor perception, 381–384

demonstration of, 381
expectations and, 383
olfaction and, 381, 382
physiology of, 381–382

review questions on, 386
sensory-specific satiety and, 383–384
See also Taste

Flow. See Optic f low
fMRI (functional magnetic resonance 

imaging), 79. See also Brain imaging
Focused attention stage, 144
Focusing, visual

demonstration of, 24
problems related to, 24–26
process of, 23–24

Focus of expansion (FOE), 154, 158
Foliate papillae, 365
Forest Has Eyes, The (Doolittle), 108
Form and color, 214
Formants, 318, 320–321
Formant transitions, 318, 321
Fovea, 28, 43
Frequency, 264, 265–266

auditory representation of, 276–279
loudness and, 267–268

Frequency spectra, 266
Frequency tuning curves, 277, 279
Frontal eyes, 253
Frontal lobe, 7
Frontal operculum cortex, 365
Functional magnetic resonance  imaging 

(fMRI), 79. See also Brain imaging
Functional relationships

audibility function, 269, 285
categorical perception of speech, 323
dark adaptation curve, 30 
disparity tuning curve, 241
frequency tuning curve, 277
habituation, 147, 223, 332
hearing loss in presbycusis, 283
infant visual acuity vs. age, 46
interaural level difference vs. frequency, 

293
interaural time difference function, 

297–299
loudness vs. intensity, 267
magnitude vs. intensity (magnitude 

 estimation), 15, 267
near point vs. age, 25
orientating tuning curve, 65, 68
ref lectance curves, 202, 215
rod–cone distribution, 28
selective adaptation (psychophysical), 68
signal detection curves, 16, 396–399
spectral sensitivity curve, 33
speech spectrograms, 319–323
threshold function (constant stimuli), 14
two-point threshold vs. body part, 344
visual pigment absorption spectra, 34, 

205
wavelength distribution of 

 illumination, 215
Fundamental frequency, 266, 268
Fundamental of the tone, 266
Fungiform papillae, 365, 366
Fusiform face area (FFA), 69, 70, 88–89

expertise hypothesis and, 91–92

object perception and, 114–115, 116, 
117, 135–136

perceptual development and, 122
speech perception and, 324

Fusiform gyrus, 88, 120

Ganglion cells, 41
Gate control model, 352–353
Gatekeepers, 364
Genetics

color vision and, 210
olfaction and, 370–371
retinal degeneration and, 29
taste perception and, 369–371

Gestalt psychologists, 100, 389
Gestalt psychology, 100–108

figure-ground segregation in, 104–108
organizing principles of perception, 

102–104
perceptual grouping in, 100–102

Gist of a scene, 109–110
Global image features, 110
Global optic f low, 182
Glomeruli, 376–377
Glossopharyngeal nerve, 365
Good continuation, principle of, 102, 306
Good figure, principle of, 102–103
Gradient of f low, 154
Grandmother cell, 71
Grasping objects, 163–166

affordances and, 163
physiology of reaching and, 164–166
size illusion and, 86

Grating acuity, 343
Grating stimuli, 67–68
Greeble experiments, 91–92
Ground, 104
Grouping

auditory, 305–306
visual, 100–102

Habituation, 147
Hair cells, 273–274, 282–284
Haptic perception, 341, 348–349. See also 

Touch perception
Hard problem of consciousness, 72, 73, 

393
Harmonics, 266
Head-turning preference procedure, 309
Hearing

development of, 284–285
frequency and, 276–279
functions of, 262
indoor environments and, 301–303
infant perception and, 284–285, 308–309
loss of, 282–284
loudness and, 264, 267–268
media resources on, 287, 314
metrical structure and, 307–309
multimodal nature of, 310–311
perceptual process for, 262
pitch and, 268–269
place theory of, 276–279

Copyright 2013 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part.



452 Subject Index

Hearing (continued)
range of, 267–268
review questions on, 270, 280, 285–286, 

313
scene analysis and, 304–307
sound localization and, 290–301
speech perception and, 309, 310, 317–334
thinking about, 286, 313
timbre and, 269–270
vision related to, 310–313
See also Auditory system; Sound

Hearing impairments, 282–284
age-related, 283
noise-induced, 283–284

Heredity. See Genetics
Hermann grid, 55–56
Hertz (Hz), 264
Hidden objects, 99
Higher harmonics, 266
High-load tasks, 142
Hippocampus, 89, 90, 162
Hits, signal detection, 395
Holway and Boring experiment, 243–246
Homunculus, 341
Honeybees, 221, 222
Horizontal cells, 41
Horopter, 237
How pathway, 86, 164
Hubble telescope, 44, 45
Hue, 202
Hypercolumns, 81
Hyperopia, 26
Hyperpolarization, 40
Hypnotic suggestion, 354–355
Hypothalamus, 382, 383

Identifying odors, 372–373
Illumination

color constancy and, 215
lightness constancy and, 218–220

Illumination edge, 219
Illusions

apparent movement, 101
illusory contour, 101–102
Mach bands, 57–58
moon, 252–253
of motion, 101, 178–179
oral capture, 381
scale illusion, 306–307
simultaneous contrast, 58
of size, 248–253
3-D movies and TV, 239–240
two-f lash, 311
ventriloquism effect, 311
waterfall, 179
White’s illusion, 59
See also Visual illusions

Illusory conjunctions, 143–144
Illusory contours, 101–102
Illusory motion, 178
Image displacement signal (IDS), 183–184
Implied motion, 193, 194–195
Implied polyphony, 305

Inattentional blindness, 138
Incus, 271
Indexical characteristics, 328
Indirect sound, 301
Induced motion, 179
Infants

color vision in, 222–223
depth perception in, 254–256
face perception in, 120–122
habituation in, 147
hearing perception in, 284–285, 

308–309
object perception in, 147–149
olfactory perception in, 385
speech perception in, 327–328, 332–333
taste perception in, 385
visual perception in, 45–47
voice recognition in, 284–285

Inference, 112–114
Inferior colliculus, 296
Inferotemporal (IT) cortex, 69–70, 87, 142
Inflammatory pain, 351
Information

disparity, 238–241
environmental, 154–155
invariant, 155
self-produced, 155

Inhibition, 54
Inhibitory area, 61
Inhibitory-center, excitatory-surround 

 receptive fields, 61
Inhibitory response, 40
Inhibitory transmitters, 40, 41
Inner ear, 272–275
Inner hair cells, 273–274
Insects, 254
Insula, 365, 382
Intensity, 16
Intentions, 167–169
Interaural level difference (ILD), 291–293
Interaural time difference (ITD), 291, 292, 

293
Intimacy time, 303
Invalid trials, 133
Invariance

viewpoint invariance, 99
invariant information, 155, 157

Inverse projection problem, 98–99
Ions, 38
Ishihara plates, 208
Isomerization, 27, 206
ITD tuning curves, 297–299

Jeffress model, 296–298
Judgmental bias, 170

Kinesthesis, 338
Knowledge

affordances and, 163
attention and, 131
color vision and, 217
epilogue and, 391–393
feature analysis and, 144

feedback and, 84
Gestalt psychology and, 106–107
motion perception and, 175, 194
object perception and, 99, 111, 112, 114
pain and, 353
perceptual process and, 9–11
scene statistics and, 132
size perception and, 229, 255
speech perception and, 321, 324–328
think about it, 122
See also Cognition; Top-down 

processing
Knowledge-based processing, 10

Landmark discrimination problem, 83, 84
Landmarks, 160–162
Language

learning the sounds of, 333
metrical structure and, 309, 310
mirror neurons and, 331
See also Speech perception

Laser-assisted in situ keratomileusis 
(LASIK), 26

Lateral eyes, 253–254
Lateral geniculate nucleus (LGN), 35, 63, 

64, 66, 341
Lateral inhibition, 54–60

demonstrations of, 56, 58
Hermann grid and, 55–56
Mach bands and, 56–58
simultaneous contrast and, 58–59
White’s illusion and, 59–60

Lateral plexus, 54
Lecture hall acoustics, 303
Leisure noise, 283
Length estimation task, 86
Lens, 6, 23
Lenticular projection, 240
Lesioning, 83, 187
Level, sound, 265
Liberal criterion, 398–399
Light

focusing of, 23–24
mixing colored, 202–203
monochromatic, 33
ref lected, 5–6
transduction of, 26–27
visible, 22

Light-adapted sensitivity, 30
Light-from-above assumption, 111–112
Lightness, 55, 218
Lightness constancy, 217–220

demonstrations of, 220
illumination and, 218–220
ratio principle and, 218
shadows and, 219–220
surface orientation and, 220

Lightness perception, 54–59
Likelihood principle, 113
Limits, method of, 14
Limulus experiment, 54
Load theory of attention, 141–142
Local disturbance in the optic array, 182
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Localizing sound. See Auditory 
localization

Location columns, 80, 81
Location cues, 291–295

binaural, 291–293
monaural, 293–295

Locations, attention to, 133, 136
Locust, 254
Logarithms, 265
Loudness, 267

amplitude and, 264–265
frequency and, 267–268

Loudspeakers, 263
Low-load tasks, 141, 142

Mach bands, 56–58
Macrosmatic, 371
Macular degeneration, 28
Magnification factor

tactile, 344
visual, 78–80

Magnitude estimation, 15–16, 267
Malleus, 271
Mammals, ITD tuning curves in, 298–299. 

See also Animals
Man Who Mistook His Wife for a Hat, The 

(Sacks), 8
Maps

attention, 136
chemotopic, 377
cortical body, 341–342
retinotopic, 78
tonotopic, 277, 281

Masking stimulus, 109
McGurk effect, 324
Meaning, speech perception and, 324–328. 

See also Cognition
Measuring perception, 13–18

dark adaptation curve, 30
detection threshold, 372
spectral sensitivity curve, 33
tactile acuity, 343
visual acuity, 45–46

Mechanoreceptors, 338–339, 349, 353
Medial geniculate nucleus, 296, 341
Medial lemniscal pathway, 339–340
Medial superior temporal (MST) area, 

157–158, 185, 188
Medial temporal lobe (MTL), 89, 90–91
Media resources, 19

on action and perception, 171
on attention, 150
on auditory system, 287
on chemical senses, 387
on color perception, 225
on cortical organization, 93
on cutaneous senses, 360
on depth perception, 258
on hearing, 287, 314
on motion perception, 197
on neural processing, 74
on object perception, 124
on olfaction, 387

on scene perception, 124
on size perception, 258
on speech perception, 334
on taste perception, 387
on touch perception, 360

Meissner corpuscle, 339, 347
Melodic channeling, 306
Melody schema, 307
Memory

color perception and, 217
odor perception and, 373, 379–380, 384
vision and, 89–91

Memory color, 217
Menstrual cycle, 371
Merkel receptor, 339, 343, 344
Metamerism, 205
Metamers, 205
Method of adjustment, 14
Method of constant stimuli, 14
Method of limits, 14
Methods

ablation, 83
absolute threshold, 14
brain imaging, 79
calcium imaging, 375
classical psychophysical, 13
dark adaptation curve measurement, 30
decibel conversion equation, 265
detection threshold measurement, 372
difference threshold, 15
double dissociations, 85
frequency tuning curves, 277
habituation, 147
head-turning preference procedure, 309
magnitude estimation, 16
masking stimulus, 109
measuring tactile acuity, 343
microstimulation, 187
neuron recording, 36
optical imaging, 377
phenomenological, 17
precueing procedure, 133
preferential looking, 45–46
preferential reaching, 255–256
receptive fields, 63
selective adaptation, 67
spectral sensitivity curve measurement, 33
transcranial magnetic stimulation, 192
2-deoxyglucose technique, 377
visual evoked potential, 46

Metrical structure, 307–309
language and, 309, 310
the mind and, 308
movement and, 308–309, 310

Microsmatic, 371
Microstimulation, 187–188, 242
Middle ear, 271–272
Middle-ear muscles, 272
Middle temporal (MT) area, 186–188, 190, 

192
Mind

metrical structure and, 308
physiological processes and, 72–73

Mind-body problem, 72–73, 393
Mirror neurons, 166–169

audiovisual, 167, 331
intentions and, 167–169
language and, 331
touch and pain and, 357

Misapplied size constancy scaling, 248–249
Misses, signal detection, 395
Modularity, 87–89
Modules, 87
Molecule detectors, 364
Monaural cue, 293–295
Monkeys

binocular rivalry experiment on, 115–116
brain ablation experiments on, 83
cortical body maps in, 342
disparity-selective neurons in, 242
face-detecting neurons in, 70, 87–88
hand grip experiments on, 164–166
motion perception experiments on, 

187–188
tactile object perception in, 350–351
See also Animals

Monochromatic light, 33
Monochromats, 208, 209
Monocular cues, 228–234

motion-produced cues and, 232–233
pictorial cues and, 229–232

Moon illusion, 252–253
Motion

across the skin, 346–348
across visual receptors, 182
apparent, 101, 178–179, 180, 190–191
biological, 191–193
corollary discharge theory and, 

182–186
depth cues produced by, 232–233
illusory, 101, 178–179
implied, 193, 194–195
induced, 179
real, 178, 180
See also Movement

Motion aftereffects, 179
Motion parallax, 232, 233
Motion perception, 175–197

aftereffects of, 179, 195
aperture problem and, 189–190
apparent motion and, 101, 178–179, 

180, 190–191
attention and, 177
biological motion and, 191–193
brain activity and, 180, 186–190, 192–193
corollary discharge theory and, 183–186
demonstrations of, 177, 184, 189
environmental information and, 

176–177, 182
event perception and, 195
eye movement and, 183–186
functions of, 176–178
implied motion and, 193, 194–195
loss or blindness, 177
media resources on, 197
moving-dot experiments on, 186–187
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neural firing and, 186–187, 188–190
object perception and, 177–178
optic array and, 182
Reichardt detector and, 182–183
review questions on, 186, 195–196
shortest path constraint and, 190
situational explanations for, 180–181
studying, 178–181
thinking about, 196
types of, 178–179

Motor signal (MS), 183
Motor system

haptic exploration and, 348–349
motion perception and, 183–186
speech perception and, 331

Motor theory of speech perception, 331
Movement

apparent, 101, 178–179
balance and, 155–157
metrical structure and, 308–309, 310
navigation and, 157–163
optic f low information and, 157–158
See also Motion

Moving-dot experiments, 186–187
Moving observer, 154–155
Müller-Lyer illusion, 248–250
Multimodal nature

of f lavor perception, 381–382
of haptic perception, 348
of hearing, 310–311
of pain perception, 355–356
of speech perception, 324
of synesthesia, 358

Multisensory interactions, 310–313
Music

auditory stream segregation in, 305–306
hearing loss from listening to, 284
meter perception and, 307–309
movement related to, 308–309
timbre related to, 269–270

Myopia, 25–26
Mythbusters (TV program), 31

Naloxone, 356–357
Narrowly tuned neurons, 297
Nasal pharynx, 381
Natural scenes, 110
Navigation, 157–163

brain areas for, 157–158, 162
driving experiments on, 158–159
effect of brain damage on, 162–163
optic f low and, 157–158
role of landmarks in, 160–162
walking experiments on, 159–160
wayfinding and, 160–163

Nearness, principle of, 103–104
Near point, 24
Nearsightedness, 25–26
Nerve fibers, 35
Nervous system, 221–222
Neural circuits, 41, 61
Neural convergence, 41–44

Neural correlate of consciousness (NCC), 
72, 73

Neural plasticity, 68. See also Experience-
dependent plasticity

Neural processing, 7–8, 53–74, 390
attention and, 136–137
convergence and, 41–44
distributed coding and, 71
early studies of, 388–389
excitation and inhibition in, 39–40
lateral inhibition and, 54–60
media resources on, 74
receptive fields and, 60–66, 136–137
review questions on, 47–48, 60, 73
sparse coding and, 71–72
specificity coding and, 70–71
thinking about, 73–74

Neural response
effects of experience on, 91–92
plasticity of perception and, 68

Neurogenesis, 364
Neurons, 35

action potentials and, 37–39
bimodal, 382
binocular, 241, 242
disparity-selective, 241
electrical signals in, 35–40
face-detecting, 70, 87–88, 91–92
ITD tuning curves for, 297–299
mirror, 166–169, 331
modular, 87–89
motion-perception, 186–187, 188–190
olfactory receptor, 374–376
opponent, 212–213, 214
optic f low, 157–158
pitch, 282
real-motion, 186
recording signals from, 36–37
transmission between, 39–40

Neuropathic pain, 351
Neuropsychology, 85
Neurotransmitters, 39
Neutral criterion, 399
Neutral point, 209
Newborns. See Infants
Nociceptive pain, 351
Nociceptors, 351, 353
Noise, 397
Noise-induced hearing loss, 283
Noncorresponding points, 237
Non-decision-point landmarks, 160–161
Nontasters, 370
Nucleus of the solitary tract (NST), 365, 

367, 369

Object discrimination problem, 83–84
Object perception, 95–124

action and, 163–166
affordances and, 163
attention and, 133–135
blurred objects and, 99
brain activity and, 114–119
demonstrations of, 95, 107, 111, 112, 348

face perception and, 97, 119–122
feature integration theory of, 143–145
figure-ground segregation and, 104–108
Gestalt approach to, 100–108
grouping process and, 100–102
hidden objects and, 99
infant development and, 147–149
inverse projection problem and, 98–99
machine vision and, 97–100
media resources on, 124
motion perception and, 177–178
odor objects and, 374, 379
perceptual organization and, 100–108
review questions on, 108, 114, 122
scenes and, 108–114, 117–119
thinking about, 122–123
touch perception and, 348–351
viewpoint invariance and, 99–100
See also Scene perception

Object unity, 147
Oblique effect, 11, 91, 111
Observing

actions of others, 166–169
touch and pain in others, 357–359

Obstacle avoidance, 166
Occipital lobe, 7, 63–64
Occlusion, 228, 229
Occupational Safety and Health Agency 

(OSHA), 283
Octave, 269
Ocular dominance, 81n
Ocular dominance columns, 81n
Oculomotor cues, 228
Odor maps, 377
Odor objects, 374
Odors

detecting, 372
identifying, 372–373
recognizing, 373

Odotoptic maps, 377
Olfaction, 371–380

brain and, 378–380
demonstration of, 373
detecting odors, 372
flavor perception and, 381–382
functions of, 364, 371, 383–384
genetic differences in, 370–371
identifying odors, 372–373
infant perception and, 385
media resources on, 387
memory related to, 373, 379–380, 384
molecular features and, 373, 374
odor quality and, 373–374
physiology of, 374–378
receptor neurons for, 374–376
review questions on, 378, 386
taste perception and, 381–382
thinking about, 386
vision compared to, 374

Olfactometer, 372
Olfactory bulb, 374, 376–378
Olfactory mucosa, 374, 375, 376
Olfactory receptor neurons (ORNs), 374–376
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Olfactory receptors, 374
Olfactory system, 374–378

brain and, 378–380
receptor neurons and, 374–376
structure of, 375

Ommatidia, 54
Online resources. See Media resources
Onset time, 305
Open scenes, 110
Opiate receptors, 356
Opioids, 356
Opponent neurons, 212–213, 214
Opponent-process theory of color vision, 

210–213
behavioral evidence for, 210–212
physiological evidence for, 212–213

Opsin, 26, 27
Optical brain imaging, 12
Optical imaging, 377
Optic array, 182
Optic ataxia, 166
Optic f low, 154

invariant information and, 155
motion perception and, 177
navigation and, 157–158
neurons responsive to, 157–158

Optic nerve, 23, 60–62, 66
Oral capture, 381
Orbitofrontal cortex, 378, 382, 383
Organization. See Perceptual 

organization
Organizing principles, 102
Organ of Corti, 273
Orientation

brain activity study on, 116–117
selective adaptation and, 67–68
selective rearing and, 68–69

Orientation columns, 80–81
Orientation tuning curve, 64, 65
Ossicles, 271–272
Outer ear, 271
Outer hair cells, 273–274
Outer segments, 26
Oval window, 271
Overt attention, 129

Pacinian corpuscle, 339, 340, 343, 
345–346, 347

Pain matrix, 355
Pain perception, 351–357

attention and, 353–354
brain and, 355–357
cognition and, 353–355
definition of pain, 351
direct pathway model of, 352
distracting materials and, 354
emotional component of, 355–356
endorphins and, 356–357
gate control model of, 352–353
hypnotic suggestion and, 354–355
media resources on, 360
multimodal nature of, 355–356, 358
observing in others, 357–359

opioids and, 356
phantom limbs and, 352
placebo effect and, 353, 356–357
review questions on, 359
sensory component of, 355–356
thinking about, 359
types of pain, 351
See also Touch perception

Paint, mixing, 203–204
Papillae, 365, 366
Parabelt area, 296, 297
Parahippocampal place area (PPA), 88, 

116, 117, 122, 136
Parallel pathways

auditory, 299–300
tactile, 339–340
visual, 83–86

Parietal lobe, 7, 144
Parietal reach region (PRR), 164–166
Partial color constancy, 216
Passive method (3-D TV), 239
Passive touch, 348
Pathological pain, 353
Pathways, information, 83–86
Payoffs, signal detection, 396
Penumbra, 220
Perceived contrast, 134–135
Perceived magnitude, 16
Perception

action and, 169–170, 392–393
approaches to studying, 11–13
attention and, 134–135
categorical, 322–324
cognitive inf luences on, 12
complexity of, 4, 393–394
definition of, 8
early studies of, 388–389
ecological approach to, 154–157
environmental information and, 154–155
feature detectors and, 66–70
inference and, 112–114
knowledge and, 391–392
lateral inhibition and, 54–60
measurement of, 13–18
multidimensional nature of, 390–391
neural processing and, 53–72
physiological approach to, 11–12
plasticity of, 68
process of, 5–11
psychophysical approach to, 11, 13–15
reasons for studying, 4–5
sensation vs., 100–101

Perception of the Visual World, The (Gibson), 154
Perceptual capacity, 141–142
Perceptual completion, 147–149
Perceptual constancy, 321
Perceptual development. See Development 

of perception
Perceptual grouping, 100–102
Perceptual load, 141–142
Perceptual organization, 100

color perception and, 200
Gestalt principles of, 102–104

grouping process, 100–102
motion perception and, 191–192
odor perception and, 373–374
segregation process, 100, 104–108
sound perception and, 304–309, 310
speech perception and, 326–327
visual perception and, 77–78, 100–108

Perceptual process
demonstration of, 10
description of, 5–11
diagrams of, 5, 11
study of, 11–13

Perceptual psychology, 389
Perceptual segregation, 100, 104–108
Periodicity pitch, 269, 280
Periodic tones, 266
Peripheral retina, 28
Peripheral stimulus, 140
Peripheral vision, 43
Permeability, 39
Persistence of vision, 109
Perspective convergence, 230
PET scans, 79
Phantom limbs, 352
Phase locking, 275, 281
Phenomenological method, 17
Phenylthiocarbamide (PTC), 367, 368, 370
Pheromones, 371, 380
Phonemes, 319–320

categorical perception of, 322–324, 
332–333

meaning and the perception of, 324–325
variability problem and, 320–321

Phonemic restoration effect, 325
Phonetic boundary, 323, 333
Photons, 22, 206
Physical regularities, 111–112
Physiological approach to perception, 

11–12
Physiology-perception relationship

attention and, 135–137
auditory localization and, 295–301
binocular depth perception and, 241–242
binocular rivalry and, 115–116
color perception and, 204–208; 

 212–214; 221–222
direction judgments and, 157–158
faces and, 87–88, 119–120
feature detectors and, 66–69; 81–83
lateral inhibition and, 54–59
mind–body problem and, 72–73 
modularity and, 87–89
motion and perception and, 186–190
neurons and, 35
object perception and, 114–119 
observing other’s actions and, 166–168
pain perception and, 351–357
pitch perception and, 280–282
processing streams and, 83–86
reaching and grasping and, 164–166
sensory code and, 70–72
speech perception and, 329–330
tactile perception and, 338–345; 349–351
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Physiology-perception relationship 
(continued)

visual receptor properties and, 26–34; 
44–45

wayfinding and, 160–162
Pictorial cues, 229–232, 255
Pigment epithelium, 32
Pinna, 271, 294
Piriform cortex, 378, 379, 380
Pitch, 268–269

auditory grouping and, 305–306
brain mechanisms determining, 281–282
physiology of perceiving, 280–282

Pitch neurons, 282
Placebo, 353
Placebo effect, 353, 356–357
Place code, 299
Place theory of hearing, 276–279

description of, 276
new research based on, 278–279
physiological evidence for, 276–277
practical application of, 277–278

Plasticity. See Experience-dependent 
plasticity

Point-light walkers, 191
Ponzo illusion, 250–251
Positron emission tomography (PET), 79. 

See also Brain imaging
Posture, 157
Potassium ions, 38
Power functions, 16
Pragnanz, principle of, 102–103
Preattentive stage, 143
Precedence effect, 302
Precueing procedure, 133
Preferential looking (PL) technique, 45–46
Preferential reaching procedure, 255–256
Presbycusis, 283
Presbyopia, 24–25
Primary auditory cortex, 296
Primary olfactory area, 378
Primary receiving areas, 7, 8
Primary visual receiving area, 214, 241
Principles

of belongingness, 60
of common fate, 104
of common region, 104
of good continuation, 102, 306
of good figure, 102–103
of perceptual organization, 102–104
of pragnanz, 102–103
of proximity (nearness), 103–104
of representation, 6
of similarity, 103
of simplicity, 102–103
of transformation, 5
of uniform connectedness, 104
of univariance, 206

Principles of Psycholog y (James), 127
Probability distributions, 398
Processing. See Bottom-up processing; 

Data-based processing;  Distributed 
processing; Neural processing; 

 Sequential processing; Top-down 
processing

Propagated response, 37
Proprioception, 338
Prosopagnosia, 69, 88, 214
Protanopia, 209, 210
Proust effect, 384
Proximity, principle of, 103–104
Psychophysical approach to perception, 

11, 13–15
Psychophysics, 11
Pupil, 23
Pure tones, 263–264
Purkinje shift, 33

Railroad track illusion, 250–251
Raised-dot stimulus, 342
Random-dot stereograms, 240–241, 255
Range of hearing, 267–268
Rapidly adapting (RA) receptors, 339
Rarefaction, 263
Ratio principle, 218
Rat-man demonstration, 10, 12, 14
Reaching and grasping, 163–166

affordances and, 163
obstacle avoidance in, 166
physiology of, 164–166

Reaction time, 17
Real motion, 178, 180
Real-motion neurons, 186
Receiver operating characteristic (ROC) 

curve
effect of sensitivity on, 399–400
signal detection experiment and, 396–397

Receptive fields, 60–66
attention and, 136–137
center-surround, 61–62, 350
coordinated, 311–312
cutaneous, 339
method for determining, 63
research on, 61, 62–64
somatosensory cortex, 350
striate cortex, 64–66

Receptor processes, 6–7
Receptors, 4–5

olfactory, 364, 374–376
opiate, 356
pain, 351
skin, 338–339, 343, 349, 351
taste, 364
visual, 6–7, 26–34

Receptor sites, 39, 365, 366
Recognition, 8–9

disorders of, 8, 17
odor perception and, 373
speech perception and, 329

Recognition profile, 376
Recognition threshold, 373
Recording electrode, 36
Reference electrode, 36
Reflectance, 202, 215, 218
Reflectance curves, 202, 215
Reflectance edge, 218

Reflection
light, 5–6, 202
selective, 202
sound, 301

Refractive myopia, 25
Refractory period, 37, 275
Regularities of the environment

attention and, 131
epilogue and, 392
physical, 111
scene perception and, 110–112, 119
semantic, 112
think about it, 122, 149
See also Knowledge

Reichardt detector, 182–183
Relative disparity, 238
Relative height, 229
Relative size, 229, 248
Representation, principle of, 6
Representational momentum, 194
Resonance, 271
Resonant frequency, 271
Response compression, 16
Response criterion, 18, 395
Response expansion, 16
Response speed, 133–134
Resting potential, 36
Retina, 6, 23

binocular depth cues and, 236–238
blind spot in, 29
detached, 32
focusing of light on, 23–24
hereditary degeneration of, 29
motion of stimuli across, 182–183
peripheral, 28
rods and cones in, 28–29

Retinal, 26, 27, 206
Retinitis pigmentosa, 28, 29
Retinotopic map, 78
Retronasal route, 381
Retrosplenial cortex, 161, 162
Reverberation time, 302
Reversible figure-ground, 105
Review questions

on action and perception, 163, 170
on attention, 137, 149
on auditory system, 270, 280, 285–286
on chemical senses, 371, 378, 386
on color perception, 208, 214, 224
on cortical organization, 83, 92
on cutaneous senses, 347, 359
on depth perception, 243, 257
on measuring perception, 18
on motion perception, 186, 195–196
on neural processing, 47–48, 60, 73
on object perception, 108, 114, 122
on olfaction, 378, 386
on pain perception, 359
on scene perception, 114, 122
on size perception, 256–257
on sound and hearing, 270, 280, 

285–286, 303–304, 313
on speech perception, 325, 333
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on taste, 371, 386
on touch perception, 347, 359
on visual perception, 34–35

Rhythmic pattern, 307
Rising phase of the action potential, 39
Robotic vehicles, 96–97
Rod-cone break, 31
Rod monochromats, 31
Rods, 23, 26

dark adaptation and, 27, 29–32
distribution of, 28–29
neural convergence and, 41–44
spectral sensitivity and, 33–34
visual acuity and, 43–44, 47
See also Cones

Rod spectral sensitivity curve, 33
Ruffini cylinder, 339, 340

Saccadic eye movement, 128
Saliency map, 130, 131
Salty tastes, 364, 368, 369
Same-object advantage, 134
Satiety, 383–384
Saturation, 201
Scale illusion, 306
Scanning process, 128–129
Scene, defined, 109
Scene perception, 108–114

auditory scene analysis and, 304–307
brain activity and, 117–119
cognitive factors in, 131
demonstrations of, 95, 111, 112
feature detectors and, 81–83
gist of a scene in, 109–110
global image features and, 110
media resources on, 124
regularities in the environment and, 

110–112
review questions on, 114, 122
role of inference in, 112–114
scanning process in, 128–129
thinking about, 122–123
See also Object perception

Scene schemas, 131
Scene statistics, 132
Searching, 17
Secondary olfactory area, 378
Secondary somatosensory cortex, 341
Segregation, perceptual, 100, 104–108
Selective adaptation, 66

experiment on, 67–68
feature detectors and, 66–68
orientation and, 67–68
texture perception and, 347

Selective permeability, 39
Selective rearing, 68

feature detectors and, 68–69
orientation and, 68–69

Selective ref lection, 202
Selective transmission, 202
Self-produced information, 155
Semantic encoding, 118
Semantic regularities, 112

Sensations, 100–101
Senses

balance and, 155–157
primary receiving areas for, 7, 8
synesthesia and, 358

Sensitivity
olfactory, 372
ROC curves and, 399–400
spectral, 32–34

Sensory coding, 70–72
distributed coding, 71, 365–367
sparse coding, 71–72
specificity coding, 70–71, 365, 367–369

Sensory component of pain, 355–356
Sensory receptors, 6–7, 35
Sensory-specific satiety, 383–384
Sentence context, 325–326
Sequential processing, 390
Shadowing technique, 326
Shadows

depth cues and, 231–232, 256
lightness constancy and, 219–220
Mach bands and, 56, 57
texture perception and, 347

Sharply tuned neurons, 297
Shortest path constraint, 190
Sight. See Vision
Signal, 397
Signal detection theory (SDT), 18, 395–400

criterion related to, 398–399
experimental procedure for, 395–397
probability distributions and, 398
ROC curves and, 396–397, 399–400
signal and noise in, 397

Signal-to-noise (S/N) ratio, 303
Similarity, principle of, 103
Simple cortical cells, 64, 65, 66
Simplicity, principle of, 102–103
Simultaneous color contrast, 211
Simultaneous contrast, 58–59
Sine waves, 264
Single-opponent neurons, 214
6-n-propylthiouracil (PROP), 370
Size constancy, 246–247, 248–249
Size-distance scaling, 247
Size perception, 243–253

demonstrations of, 246, 247
depth perception and, 243–248
Holway and Boring experiment on, 

243–246
illusions of size and, 248–253
media resources on, 258
relative size and, 248
review questions on, 256–257
size constancy and, 246–247, 248–249
size-distance scaling and, 247
texture gradients and, 248
visual angles and, 244–246

Skin, 338–339
layers of, 338
mechanoreceptors in, 338–339
nerve pathways from, 339–341

Slowly adapting (SA) receptors, 339

Smell. See Olfaction
Smooth scenes, 110
Social intelligence, 393
Sodium ions, 38
Sodium-potassium pump, 39
Somatosensory cortex, 340, 341–342, 349, 355
Somatosensory receiving area, 341
Somatosensory system, 338
Somersaults, 155
Sonar, 254
Sound

amplitude of, 264–265
definitions of, 263
direct vs. indirect, 301
frequency of, 264, 266–267
infant perception of, 284–285
localizing, 290–301, 309
loudspeakers and, 263
metrical structure and, 307–309
pathway for identifying, 300
perceptual aspects of, 267–270
pressure changes and, 263
quality of, 302
ref lected, 301, 302, 309
separating sources of, 304–307
speech, 309, 310, 317–334

Sound level, 265
Sound pressure level (SPL), 265
Sound spectrograms, 318–319, 320, 321, 

322, 330
Sound waves, 263
Sour tastes, 364, 368
Spaciousness factor, 303
Sparse coding, 71–72
Spatial attention, 133
Spatial cues, 346
Spatial organization, 78–83

cortical columns and, 80–81
demonstration of, 80
magnification factor and, 78–80
retinotopic map and, 78
scene perception and, 81–83

Speaker characteristics, 328
Specificity coding, 70–71, 365, 367–369
Spectral cues, 294–295
Spectral sensitivity, 32–34
Spectral sensitivity curve, 32–34
Spectrometer, 33
Speech perception, 317–334

acoustic signal and, 318–319
action and, 331
audiovisual, 324
brain activity and, 324, 329–331
categorical perception and, 322–324
cognition and, 324–325
demonstration of, 326
development of, 332–333
dual-stream model of, 329
effects of experience on, 333
experiment on decoding, 330
face perception and, 324
infants and, 327–328, 332–333
media resources on, 334
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Speech perception (continued)
mirror neurons and, 331
motor theory of, 331
multimodal nature of, 324
perceptual constancy in, 321
phonemes and, 319–325, 332–333
review questions on, 325, 333
sentence context and, 325–326
sound spectrograms and, 318–319, 320, 

321, 322, 330
speaker characteristics and, 328
speech segmentation and, 326–328
stimulus dimensions of, 318–320
thinking about, 334
units of speech and, 319–320
variability problem and, 320–321
vision and, 324

Speech recognition systems, 317
Speech segmentation, 326–328
Speed of responding, 133–134
Spinothalamic pathway, 339–340
Spontaneous activity, 38
Sports-related perception, 169–170
Stapes, 271, 272
Statistical learning, 327
Stereopsis, 238–241
Stereoscope, 238–239
Stereoscopic depth perception, 234
Stereoscopic vision, 234
Stevens’s power law, 16
Stimulus

ambiguous, 308
central, 140
environmental, 5–6
masking, 109
motion, 182–186
peripheral, 140
sound, 263–267, 318
speech, 318–320
unattended, 140
visual, 22

Stimulus–perception relationship, 67
Stimulus–physiology relationship, 66, 67
Stimulus salience, 130
Strabismus, 235
Streams, information, 83–86
Striate cortex, 64

hypercolumns in, 81
location columns in, 80, 81
object representation in, 82–83
ocular dominance columns in, 81n
orientation columns in, 80–81
receptive fields in, 64–66
retinotopic maps in, 78
scene perception in, 81–83

Structural encoding, 117–118
Structuralism, 100–101
Subcortical structures, 296
Subjective intensity, 356
Subtractive color mixture, 203
Superficial petronasal nerve, 365

Superior colliculus, 64
Superior olivary nucleus, 296
Superior temporal sulcus (STS), 146, 192, 

193, 324
Supertasters, 370
Surface texture, 346
Survival

chemical senses and, 364, 383–384
color perception and, 200
cutaneous senses and, 337
motion perception and, 176, 177

Sweet tastes, 364, 368, 369
Swinging room experiments, 156–157
Synapses, 39–40
Synaptic vesicles, 39
Synesthesia, 358

Tactile acuity, 343–345
cortical mechanisms for, 344–345
methods of measuring, 343
receptor mechanisms for, 343–344

Task demands, 131–132
Task-irrelevant stimuli, 141
Taste, 364–371

basic qualities of, 364–365
color vision compared to, 369
demonstration of, 381
flavor perception and, 381–384
functions of, 364, 383–384
genetic differences and, 369–371
infant perception of, 385
media resources on, 387
neural code for, 365–369
olfaction and, 381–382
physiology of, 365, 366, 367
review questions on, 371, 386
thinking about, 386

Taste buds, 365, 366
Taste cells, 365, 366
Taste pores, 365, 366
Tasters, 370
Tectorial membrane, 273
Temporal coding, 275, 280
Temporal cues, 346–347
Temporal lobe, 7, 69, 70, 72
Texture gradients, 231, 248
Texture perception, 346–347
Theory of unconscious inference, 113
Three-dimensional images

depth perception and, 234–235, 239–240
Müller-Lyer illusion and, 249–250

Thresholds
absolute, 13–15
contrast, 67
detection, 372
difference, 15, 372
frequency, 267–268
recognition, 373
two-point, 343–344

Tiling, 82
Timbre, 269–270, 305

Tip links, 274–275
Tone chroma, 269
Tone height, 269
Tongue, 365, 366, 367
Tonotopic maps, 277, 281
Top-down processing 

feature analysis and, 144
feedback and, 84
illusory conjunctions and, 144
knowledge and, 391
meaning and, 92
perceptual process and, 9–11
scene schemas and, 131
speech perception and, 325, 328
think about it, 122, 171
See also Knowledge

Touch perception, 337–360
active touch and, 348
cortical body maps and, 341–342
demonstrations of, 343–344, 347, 

348
detail perception and, 342–345
haptic exploration and, 348–349
importance of, 337–338
measuring acuity of, 343
mechanoreceptors and, 338–339, 

343–344
media resources on, 360
nerve pathways for, 339–341
object perception and, 348–351
observing in others, 357–359
pain perception and, 351–357
passive touch and, 348
plasticity of, 342
review questions on, 347, 359
skin receptors and, 338–339
texture and, 346–347
thinking about, 359
vibration and, 345–346
See also Cutaneous senses

Transcranial magnetic stimulation 
(TMS), 192, 331

Transduction, 7
auditory, 274–275
taste, 365
visual, 26–27

Transformation, 5–6
Transitional probabilities, 327–328
Transmission

color, 202
neural, 7

Transmission cells, 353
Transmission curves, 202
Traveling wave, 276
Trichromatic theory of color vision, 

204–207
behavioral evidence for, 204
color-matching experiments and, 204
description of, 204
physiology of, 204–207

Trichromats, 207, 208
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Tritanopia, 209, 210
Tuning curves

disparity, 241
frequency, 277, 279
orientation, 64, 65

Tunnel vision, 28
2-deoxyglucose (2DG) technique, 377
Two-f lash illusion, 311
Two-point threshold, 343–344
Tympanic membrane, 271, 272

Umami tastes, 364, 368
Unattended stimuli, 140
Unconscious inference, 113
Uniform connectedness, principle of, 104
Unilateral dichromats, 209
Univariance, principle of, 206

Vagus nerve, 365
Valid trials, 133
Ventral pathway, 84, 164
Ventral posterior nucleus, 349–350
Ventriloquism effect, 311
Ventrolateral nucleus, 340
Vestibular system, 309
Vibration perception, 345–346
Video microscopy, 370
Viewpoint invariance, 99–100
Virtual Lab icons, 3, 19. See also Media 

resources
Virtual museum experiment, 161
Visible light, 22, 23, 201
Visible spectrum, 201
Vision

attention and, 127–150
balance and, 156–157
binocular rivalry and, 115–116
color perception and, 199–225
computer-based systems and, 97
dark adaptation and, 27, 29–32
depth perception and, 227–243
detail and, 43–44
development of, 46–47
eye movements and, 128–129
feature detectors and, 66–70, 81–83
focusing process and, 23–24
hearing related to, 310–313
impairments of, 24–26, 28–29, 32
infant perception and, 45–47
location information for, 290, 291
memory and, 89–91
motion perception and, 175–197
myopia and, 25–26
navigation and, 157–163
object perception and, 95–124
olfaction compared to, 374
persistence of, 109
reaching/grasping and, 163–166
scene perception and, 81–83, 108–114, 

117–119
size perception and, 243–253

spectral sensitivity and, 32–34
speech perception and, 324
steps in process of, 22
stereoscopic, 234
stimulus for, 22
taste compared to, 369
See also Visual system

Visual acuity, 43–47
development of, 46–47
rods vs. cones and, 43–44, 47
test of, 45–46

Visual angle, 244–246
Visual attention. See Attention
Visual capture, 311
Visual direction strategy, 159
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