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Overview

• Eye tracking challenges
• Looking
• Selecting
• Evaluating
• Case study
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Eye Movement
• Saccades

• Movement of eye from one place to another
• Duration: 30-120 ms
• Range: 1° to 40° visual angle (15° to 20° average)

• Fixation 
• Follows saccade
• Duration: 200 ms to 600 ms
• Eye jitter during fixations

• Small movements (typically < 1° in size)
• Refresh image

• Eye drift during fixations
• Slow random movement away from fixation
• Corrected with microsaccade
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Eye Tracking Challenges

• “It’s not about the bike” (Lance Armstrong)
• “It’s not about the eye tracker”
• Evaluate the interface, the interaction, the 

experience, not the eye tracker
• Easier said than done (like speech or handwriting 

recognition)
• Human-machine interaction
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Human-Computer Interface 

Using the eye as the input control
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“Double Duty”
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An Eye Tracking Session at CHI

Input control

Visual search

Visual search

Visual search
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Two-step Input Control

• Mouse point-select
• Eye look-select

• Where is the user looking?

• Select it!
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Overview

• Eye tracking challenges
• Looking
• Selecting
• Evaluating
• Case study
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The Eye
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The Eye
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The Eye
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Where Is The User Looking?
Pointing

Θ = 0.17°

1000 ft

3 ft
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Where Is The User Looking?

30 in

0.25 in

Θ = 0.48°
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Where Is My Thumb?
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Where Is My Thumb?

0.5 in 25 in

Θ = 1.1°
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Double Trouble!

1.0 in 25 in

Θ = 2.3°
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Fovea

• Area of the eye responsible 
for sharp central vision

• Necessary for reading, 
driving, sewing, etc.

• 1% of retina, but 50% of 
visual cortex in brain

• The fovea sees “twice the 
width of a thumbnail at arms 
length” (about 2-3 degrees)

Eye tracking relevance: The fovea image represents 
a “region of uncertainty”
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Where is the User Looking?
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Demo
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Two-step Eye Input Control

• Mouse point-select
• Eye look-select

• Where is the user looking?

• Select it!
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Overview

• Eye tracking challenges
• Looking
• Selecting
• Evaluating
• Case study
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“Smart” Target Acquisition

• Target acquisition complicated by
• Fovea’s “region of uncertainty”
• Eye jitter and drift
• Identifying a fixation from raw data
• No natural selection method for eye tracking

• Selection methods
• Dwell time (250 ms to 1000 ms)
• Separate key press
• Blink, wink, frown, etc.

• E.g., “smart” target acquisition techniques
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Nearest Neighbor Selection1

1 Sibert, L. E., & Jacob, R. J. K. (2000). Evaluation of eye gaze interaction. Proceedings 
of CHI 2000, 281-288.  New York: ACM.
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Grab And Hold Algorithm1

1 Miniotas, D., Špakov, O., & MacKenzie, I. S. (2004). Eye gaze interaction with 
expanding targets. Ext Abstracts CHI 2004, 1255-1258.  New York: ACM.
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Next-letter Prediction1

1 MacKenzie, I. S., & Zhang, X. (2008). Eye typing using word and letter prediction and a 
fixation algorithm. Proceedings of ETRA 2008, 55-58.  New York: ACM.
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Dwell-time Progress Indicators1

1 Hansen, J. P., Hansen, D. W., & Johansen, A. S. (2001). Bringing gaze-based 
interaction back to basics. Proceedings of HCII 2001, 325-328.  Mahwah, NJ: Erlbaum.
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Shrinking Letter Progress Indicator1

1 Majaranta, P., MacKenzie, I. S., Aula, A., & Räiha, K.-J. (2003). Auditory and visual 
feedback during eye typing. Ext Abstracts of CHI 2003, 766-767.  New York: ACM.
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Speech-assisted Selection1

1 Zhang, Q., Imamiya, A., Go, K., & Mao, X. (2004). Resolving ambiguities of a gaze and 
speech interface, Proceedings of ETRA 2004 (pp. 85-92): New York: ACM.
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Speech-assisted Selection1

1 Miniotas, D., Spakov, O., & MacKenzie, I. S. (2006). Speech-augmented eye gaze 
interaction with small closely-spaced targets. Proceedings of ETRA 2006, 67-72.  New 
York: ACM.
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Snap-on Selection1

1 Tien, G., & Atkins, M. S. (2008). Improving hands-free menu selection using eye gaze 
glances and fixations. Proceedings of ETRA 2008, 47-50.  New York: ACM.
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Fisheye Lens Selection1

1 Ashmore, M., Duchowski, A. T., & Shoemaker, G. (2005). Efficient eye pointing with a 
fisheye lens. Proceedings of Graphics Interface 2005, 203-210.  Toronto: Canadian 
Information Processing Society.
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Cursor Warping1

1 Zhai, S., Morimoto, C., & Ihde, S. (1999). Manual gaze input cascaded (MAGIC) 
pointing. Proceedings of CHI '99, 248-253.  New York: ACM.
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Early-raw-smoothed-late Selection1

1 Kumar, M., Klingner, J., Winograd, T., & Paepcke, A. (2008). Improving the accuracy of 
gaze input for interaction. Proceedings of ETRA 2008, 65-68.  New York: ACM.
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Off-screen Targets1

1 Isokoski, P. (2000). Text input methods for eye trackers using off-screen targets.
Proceedings of ETRA 2000, 15-21.  New York: ACM.
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Eye Gestures (off-screen targets)1

1 Mollenbach, E., Hansen, J. P., Lillholm, M., & Gale, A. G. (2009). Single stroke gaze 
gestures. Ext Abstracts of CHI 2009, 4555-4560.  New York: ACM.
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Eye Gestures1

1 Wobbrock, J. O., Rubinstein, J., Sawyer, M. W., & Duchowski, A. T. (2008). 
Longitudinal evaluation of discrete consecutive gaze gestures for text entry. Proceedings 
of ETRA 2008, 11-18, 281.  New York: ACM.
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Big Targets1

1 Hansen, J. P., Johansen, A. S., Hansen, D. W., Itoh, K., & Mashino, S. (2003). 
Command without a click: Dwell time typing by mouse and gaze selection. Proceedings 
of INTERACT 2003, 121-128.  Berlin: Springer.

Demo
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SKIP

Overview

• Eye tracking challenges
• Looking
• Selecting
• Evaluating
• Case study
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Focus on the Interaction

• Eye tracking research tends to focus on the 
technology (hardware, software, algorithms)

• Focus on the interaction
• With eye tracking, easier said than done
• Eye tracking technology is finicky (perhaps you 

have a better word)
• Remember the human-computer interface (5th

slide)
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Evaluation Paradigm

• Experimental in nature
• Follow “the Scientific Method”

• Human participants
• Independent variables (factors and levels)
• Dependent variables (measure behaviours)
• Counterbalancing
• Hypothesis testing (analysis of variance)
• Etc.
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Independent Variables (eye tracking)
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Dependent Variables (eye tracking)
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Read Text Events (RTE)
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Eye Tracking Path Characteristics

Are there observable, 
measurable 
behaviours here – that 
can be used as 
dependent variables?
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Overview

• Eye tracking challenges
• Looking
• Selecting
• Evaluating
• Case study
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Eye Typing With Gestures
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Eye Typing With Gestures
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ASL (American Sign Language)
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Copy Editing
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Traffic Control
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Piazza Venezia
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Semaphore Signaling



54

York University – Department of Computer Science and Engineering

N U J V
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Eye Typing With Gestures
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Eye Typing With Gestures
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Lightpen on CRT1

1 Sutherland, I. E. (1963). Sketchpad: A man-machine graphical communication system.
Proceedings of the AFIPS Spring Joint Computer Conference, 329-346.  New York: ACM.
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Finger(s) on CRT1

1 Herot, C. F., & Weinzapfel, G. (1978). One-point touch input of vector information for 
computer displays. Proceedings of SIGGRAPH 1978, 210-216.  New York: ACM.
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Pointing1

1 Bolt, R. (1980). Put-that-there: Voice and gesture at the graphics interface. Computer 
Graphics, 14(3), 262-270.
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Finger Gestures1

1 Minsky, M. R. (1984). Manipulating simulated objects with real-world gestures using a 
force and position sensitive screen. Proceedings of SIGGRAPH 1984, 195-203.  New York: 
ACM.
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Virtual Devices and Templates1

1 Buxton, W., Hill, R., & Rowley, P. (1985). Issues and techniques in touch-sensitive tablet 
input. Proceedings of SIGGRAPH '85, 215-224.  New York: ACM.
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Hand Gestures1

1 Zimmerman, T. G., Lanier, J., Blanchard, C., Bryson, S., & Harvill, Y. (1987). A hand 
gesture interface device. Proceedings of CHI+GI 1987, 189-192.
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Pie Menus1

11 Callahan, J., Hopkins, D., Weiser, M., & Shneiderman, B. (1988). An empirical comparison 
of pie vs. linear menus. Proceedings of CHI '88, 95-100.  New York: ACM.

Note: Mouse input
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Pen-based Computing (early 1990s)

GRiDPad (Grid Systems)

MessagePad 2100
(Apple)

325 Point (Fujitsu)

Pilot (Palm)
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Marking Menus1

1 Kurtenbach, G., & Buxton, W. (1993). The limits of expert performance using hierarchic 
marking menus. Proceedings of the INTERCHI '93, 482-487.  New York: ACM.

Meat
Bread
Fruit & VegStaples

Misc
Junk

Groceries

Auto House

Clothing
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Marking Menus1

1 Kurtenbach, G., & Buxton, W. (1993). The limits of expert performance using hierarchic 
marking menus. Proceedings of the INTERCHI '93, 482-487.  New York: ACM.
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GEdit1

1 Kurtenbach, G., & Buxton, W. (1991). GEdit: A testbed for editing by contiguous gesture. 
SIGCHI Bulletin, 23(2), 22-26.
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Today
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Eye Typing With Gestures
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Eye Typing With Gestures
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Unistrokes1

1 Goldberg, D., & Richardson, C. (1993). Touch-typing with a stylus. Proceedings 
INTERCHI '93, 80-87.  New York: ACM.
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Graffiti

96% accuracy after five minutes1

1 MacKenzie, I. S., & Zhang, S. (1997). The immediate usability of Graffiti. Proceedings of 
Graphics Interface '97, pp. 129-137. Toronto: Canadian Information Processing Society.
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Graffiti Research

1 Enns, N., & MacKenzie, I. S. (1998). Touch-based remote control devices. Ext Abstracts of 
CHI '98, 229-230.  New York: ACM.
2 MacKenzie, I. S., Chen, J., & Oniszczak, A. (2006). Unipad: Single-stroke text entry with 
language-based acceleration. Proceedings of NordiCHI 2006, 78-85.  New York: ACM.
3 Tinwala, H., & MacKenzie, I. S. (2009). Eyes-free text entry on a touchscreen phone.
Proceedings of TIC-STH 2009, 83-88.  New York: IEEE.

1 2

3
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RollPad1

1 Oniszczak, A., & MacKenzie, I. S. (2004). A comparison of two input methods for keypads 
on mobile devices. Proceedings of NordiCHI 2004, 101-104.  New York: ACM..
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T-Cube1

1 Venolia, D., & Neiberg, F. (1994). T-Cube: A fast, self-disclosing pen-based alphabet.
Proceedings of CHI '94, 265-270.  New York: ACM.
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QuikWriting1

1 Perlin, K. (1998). Quikwriting: Continuous stylus-based text entry. Proceedings of UIST 
'98, 215-216.  New York: ACM.
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Cirrin1

1 Mankoff, J., & Abowd, G. A. (1998). Cirrin: A word-level unistroke keyboard for pen input, 
Proceedings of UIST ‘98 (pp. 213-214): New York: ACM.
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Edge Keyboard1

1 Wobbrock, J. O., Myers, B. A., & Hudson, S. E. (2003). Exploring edge-based input 
techniques for handheld text entry. Proceedings of ICDCS 2003, 280-282.  New York: IEEE.
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MDITIM1

1 Isokoski, P., & Raisamo, R. (2000). Device independent text input: A rationale and an 
example. Proceedings of the Working Conference on Advanced Visual Interfaces - AVI 
2000, 76-83.  New York: ACM.

Four strokes

• North

• South

• East

• West

c

E

S

W
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LURD-Writer1

1 Felzer, T., & Nordmann, R. (2006). Alternative text entry using different input methods.
Proceedings of ASSETS 2006, 10-17.  New York: ACM.

Four strokes

• Left

• Up

• Right

• Down
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LURD-Writer “c”

“c” = L U R R
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EdgeWrite1

1 Wobbrock, J. O., Myers, B. A., & Kembel, J. A. (2003). EdgeWrite: A stylus-based text 
entry method designed for high accuracy and stability of motion. Proceedings of UIST 2003, 
61-70.  New York: ACM.
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Shape Writing1

1 Zhai, S., & Kristensson, P.-O. (2007). Learning shape writing by game playing. Ext 
Abstracts of CHI 2007, 1971-1976.  New York: ACM.
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Shape Writing1

1 Zhai, S., & Kristensson, P.-O. (2007). Learning shape writing by game playing. Ext 
Abstracts of CHI 2007, 1971-1976.  New York: ACM.
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Eye Typing With Gestures
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Eye Typing With Gestures
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Virtual World Navigation1

1 Mollenbach, E., Hansen, J. P., Lillholm, M., & Gale, A. G. (2009). Single stroke gaze 
gestures. Ext Abstracts of CHI 2009, 4555-4560.  New York: ACM.

Zoom in

Zoom out
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Eye Gestures Commands1

1 Drewes, H., & Schmidt, A. (2007). Interacting with the computer using gaze gestures.
Proceedings of INTERACT 2007, 475-488.  Berlin: Springer.

“Gaze gestures are insensitive to accuracy problems 
and immune against calibration shift.”
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Mode Switching1

1 Istance, H., Bates, R., Hyrskykari, A., & Vickers, S. (2008). Snap clutch: A moded
approach to solving the Midas touch problem. Proceedings of ETRA 2008, 221-228.  
New York: ACM.
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Eye Typing With Gestures
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Eye Typing With Gestures
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MDITIM1

1 Isokoski, P. (2000). Text input methods for eye trackers using off-screen targets.
Proceedings of ETRA 2000, 15-21.  New York: ACM.
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Eye-S1

1 Porta, M., & Turina, M. (2008). Eye-S: A full-screen input modality for pure eye-based 
communication. Proceedings of ETRA 2008, 27-34.  New York: ACM.
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Eye-S Alphabet
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Quik(Eye)Writing1

1 Bee, N., & Andre, E. (2008). Writing with your eye: A dwell time free writing system 
adapted to the nature of human eye gaze. In Andre et al (Eds), Perception in Multimodal
Dialogue Systems (pp. 111-122): Berlin: Springer.
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pEYEwrite1

1Huckauf, A., & Urbina, M. H. (2008). Gazing with pEYEs: Towards a universal input for 
various applications. Proceedings of ETRA 2008, 51-54.  New York: ACM..
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EyeWrite1

1 Wobbrock, J. O., Rubinstein, J., Sawyer, M. W., & Duchowski, A. T. (2008). Longitudinal 
evaluation of discrete consecutive gaze gestures for text entry. Proceedings of ETRA 2008, 
11-18, 281.  New York: ACM.
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Gaze Gestures + EdgeWrite = EyeWrite
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EyeWrite vs. On-screen Keyboard

5 wpm 7 wpm

From the abstract…

!
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Saccades per Character = KSPC1

• Keystrokes per character (KSPC)
• Definition:

• Note: “Keystrokes” can be any primitive action; e.g., 
stylus or finger stroke, gesture, timeout, saccade, 
dwell, tap, touch, swipe, flick, nod, blink, wink, …

1 MacKenzie, I. S. (2002). KSPC (keystrokes per character) as a characteristic of text 
entry techniques. Proceedings of MobileHCI 2002, 195-210.  Berlin: Springer.

The average number of keystrokes required to 
produce each character of text in a given 
language using a given interaction technique
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KSPC Examples1

KSPC = 1.0

Hello world

KSPC = 3.132

1 MacKenzie, I. S., & Tanaka-Ishii, K. (2007). Text entry with a small number of buttons. 
In I. S. MacKenzie, and Tanaka-Ishii, K. (Ed.), Text entry systems: Mobility, accessibility, 
universality (pp. 105-121): San Francisco, Morgan Kaufmann.

KSPC = 6.446

KSPC = 2.032 (multitap)
KSPC = 1.007 (T9)

KSPC = 1.405 (multitap)
KSPC = 1.002 (T9)
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EdgeWrite “Keystrokes” or “Codes”

324

etc.

1343 234 2434 2134
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EdgeWrite KSPC
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EdgeWrite KSPC

“Houston, we’ve 
got a problem!” ?
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EdgeWrite KSPC (with delimiter)

* = delimiter
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Improving EdgeWrite
• The trick:

• Reduce KSPC by simplifying codes
• Eliminate need for a delimiter

• The goal: 
• Faster text entry speed

• The challenge: 
• Skill acquisition (i.e., remembering the codes)

• The win: 
• Shorter codes are easier to remember
• E.g., EdgeWrite “e” 2134
• Requires four “digits”
• Reduce to two “digits”
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Prefix Codes

• Each code is both
• Unique, and
• A unique prefix

• Implication
• The meaning of a code sequence can be 

unambiguously determined
• No delimiter needed
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Prefix Codes in Text Entry1

• Isokoski and Raisamo’s MDITIM (minimal 
device independent text input method)

• All codes are prefix codes, and so…

1 Isokoski, P., & Raisamo, R. (2000). Device independent text input: A rationale and an 
example. Proceedings of AVI 2000, 76-83.  New York: ACM.

c c q
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MDITIM KSPC
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MDITIM KSPC
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MDITIM KSPC

Can reduce 
KSPC further 
(by 50%) 
using…
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Minimum Redundancy Code1

1 Huffman, D. A. (1952). A method for the construction of minimum redundancy codes. 
Proceedings of the IRE, 40, 1098-1101.
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Huffman Codes & KSPC

etc.

Demo
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Huffman KSPC vs. Number of Keys
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Huffman KSPC vs. Number of Keys
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Information (H) and KSPC

log2(27) = 4.755

= 4.081 bits

= 4.117

?

Sidebar

1 Shannon, C. E. (1951). Prediction and entropy of printed English. Bell System 
Technical Journal, 30, 51-64.

1

SKIP
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LURD-Writer KSPC
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LURD-Writer KSPC

* = delimiter
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H4-Writer1

• Huffman code assignments for LURD-Writer
• KSPC = 2.074, but…
• One top leaf-node “removed”, used for…

• Backspace, Enter
• Caps, CapsLock
• Digits (0 1 2 3 4 5 6 7 8 9)
• Punctuation (. , ? ‘ “ ! ; : ! @ $ % 6 & …)
• Etc.

• KSPC = 2.322 (access to all symbols, modes, 
etc)

Manual
assignments

1 MacKenzie et al. (work in progress)



120

York University – Department of Computer Science and Engineering

Huffman Base 4 Tree

SPACE

r h s n i o a

g p yb

t e

w m f

etc.

etc.

KSPC = 2.074
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H4-Writer Tree

SPACE t a n se

etc. etc. etc.

o i h

Reserved

KSPC = 2.322

Top 9 symbols @ KSPC = 2.0 (71.2% of English)
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H4-Writer “Reserved” Tree

Caps

,CapsLock .

Enter Bksp

3

? ; ‘ - etc. etc. etc.
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H4 Codes

.,
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UI Heuristics

• Repeating codes (e.g., “a” = UU)
• Keyed input
• Gestural input

• Learning and retention
• Gesture shape vs. code length

• Reserved code-tree branches for custom designs

(    dwell time + audio feedback) SHOW
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… from BlinkWrite2

550 ms to 1200 ms “click” “click”

150 ms to 550 ms “click” 
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H4-Writer
Demo
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H4-Writer Input Possibilities
Relative Relative Relative
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H4-Writer Feedback

RDRLLUULULLUUUDLLURLUDLULLUULUDDR
h e l r  l o _ w o r l d ¬

Click sound

Typewriter key sound

Typewriter return sound

Legend
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Wrap-up

• An eye on input
• Characteristics of the eye (saccades, fixations, fovea 

“region of uncertainty”, etc.)
• Looking
• Selecting
• Evaluating

• Eye gestures for text input
• H4-Writer (work in progress)
• BlinkWrite2 (…Wednesday)
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Thank You – Questions?
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