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Abstract Eye typing provides a means of communication
that is especially useful for people with disabilities.
However, most related research addresses technical is-
sues in eye typing systems, and largely ignores design
issues. This paper reports experiments studying the im-
pact of auditory and visual feedback on user perfor-
mance and experience. Results show that feedback
impacts typing speed, accuracy, gaze behavior, and
subjective experience. Also, the feedback should be
matched with the dwell time. Short dwell times require
simplified feedback to support the typing rhythm,
whereas long dwell times allow extra information on the
eye typing process. Both short and long dwell times
benefit from combined visual and auditory feedback. Six
guidelines for designing feedback for gaze-based text
entry are provided.

Keywords Eye typing - Text entry - Feedback
modalities - People with disabilities

1 Introduction

Eye typing refers to the production of text using the
focus of the eye (aka gaze) as a means of input. It is
especially needed by people with severe disabilities,
where controlling the eyes is sometimes the only means
of interaction with the world. Their need for an effective
communication system is acute.

Research on technical aspects of eye typing extends
over 20 years. However, there is little research on design
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issues [16]. The authors’ work [17, 18, 19] is an attempt
to partly fill this gap. Such work investigated how feed-
back can facilitate the tedious [5] eye typing task. This
paper summarizes the results of three experiments
studying various aspects of feedback during eye typing.

Because gaze has some unique features, the paper
briefly introduces gaze as an input method. This is fol-
lowed by a description of eye typing. Examples of the
most relevant research on eye gaze feedback are re-
viewed. The methods and results of the experiments are
then presented, followed by guidelines gleaned from the
results.

1.1 Gaze input

Gaze is naturally used to obtain visual information. For
example, gaze location shows the focus of attention [13].
As an input method, gaze has both advantages and
disadvantages. It is a natural mode of input as it is easy
to focus on items by looking at them [12, 25]. Another
advantage is that target acquisition using gaze is very
fast, provided the targets are sufficiently large [26].

However, gaze is not as accurate as the mouse.
Inaccuracy originates partly from technological reasons
and partly from features of the eye [12]. The size of the
fovea and the inability of the remote camera to resolve
the fovea position restricts the accuracy of the measured
point of gaze to about 0.5°, equivalent to a region
spanning approximately 15 pixels on a typical display
(17”7 display with a resolution of 1,024 x 768 pixels
viewed from a distance of 70 cm). One problem is
drifting; even if a newly calibrated eye tracking device is
accurate at first, with continued use the measured point
of gaze drifts away from the actual point of gaze. This is
partly due to the technology and partly due to the
interaction between head movement and eye movement.
Therefore, the practical accuracy with about 0.5-1° of
drifting corresponds to about 1-1.5 cm on the screen at
a normal viewing distance.



When we look at things, we fixate (focus) on them,
with fixations typically lasting from 200 to 600 ms [12].
For a computer to distinguish whether the user is
looking at an object to obtain information or to select it,
an interval longer than the typical fixation interval is
needed. Stampe and Reingold [25] used a dwell time (an
extended look at the object) of 750 ms in their eye typing
study. A thousand milliseconds is usually long enough to
prevent false selections. For simple tasks, 700 ms or less
is enough. Requiring the user to fixate for long intervals
is good for preventing false selections (thus, preventing
the so-called Midas touch problem [11]), but this is
uncomfortable for most users [25].

It is important to note that the use of a dwell time
criterion for key selection places an upper limit on eye
typing speed. In other words, no amount of skill
acquisition will allow a user to “eye press keys” at a rate
faster than 1/ty, where ty4 is the dwell time. If, for
example, 4 = 1,000 ms = 1 s, the upper limit for typ-
ing speed is (60/1)/5 = 12 words per minute (wpm)
(following the accepted method in computing typing
speed of 1 word = 5 inputted characters).

1.2 Typing by gaze

A typical setup has an eye tracker and an on-screen
keyboard (see Fig. 1). The tracking device follows the
user’s point of gaze and software records and analyses
the gaze behavior. Based on the analysis, the system
decides which letter the user wants to type.

Fig. 1 On-screen keyboard and eye tracking device

During eye typing, the user first locates the letter by
moving his or her gaze (focus) to it. When using dwell
time for selection, the user continues to look at the letter
for a pre-defined time interval. Feedback is typically
shown on both focus and selection (for a review, see

[16]).

2 Previous research

It is known that interaction in conventional graphical
user interfaces is enhanced by adding sound [6]; e.g., the
beep used with Windows’ warning dialogs. According to
Brewster and Crease [4], the usability of standard
graphical menus is improved by adding sound. In par-
ticular, combining visual and auditory feedback is
claimed to improve performance and reduce subjective
workload, compared to visual feedback alone.

Non-speech sound also supports ‘“‘scanning” as an
input method (often used by people with severe dis-
abilities). Scanning means that on-screen objects are
highlighted one at a time. To select an object, the user
presses a switch. Brewster et al. [3] showed that auditory
feedback supports the scanning rhythm, helping users
anticipate the correct time to press a switch for selection.

Animation is another way to enhance visual feed-
back, with progress bars as a typical example. Anima-
tion can, for example, help to clarify the meaning and
purpose of an icon [1]. Furthermore, a shift between two
conditions is easier to understand if the change is ani-
mated. For example, in Cone Trees by Robertson et al.
[22] changes in 3D trees are animated (e.g., rotation,
zooming). Animation allows the perceptual system to
track transformations in the perspective.

User interface guidelines (e.g., [20]) suggest that
continuous feedback should be used for continuous
input (e.g., moving a cursor), and discrete feedback for
discrete input (e.g., highlighting a selected object). In
eye typing, the user controls a visible or invisible cursor
by moving her gaze. This is an example of continuous
input. Using dwell time as the activation command, the
user fixates at the desired target and waits for the ac-
tion to happen. This is an example of discrete input.
Since eye typing requires both continuous and discrete
actions, choosing the proper feedback is a relevant
design issue.

Seifert [23] studied feedback in gaze interaction by
comparing (1) continuous feedback using a gaze cursor,
(2) discrete feedback by highlighting the target under
focus, and (3) no feedback for the gaze position. Seifert
found no differences in performance between the gaze
cursor and the highlight conditions. However, the con-
dition with no visible feedback caused significantly
shorter reaction times, fewer false alarms and fewer
misses. In Seifert’s study, there were only three (large)
letters displayed at a time. In eye typing, using the
QWERTY keyboard layout with considerably smaller
on-screen targets, having no feedback is not a realistic
option, since it requires a very accurate eye tracker.



There are eye typing systems that display only a few
large keys and do not require such accuracy (see [8] for
an example). They often use intelligent word prediction
methods. In this study, the QWERTY keyboard layout
and no word prediction have been used in order to keep
the experimental setup as simple as possible.

That Seifert found no performance differences be-
tween the (continuous) cursor and the (discrete) high-
light condition is surprising, since previously it was
assumed that the constant movement of a gaze cursor
distracts the user [12]. The distraction is compounded by
problems with calibration, which cause the cursor to
gradually drift away from the focus of attention [8, 12].
Therefore, it was decided not to show the cursor in the
current study. The question of whether showing the
cursor is beneficial remains a subject for further study.

Animation is also exploited in gaze-aware systems.
For example, EyeCons developed at Risg National Re-
search Laboratory [7] shows an animation of a closing
eye to indicate dwell time progress. However, EyeCons
are not convenient in eye typing, since they require the
user to concentrate on the EyeCon icon instead of the
target letter.

The ERICA system [10] uses animation in eye typing
by showing a shrinking rectangle to indicate the progress
of selection [14]. First, a key is highlighted by drawing a
rectangle around the symbol on the key. After indicating
focus, the rectangle starts to shrink. The key is selected
at the end of the shrinking process. The research pre-
sented here includes a modification of this approach.
Instead of a rectangle, a shrinking letter is used—the
letter on the key. By shrinking the symbol itself, the
feedback is further simplified. Since motion is an effec-
tive pre-attentive feature of vision to guide attention [9],
it can be hypothesized that shrinking letter draws the
attention toward the center of the key.

3 Methods and metrics

Three experiments were conducted to study the effects
of feedback on eye typing speed, accuracy, gaze
behavior, and user experience. Feedback was varied in
each of the experiments. This section starts with a brief
description of the setup and procedure, since they were
basically the same for all experiments, followed by an
introduction to the metrics used in the experiments.
The experiments and the results are then presented in
more detail.

3.1 Setup and procedure

Two computers were used along with an iView X RED-
III eye tracking device by SensoMotoric Instruments
(Berlin, Germany). The eye tracker samples at 50 Hz
with 1° gaze position accuracy. The data collected were
fixation data, raw eye data, and event data, as described
below.

The experimental software had an on-screen key-
board, a “Ready” key, a “Del” key, and two text fields
(one each for the source and typed text, see Fig. 2). The
Finnish speech synthesizer Mikropuhe by Timehouse
Oy was used for spoken feedback (with default
parameters).

For all experiments, the task was to type short
phrases of text. Participants were instructed to first read
and memorize the source phrase and then to eye type it
as quickly and accurately as possible.

The participant sat in front of the monitor, with a
distance of 70-80 cm between eyes and the tracker. The
participants were instructed to sit still. However, their
(head) movements were not restricted in any way. The
eye tracker was then calibrated (and re-calibrated before
phrases were shown). Some practice phrases were then
entered.

During the experiment, each participant was pre-
sented with short, simple phrases of text, one at a time.
All phrases were in Finnish as that was the native lan-
guage of the participants in all experiments. After typing
the given phrase, the participant looked at the Ready
key to load the next phrase.

Participants could correct errors—delete the last let-
ter typed—by looking at the Del key. They were told to
correct errors if noticed immediately, but not to correct
errors in the middle of a phrase after an entire phrase
was typed. In the analyses, both corrected errors and
errors left in the final text are analyzed.

Figure 2 illustrates an example gaze path for a par-
ticipant eye typing one phrase. The gaze progression is
roughly as follows: the participant read the source text,
then typed the phrase by fixating on the letters on the
virtual keyboard (correcting errors as they occur), and
finally looked at the Ready key in the lower right corner.

3.2 Metrics

The performed analysis included typing speed, accuracy,
gaze behavior, and responses from the interviews.

Typing speed is measured in wpm, where a word is
any sequence of five characters, including letters, spaces,
punctuation, etc. [15].

When measuring accuracy, both corrected errors and
errors left in the final text are taken into account. The
metrics used were error rate and keystrokes per char-
acter (KSPC).

Error rate is calculated by comparing the transcribed
text (text written by the participant) with the presented
text, using the minimum string distance method de-
scribed by Soukoreff and MacKenzie [24]. The method
does not take into account corrected errors.

Keystrokes per character [24] measures the average
number of keystrokes used to enter each character of
text. Ideally, KSPC = 1.00 indicating that each key
press produces a character. If participants correct mis-
takes during entry, KSPC is greater than 1. For exam-
ple, if “hello” is entered as h el x [del] I o, the final



result is correct (0% error rate), but KSPCis 7/5 = 1.4
(seven keystrokes for entering five characters). KSPC is
an accuracy measure reflecting the overhead incurred in
correcting mistakes.

In addition to typing speed and accuracy, aspects of
gaze behavior were studied.

Read text events (RTE) refers to a participant
switching point of gaze from the virtual keyboard to the
typed text field to review the text written so far (see
Fig. 2 for one such example). Instead of reporting raw
counts, RTE is normalized and reported on a “per
character” basis. The ideal value is 0, implying that
participants were confident enough to proceed expedi-
tiously without verifying the transcribed text. Typically,
however, participants occasionally review their work.
This is known to occur more frequently for inexperi-
enced participants [2]; however, the type of feedback
may also have an effect, as seen in the results of the
experiments, discussed below.

Re-focus events (RFE) is a measure of the average
number of times a participant re-focuses on a key to
select it. As with RTE, RFE is normalized and reported
on a “‘per character” basis. RFE is ideally 0, implying
that the participant focused on each key just once. If the
participant’s point of gaze leaves a key before it is se-
lected, and then re-focuses on it without selecting any-
thing else in between, RFE is greater than 0.

Participants’ subjective experience was also of inter-
est. Participants’ opinions were collected via interviews
and questionnaires.

The statistical analyses were done using repeated
measures ANOVA and Bonferroni corrected r-tests.
Data collection for a phrase started on the press of the
first character and ended on the press of the Ready key.
(“‘Press” in this context means a successful selection of
the key by gaze.) Each experiment and the results are
reported in detail in the subsequent sections.
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Fig. 2 A gaze path of a participant eye typing a phrase

4 Experiment 1: Effects of auditory and visual feedback
on eye typing with a long dwell time

The first experiment used a relatively long dwell time
while studying the effect of auditory feedback on user
performance. Speech and non-speech auditory feedback,
as well as no auditory feedback, were tested. The initial
hypothesis was that added auditory feedback would
improve performance.

4.1 Participants and design

Sixteen participants volunteered for the experiment.
Data from three participants were discarded due to
technical problems. In the end, there were five females
and eight males (mean age 23 years). All were able-
bodied university students with normal or corrected-to-
normal vision. None had previous experience with eye
tracking or eye typing, but all were familiar with desktop
computers and a QWERTY keyboard layout.
Four feedback modes were tested (see Table 1):

Visual Only: The key is highlighted on focus and its
symbol shrinks as dwell time progresses. On selection,
the letter turns red and the key goes down.

Click + Visual: The same as the Visual Only mode, with
the addition of a short audio “click” on selection.
Speech + Visual: The same as the Visual Only mode,
with the addition of synthetic speech feedback. The
letter on the key is spoken on selection.

Speech Only: The Speech Only mode does not use visual
feedback. The symbol on the key is spoken on selection.

The dwell time for selection was the same, 900 ms, for all
modes. This consisted of a delay before the onset of
shrinking (400 ms) and the shrinking itself (500 ms).
The experiment was a 4 X 4 repeated measures design
with four feedback modes and four blocks. Participants
were tested in four sessions containing four blocks each.
Each block had a different feedback mode (in random-
ized order). A block involved the entry of five short
phrases of text. There was a pause after each block. In
the last session, the participants were interviewed and
filled-in a questionnaire. The results are based on a total

Table 1 Feedback modes in the first experiment

Feedback mode While focused When selected

Visual Only

bl |EIEIE

Click+Visual

highlight, shrinking red letter, key down

-]

red letter, key down, “click”

highlight, shrinking

Speech+Visual highlight, shrinking red letter, key down, letter

spoken
letter spoken

Speech Only none




of 1,040 phrases (13 participants x 4 feedback
modes X 4 blocks X 5 phrases).

4.2 Results and discussion
4.2.1 Typing speed

The grand mean for typing speed was 6.97 wpm. This is
quite typical for eye typing [5, 16], but is too slow for
fluent text entry. However, the experiment showed that
participants improved significantly with practice over
the four blocks of input (£33 = 10.92, p < 0.0001, see
Fig. 3).

Feedback mode had a significant effect on text entry
speed (F336 = 8.77, p < 0.0005). The combined use of
click + visual feedback yielded the fastest entry rate,
with participants achieving a mean of 7.55 wpm in the
last (fourth) block. The other fourth-block means were
7.14 wpm (speech + visual), 7.12 wpm (visual only),
and 7.00 wpm (speech only).

4.2.2 Accuracy

The mean character level error rate was quite low
(0.54%) and the participants’ accuracy also improved
significantly with practice (£33 = 0.09, p = 0.005). A
significant main effect of feedback mode on error rate
was found (F336 = 5.01, p = 0.005). Surprisingly, eye
typing with speech only feedback was the most accurate
technique throughout the experiment, with error rates
under 0.8% on all four blocks. Visual only had the
highest mean error rate (0.95%).

While the very low error rates overall sound
encouraging, accuracy is also reflected in KSPC. Before
presenting the results for KSPC, an additional comment
on eye typing interaction is warranted. In eye typing,
users frequently commit errors (especially with short
dwell times) and immediately correct them. Thus, mea-
suring accuracy only as errors in the final text is insuf-
ficient. On the other hand, a KSPC figure of, for
example, 1.12 reflects about a 12% keystroke overhead
due to the errors committed and corrected. Of this, 6%
is for the initial error and 6% is for activating the Del
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Fig. 3 Entry speed (wpm) by feedback mode and block

key. Thus, KSPC = 1.12 is roughly equivalent to a 6%
error rate.

The grand mean for KSPC was 1.09, meaning there
was about a 9% keystroke overhead in correcting errors
(roughly corresponding to a corrected error rate of
4.5%). The KSPC for the Visual Only feedback mode
was highest in all four blocks, ranging from 1.15 on the
first block to 1.10 on the fourth block (the effect on
feedback mode was significant, F5 35 = 3.60, p < 0.05).

4.2.3 Gaze behavior

No significant differences were found in the total num-
ber of fixation events between the feedback modes.
However, there were significant differences in the par-
ticipants’ gaze path behavior.

In the first experiment, the grand mean was 0.064
RTE per character. By feedback mode, the RTE means
were 0.047 (Speech Only), 0.051 (Click + Visual), 0.049
(Speech + Visual), and 0.110 (Visual Only). The dif-
ferences were statistically significant (£33 = 30.00,
p < 0.0001). In particular, RTE for Visual Only feed-
back was over 100% higher than for any other mode
(see Fig. 4). Participants moved their point of gaze to
the typed text field approximately once every ten char-
acters entered for the Visual Only feedback mode, but
only about once every 20 characters for the other modes.
This may be due to the fact that auditory feedback (used
with all except the Visual Only mode) significantly re-
duces the need to review and verify the typed text, and
brings in a sense of finality which simply does not sur-
face, at least to the same degree, through visual feedback
alone.

4.2.4 Subjective satisfaction

The Click + Visual feedback mode was preferred by
62% of participants in the first experiment (15%
Speech + Visual, 15% Speech Only, 8% Visual Only).
Participants felt that spoken feedback or the “click”
sound suitably supported visual feedback. The synthe-
sized voice annoyed some participants, though.

By the end of the experiment (after four sessions of
eye typing), all participants agreed that the dwell time
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Fig. 4 Mean RTE by feedback mode and block



(900 ms) was too long, even if it was appropriate at the
beginning of the experiment. Participants reported that
the long dwell was tiring to the eyes and made it hard to
concentrate.

5 Experiment 2: Effects of animated feedback
with a long dwell time

The second experiment was similar to the first, except for
a more close investigation of the ‘“shrinking letter”
condition. It was felt that shrinking not only serves as a
good indicator of dwell time progress, but also draws the
user’s attention in, thus helping the user to concentrate
on the center of the key.

5.1 Participants and design

Twenty university students (9 females, 11 males, mean
age 27) volunteered for the experiment. All were able-
bodied with normal or corrected-to-normal vision. None
had previous experience with eye typing.

The following feedback modes were tested (Table 2):

Shrinking: This is the same as ‘“Click + Visual” in
experiment 1. Here, it is called “Shrinking” because the
experiment is constrained to study only the effect of the
shrinking letter.

No Shrink: The same as Shrinking, but the symbol does
not shrink.

The experiment was a repeated measures design with
two feedback modes. The order of feedback modes was
counter-balanced. The results are based on the total of
200 phrases (20 participants x 2 feedback modes x 5
phrases).

5.2 Results and discussion

5.2.1 Typing speed

Grand mean for typing speed was 6.83 wpm. The feed-
back mode had a significant effect on text entry speed
(t = 294, df = 17, p < 0.01); a significantly faster text

entry rate was observed in the Shrinking mode with the
mean of 7.02 wpm, as compared to the No Shrink mode

Table 2 Feedback modes in the second experiment

Feedback mode While focused When selected

Shrinking highlight, shrinking red letter, key down, “click”
h h h h | I
No Shrink highlight red letter, key down, “click”

h hl h

with 6.65 wpm. An explanation for the lower speed in
No Shrink mode was found when studying gaze
behavior (discussed below).

5.2.2 Accuracy

In this experiment, the feedback mode did not have a
significant effect on error rates or KSPC. The character
level error rates were quite low (0.43%) the grand mean
for KSPC was 1.09.

5.2.3 Gaze behavior

There were no significant effects of feedback mode on
RTE, which measures a participant’s gaze behavior
within the typed text field. However, there were signifi-
cant effects on the gaze behavior within a key (on the
virtual keyboard).

Re-focus events was only studied in the second
experiment, in order to understand the effects of the
shrinking letter on participants’ gaze behavior within a
key. Indeed, as shown in Fig. 5, RFE was about 59%
higher for the No Shrink condition (0.297) than for the
Shrinking condition (0.187) (¢ = 4.56, df = 19,
p < 0.001). Higher RFE for No Shrink indicates that
participants gazed away from a key too early, before it
was selected, necessitating re-focus. Therefore, the
shrinking helped participants maintain their focus on the
key. The higher RFE probably also explains the decrease
in typing speed (reported above) as re-focusing a key
takes time.

5.2.4 Subjective satisfaction

Fifty percent of the participants preferred the Shrinking
mode, with 65% finding shrinking helpful in concen-

1,35

1.3

1,25

1.2

Re-Focus Events

11

1,06

@ No Shrink

B Shrinking

Fig. 5 Mean RFE per key (and the standard error of the mean)



trating on the key. Participants agreed that shrinking
helped them understand the progression of dwell time.
Some participants emphasized that “shrinking supports
the typing rhythm”.

Two participants considered shrinking disturbing.
Interestingly, some participants did not notice the dif-
ference between the modes, so the shrinking obviously
did not disturb them. However, most participants agreed
that shrinking might be disturbing and tiring in the long
run, even though it helps novices in learning eye typing.

6 Experiment 3: Effects of feedback on eye typing
with a short dwell time

In this experiment, the effects of feedback when a short
dwell time is used were studied. It was felt that the re-
sults from the first experiment may not apply with short
dwell times. For example, with longer dwell times, two-
level feedback (focus + selection) is beneficial because
the user has a comfortable opportunity to cancel before
selection. With shorter dwell times, this may not be
possible or may be more error prone.

6.1 Participants and design

Eighteen students volunteered for the experiment. Due
to technical problems, data from three participants were
discarded. In the end, there were ten males, and five
females (mean age 25 years). All had normal or cor-
rected-to-normal vision. All had participated in either
experiment 1 or 2. The experiment involved experienced
participants because a shorter dwell time was used, and
it was important to compare the results with those from
earlier experiments.

The visual feedback was simplified based on pilot
tests and experiences from the previous experiments.
The following feedback modes were tested (Table 3):

Speech Only: The symbol on the key is spoken on
selection.

One-Level Visual: The key background turns red on
selection.

Two-Level Visual: The key is highlighted on focus. On
selection the key background turns red.

Table 3 Feedback modes in the third experiment

Feedback mode While focused When selected

Speech Only none letter spoken

1-Level Visual none red background

red background

h h

2-Level Visual highlight

o] |

The dwell time for selection was 450 ms, i.e., half that
(900 ms) for experiments 1 and 2. For the Two-Level
Visual mode, the delay before highlight was 150 ms.
Thus, the highlighting (before selection) lasted 300 ms.
Based on the experience from pilot studies, the dwell
time to re-select the current letter was increased by
120 ms to avoid erroneous double entries (e.g., ‘aa’).
Thus, the dwell time for the second of the two consec-
utive letters was 450 + 120 = 570 ms.

The experiment was a repeated measures design using
a counterbalanced order of presentation. The results are
based on the total of 450 phrases (15 participants X 3
feedback modes x 10 phrases).

6.2 Results and discussion
6.2.1 Typing speed

The grand mean for typing speed was 9.89 wpm. A
faster entry speed was expected, since the dwell time was
less and the participants were experienced. The feedback
mode had a significant effect on text entry speed
(F>8 = 6.54, p < 0.01). The Speech Only mode was
significantly slower than either of the two visual feed-
back modes with a mean of 9.22 wpm. The means for
the other modes were 10.17 wpm (One-Level Visual) and
10.27 wpm (Two-Level Visual).

6.2.2 Accuracy

The overall error rates were higher in the third experi-
ment, but still quite low, with a grand mean of 1.20%.
The increased error rate is no surprise, since there always
is a trade off between speed and accuracy in text entry
tasks. In other words, reducing the dwell time tends to
push entry speed up while reducing accuracy.

The effects of feedback mode on error rate were not
significant. However, the differences in KSPC across
feedback modes were significant (Fo5 = 9.83,
p < 0.005). KSPC for Speech Only (mean 1.28) was
significantly higher compared to the One-Level (mean
1.17) and Two-Level Visual (mean 1.19) modes (in both,
p < 0.05). So, despite the relatively low error rates
(about 1.20%), quite a few errors were committed and
corrected, particularly with the Speech Only feedback
mode (with 28% keystroke overhead, corresponding
roughly to a 14% corrected error rate).

As with entry speed, the higher KSPC for Speech
Only in the third study was likely due to participants’
tendency to pause and listen to the speech synthesizer. If
the participant spent more time on the key than the
defined dwell time, this caused an unintended double
entry, as confirmed by a closer examination of the error
types (see Fig. 6). There were significantly more (cor-
rected) double entry errors in the Speech Only mode
than in the other two modes (F5,5 = 19.12, p < 0.001).
Even though the double entry problem had been
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Fig. 6 Double entry errors (left), and other errors

anticipated based on the pilot tests, the obtained results
indicate  that the increase in dwell time
(450 + 120 = 570 ms) is insufficient to avoid this for
many participants, especially with the Speech Only
mode.

6.2.3 Gaze behavior

The feedback mode had a significant effect
(F>58 = 4.50, p < 0.05) on RTE, with means of 0.139
(Speech Only), 0.087 (One-Level Visual), and 0.140
(Two-Level Visual). The One-Level Visual mode had
significantly lower RTE than the Speech Only or Two-
Level Visual mode.

The increased need to review the typed text in the
Two-Level Visual mode can be attributed to a degree of
confusion in separating focus and selection. Participants
were not sure whether the key was already selected or
not. This was confirmed by the comments received
(discussed below). With the Speech Only mode, the
higher RTE followed from an increased need to verify
corrections (participants typically reviewed the typed
text every time they corrected an error).

6.2.4 Subjective satisfaction

When a short dwell time was used, the One-Level Visual
feedback was preferred by 47% of the participants (33%
liked Two-Level Visual, and 20% Speech Only). The
participants appreciated the simplicity of the One-Level
Visual feedback. About half found the highlighting for
focus in the Two-Level Visual mode disturbing, as it
caused extra visual noise. 33% said they did not get any
benefit from the shown focus, and the short time be-
tween the focus and selection (450 — 150 = 300 ms) was
not long enough to react to. However, another 33%
appreciated the extra confidence provided by this fea-
ture: they found the 300 ms long enough to adjust the
point of gaze (all were experienced participants familiar
with the two-level feedback in a previous experiment).
Many participants expressed a desire to have a
“click” sound to support the visual feedback and typing
rhythm. In addition, some participants said that they
would like speech more if it were combined with visual
feedback. Most participants (80%) found the typing
speed with a 450 ms dwell time ‘“‘just right”. No one

considered the dwell time too long, but for three
(experienced) participants the dwell time was too short.
A short dwell time may be problematic, especially for
novices, as was discovered by Hansen et al. [8] who used
a dwell time of 500 ms in their eye typing study.

7 Summary

The results of the experiments indicate that the type of
feedback significantly impacts typing speed, accuracy,
gaze behavior, as well as users’ subjective experience.
Furthermore, dwell time duration impacts the suitability
of certain types of feedback. Even though the differences
were not especially large in some cases (a slight increase in
accuracy or a few extra characters written due to increased
speed), they are important in a repetitive task where the
effect accumulates. Users may adapt to the shortcomings
of the feedback up to a point. However, as seen in the first
experiment, the effects (on performance and accuracy)
were still significant after four sessions. Nevertheless, since
the participants of the experiments were either first-time
users (experiments 1 and 2) or only had little experience
(experiment 3), the results best apply to novices.

Participants’ preferences naturally varied in all
experiments, but some consistent opinions were found.
For example, the use of an audible “click” was generally
liked. Participants also appreciated feedback that clearly
marks selection, as well as feedback in support of their
typing rhythm.

Typing rhythm is considered important because dwell
time, as an activation command, imparts a sense of
rhythm to the task. When typing ‘““as fast as possible”,
the participant no longer waits for the feedback, but
learns to take advantage of the rhythm inherent in the
dwell time duration. In other words, the interaction
(type a letter, proceed to the next letter) is no longer
based on reaction time, but follows from the rhythm
given by the dwell (and search) time. Rhythm-based eye
typing may also exacerbate the problem with erroneous
double entries, since the typing rhythm is interrupted
due to the reduced search time.

To fully appreciate the results, it is important to
understand the basic difference between using dwell time
as an activation command compared to, for example, a
button click. With a button click, the user makes the
selection and defines the exact moment when the selection
is made. Using dwell time, the user only initiates the ac-
tion; the system makes the actual selection after a prede-
fined interval. Therefore, general guidelines on feedback
on graphical user interfaces may not be suitable as such.
The feedback should be matched with the dwell time.

8 Guidelines

Based on the results of the experiments, as well as
knowledge from previous research, the following six
guidelines on feedback in eye typing were formulated.



8.1 Use a short non-speech sound to confirm selection

Visual feedback combined with a short audible “click”
produced the best results in the first experiment, and was
also preferred by the participants. Even though “click”
was not tested with a short dwell time, many partici-
pants in the third experiment commented that the visual
feedback would benefit from an additional ““click”. This
is consistent with previous research. A non-speech sound
not only confirms selection, but also supports the typing
rhythm better than visual feedback alone [3, 4].

8.2 Combine speech with visual feedback

Even though the Speech Only mode produced good re-
sults in the first experiment (with a long dwell time), it
was not liked by participants. Some of the participants
found the spoken feedback on every keystroke quite
disturbing. Furthermore, some letters are hard to dis-
tinguish by speech alone (e.g., ‘n” and ‘m’ sound similar
and are located next to each other in the QWERTY
keyboard). Spoken feedback is especially problematic
with short dwell times, since speaking a letter takes time.
As demonstrated in the third experiment, people paused
to listen to the speech. This, in turn, not only decreased
typing speed, but also decreased accuracy. Since the time
to speak a letter varies (e.g., ‘€’ vs. ‘m’ vs. ‘w’), spoken
feedback does not support the typing rhythm (especially
with short dwell times). However, if speech is combined
with visual feedback, it can improve performance, as
seen in the first experiment, and may be helpful espe-
cially for novices.

8.3 Use simple, one-level feedback with short dwell
times

Short dwell times require sharp, clear feedback. For
example, spoken feedback may be problematic, because
it may not be clear to the user whether the selection
occurs at the beginning or end of the synthetically spo-
ken letter. When a short dwell time is used, there is no
time to give extra feedback to the user. As seen in the
third experiment, the two-level feedback was confusing
and distracting, even though the measured performance
was reasonably good. With very short dwell times, the
feedback for focus and selection are not distinguishable
anymore. The feedback should have a distinct point for
selection; there should be no uncertainty of the exact
moment when the selection is done.

General usability guidelines (e.g., [21]) indicate that
feedback on actions should be provided within reason-
able time. This also applies for gaze input. As the results
of the conducted experiments show, people may gaze
away from a key too early if feedback is delayed. Thus, a
simple one-level feedback may not work well with long
dwell times. A possible solution is to give feedback for
focus before selection occurs. The separated two-level

feedback (focus + selection) should, however, be de-
signed carefully to avoid confusion.

8.4 Make sure focus and selection are distinguishable
in two-level feedback

As seen in the experiments, two-level feedback may
cause confusion. A simple audible click helps to make
the moment of the selection distinct and clear. As seen in
the second experiment that used a click in both condi-
tions, the shift between focus and selection is also
strengthened by animation.

8.5 Use animation to support focus with long dwell
times

Since animation takes time, it is difficult to use with
short dwell times, or users may (at least first) find it
confusing [8]. However, with long dwell times, anima-
tion provides extra information on the dwell time pro-
gress. It is not natural to fixate for a long time at a static
target [25], so animation helps in maintaining focus on
the target letter for long dwell times. In the second
experiment, the shrinking letter improved performance
by helping users focus on the center of the key. Ani-
mation gives continuous feedback for continuous wait-
ing (for the dwell time to end). The animation should be
designed carefully; it should be subtle and not distract
the user from the task at hand. To the extent possible,
animation should show in a direct, continuous fashion
the time remaining to selection.

8.6 Provide a capability to adjust feedback parameters

The dwell time should, of course, be adjustable. The
same 500 ms may be “‘short” for one user and “long”
for another. The needs and the preferences of the users
vary a lot; this is especially true with people with dis-
abilities [10]. Therefore, the final guideline is to support
user control of feedback parameters and attributes.

9 Conclusions

This paper has showed that the tedious task of eye
typing is facilitated using proper feedback. The type of
feedback impacts both user performance and experience.
By adding a short audible “click™, both the typing speed
and accuracy is improved. The duration of the dwell
time affects the suitability of different types of feedback:
Short dwell times require short and clear feedback while
long dwell times enable showing extra information.
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