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Origin of structures in the low-energy single-electron continuum in calculations
for ion collisions from argon
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Doubly differential cross sections for inclusive single-electron emission in 3.6 MeV/amu Au5311Ar colli-
sions are calculated in thecontinuum distorted wave with eikonal initial-stateapproximation. Previously
observed structures in the low-energy continuum are traced back to a known deficiency of the Hartree-Fock-
Slater target potential that has been used in the work@R. Moshammeret al., Phys. Rev. Lett.83, 4721~1999!#.
The structures do not occur, if the argon atom is described in terms of theoptimized potential method, in which
the electronic exchange interaction is treated exactly.

PACS number~s!: 34.50.Fa
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I. INTRODUCTION

Recent experimental and theoretical studies in the field
fast ion-atom collisions have been concerned with the qu
tion whether signatures of the initial-state momentum dis
bution of the electronic target system are mapped to elect
emission spectra in a direct fashion. This issue has b
discussed extensively in double ionization of helium@1#,
where several kinematically complete experiments with d
ferent projectile charges and velocities have been perfor
@2#. Calculations in the Born approximation with shake-o
have led to the conclusion that the momentum distributi
of the emitted electrons are sensitive to the specific init
state wave function@3#. It was also found that the spectr
vary with the model used for the description of the fin
state, and that it is difficult to disentangle the effects of
initial and final states on the cross sections.

A recent joint experimental and theoretical study focus
on low-energy single-electron emission spectra obtai
from 3.6 MeV/amu Au531 impact on neon and argon atom
@4#. The calculations relied on an effective single-partic
description of the collision process, and were performed
the continuum distorted wave with eikonal initial-sta
~CDW-EIS! approximation introduced by Crothers and M
Cann@5#. In the specific model used, the undisturbed bou
and continuum eigenstates were obtained by solving the
tionary Schro¨dinger equation with Hartree-Fock-Slat
~HFS! model potentials for the target atoms.

The theoretical results reported in Ref.@4# were in good
agreement with experimental doubly differential cross s
tions ~DDCS! obtained from a summation of measured on
two-, and three-electron ionization events according to
degree of ionization. The summation is necessary, since
calculated single-electron emission spectra correspond toin-
clusiveprocesses@6# where the final state of one electron
specified, while nothing is known about the final states of
other electrons. We note that the term inclusive single i
ization is equivalent to the term net ionization that we ha
used previously@7#. In the case of argon targets, the CDW
EIS results of Ref.@4# showed a shoulder as a function of th
1050-2947/2000/62~2!/022702~5!/$15.00 62 0227
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longitudinal electron velocityv i for the lowest transverse
velocity cut v'50.05 a.u. This structure was qualitative
supported by the experimental data and was attributed to
nodal structure of the momentum distribution of the init
argon 3p0 orbital, which contributes dominantly to th
DDCS in this region.

It is the purpose of the present paper to show that
interpretation is not correct. We have repeated the CDW-
calculation with the HFS potential and in addition have p
formed a calculation with a more accurate target poten
obtained from theoptimized potential method~OPM! @8#.
We demonstrate that the shoulder in the theoretical resul
an artifact, which is caused by a known deficiency of t
HFS potential. It is introduced into the low-energy DDC
via the final single-particle states and cannot be related to
initial states. Moreover, it does not occur if the OPM pote
tial is used in the calculation. Structures, which might refl
the momentum distributions of the initial orbitals, are fou
in the theoretical DDCS in other regions, but are not su
ported by the experimental data of Ref.@4#.

II. THEORETICAL ASPECTS

The effective single-particle representation of the tar
atom can be based on the Kohn-Sham scheme of den
functional theory~DFT! @9#. In this scheme the atomic po
tential is usually split according to (\5me5e51)

vatom~r !52
QT

r
1E n~r 8!

ur2r 8u
d3r 81vxc~@n#,r !, ~1!

whereQT denotes the nuclear charge andn(r 8) is the one-
particle density of the electronic system. The exchan
correlation potentialvxc is a functional ofn and has to be
approximated in any practical scheme.

In the HFS approximation, the exchange partvx is given
by the average exchange-interaction energy of a single e
tron in a homogeneous electron gas. Asvx

HFS decreases ex
©2000 The American Physical Society02-1
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ponentially in the asymptotic region, the correct21/r tail is
introduceda posteriori via the so-called Latter correctio
@10#

vx
HFS/L~r !5H vx

HFS~r ! for vx
HFS~r !,21/r

21/r elsewhere.
~2!

Since the Latter correction is used throughout the pres
work, we will identify the HFS/L model with HFS in the
following.

In contrast to this approximate treatment of electron
exchange effects, the OPM provides the exact exchange-
limit of the exchange-correlation functional. The potent
used in the present calculation furthermore includes a co
lation contribution in the approximation of Colle and Salve
@11#. This contribution improves the ground-state energy
the system, but for the noble gases the corresponding po
tial vc has an incorrect sign in the valence region@12#. Pre-
vious studies for ionization and electron capture from ne
atoms showed that cross sections obtained from an O
description of the target were reproduced if the Col
Salvetti correlation contribution was turned off@7#, simply
because the magnitude ofvc is too small to affect the results
Considering these earlier findings, we conjecture thatvc is
also of minor importance for the present analysis.

In the CDW-EIS approximation of ionization, transitio
amplitudes are calculated in first order of a perturbative
ries

ai f 52 i E
2`

1`

dt^x f
2u~ ĥ2 i ] t!ux i

1& ~3!

with the single-particle Hamiltonian

ĥ52
1

2
D1vatom~r !2

QP

ur2Ru
, ~4!

where QP and R denote the charge and coordinate of t
projectile, respectively. The initial statesx i

1 and final states
x f

2 are taken to be products of undisturbed target orbitals
specific distortion factors, which account for the Coulom
interaction with the projectile and ensure that the bound
conditions of the collision problem are satisfied. As in R
@4#, we have solved the stationary Schro¨dinger equation with
the HFS and OPM potentials to obtain the undisturbed bo
and continuum eigenfunctions of the target atom. This p
cedure guarantees the orthogonality between initial and fi
states. It was shown to improve upon previous versions
the CDW-EIS approximation where the initial and fin
states were chosen as eigenfunctions of different sin
particle Hamiltonians~for details of the method see Re
@13#!.

III. DISCUSSION

We start the discussion with a comparison of the initi
state momentum distributions as obtained from the OPM
HFS descriptions of argon. Figure 1 shows the radial pr
ability distributions of the~undisturbed! 3s and 3p orbitals,
02270
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which are dominantly ionized in the collision process co
sidered. The OPM and HFS eigenfunctions are very sim
in both cases. The first maxima of the OPM orbitals
slightly above the HFS values, but the positions of
maxima and nodes coincide almost exactly~note that the 3s
orbital has a second node at radial momentumpr'8.5 a.u.
and a very weak third maximum atpr'13 a.u.).

Despite the strong similarities of the initial states, t
DDCS obtained from the OPM and HFS descriptions sh
some striking differences. Following Ref.@4#, we present the
DDCS in cylindrical coordinates in velocity space in Fig.
For the lowest transverse velocity cutv'50.05 a.u., the
HFS results show the shoulder atv i'0.5 a.u. that was dis-
cussed in Ref.@4#. By contrast, when the OPM is used in th
CDW-EIS calculation, the DDCS falls off smoothly as
function of the longitudinal velocity. As this different behav
ior occurs while very similar initial-state wave functions a
used, we conclude that the origin of the shoulder in the c
of HFS is not related to the 3p momentum distribution.

As a general trend in all transverse velocity cuts t
DDCS’s obtained from the OPM description are smaller th
the corresponding HFS data. This leads to a total cross
tion, which is about 25% smaller than the HFS result. T
observation agrees with the results of a recent analysi
total cross sections inp1Ar collisions @14#, and can be un-
derstood from the different binding properties of the init
states; e.g., one finds the 3p energy eigenvalue to equal
20.620 a.u. in the case of OPM, and20.533 a.u. in the
case of HFS. The OPM orbitals are more tightly bound a
thus less likely to be ionized.

In addition to the theoretical results, we have also
cluded the experimental DDCS of Ref.@4# summed over the
degree of ionization in Fig. 2. In Ref.@4# they were normal-
ized to the theoretical HFS model based calculations.
have normalized the experimental DDCS to the present
sults based on the OPM potential, which amounts to a red
tion by a factor of 0.75. The agreement between the theo
ical and experimental DDCS is very convincing when t
CDW-EIS calculations are performed with the OPM pote

FIG. 1. Radial probability density of the 3s and 3p orbitals in
atomic units obtained from the OPM and HFS descriptions of
argon ground state as a function of the radial momentum.
2-2
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ORIGIN OF STRUCTURES IN THE LOW-ENERGY . . . PHYSICAL REVIEW A62 022702
tial. Only at large longitudinal-electron velocities do the e
perimental results fall off more steeply in the forward dire
tion and more flatly in the backward direction than t
theoretical data. The DDCS obtained from the HFS desc
tion of the argon atom exhibits additional discrepancies
the transverse velocity cut atv'50.45 a.u.. We note tha
these discrepancies are also observed in Fig. 3 of Ref.@4#
and are not a consequence of the normalization of the exp
mental data to the present results based on the OPM po
tial.

In Fig. 3 we show the individual contributions of the 3s
and 3p initial states to the DDCS atv'50.45 a.u.. These
contributions are weighted according to the numbers of e
trons available in the orbitals. Remarkably, for both the OP
and HFS approximations they show structures that might
flect the initial-state momentum distributions in a qualitati
fashion. For example, the contribution from the 3s initial
state has a shoulder atv i'2 a.u.. This might be related t
the second peak in the initial-state momentum distribut
~cf. Fig. 1!, which corresponds to electrons that are rat
close to the target nucleus in position space. A similar
servation is made for the 3p0 initial state, which is aligned
along the ion-beam axis. In addition, this contribution exh

FIG. 2. Doubly differential cross section,d2s/(dv idv'2pv'),
for inclusive single-electron emission in 3.6 MeV/amu Au531

1Ar collisions. The DDCS is shown as a function of the longit
dinal electron velocityv i for certain transverse velocity (v') cuts.
The DDCS atv'50.45 and 0.95 a.u. are multiplied by the indicat
factors. Symbols: experimental data from Ref.@4# normalized to the
present results of the CDW-EIS calculation with the OPM potent
02270
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its a minimum atv i50 a.u., indicating a suppression o
ionization perpendicular to the orientation of the initial sta
By contrast, the perpendicularly aligned 3p1 orbital gives
rise to a maximum atv i50 a.u. and a rather narrow distr
bution as a function of the longitudinal electron velocityv i .

However, these distinct structures of the individual co
tributions cannot be found in the experimental DDCS p
sented in Fig. 2. The shoulders of the 3s and 3p0 initial
states at largev i are in contradiction to the steep decrease
the experimental DDCS in this region, while the minimum
the 3p0 contribution atv i50 a.u. is masked by the contr
butions of the other initial states to the DDCS.

We now turn to the analysis of the different behavior
the DDCS atv'50.05 a.u., which occurs when the OP
and HFS atomic potentials are used, respectively. The i
vidual contributions of the 3s and 3p initial states to this
DDCS are shown in Fig. 4. We restrict the discussion
relatively small longitudinal electron velocitiesv i , but note
that in analogy to the case ofv'50.45 a.u., structures ar
observed at largerv i . For both OPM and HFS description
the 3p0 state gives the dominant contribution to the DDC
particularly at intermediate longitudinal velocities, eve
though it is occupied by two electrons only as compared
four electrons in the 3p1 state. The details of the individua
distributions are quite different for the calculations based
the OPM and HFS atomic potentials, respectively. In

l.

FIG. 3. Individual contributions of the 3s and 3p initial states to
the DDCS atv'50.45 a.u. as a function ofv i . The OPM results
are multiplied by the indicated factor.
2-3



re
,
io
al
er

w

o
tio
es
he
er
an
te
fin

tia
r t
he
an

r t
m
ly

FS
the
ita-
ged
id
or-
t of

e
the
lcu-
ied
ve
ec-
es

ers

tes.

ith
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latter case the shoulder in the total DDCS atv i'0.5 a.u. is
mainly caused by the 3p0 electrons, but similar structures a
also observed in the 3p1 and 3s contributions. By contrast
all OPM orbitals give rise to smooth curves. The suppress
of ionization perpendicular to the orientation of the initi
3p0 orbital is almost completely compensated by the div
gence of the DDCS in the limitv→0 @4#.

In addition to the results presented in Figs. 1 and 2,
have performed ‘‘hybrid’’ CDW-EIS calculations with HFS
initial and OPM final states and vice versa. The results
these calculations have to be interpreted with some cau
due to the inconsistent nature of the model. Neverthel
they clearly indicate that the origin of the shoulder in t
DDCS atv'50.05 a.u. is not related to the initial but rath
to the final states used in the calculation. For both HFS
OPM initial orbitals the shoulders occur for HFS final sta
and smooth curves are obtained in both cases for OPM
states.

The continuum eigenstates are implemented in a par
wave expansion in the present CDW-EIS model. In orde
illustrate the influence of the individual partial waves on t
DDCS, we show results with restricted partial-wave exp
sions forv'50.05 a.u. in Fig. 5. We focus on the 3p0 initial
state but note that similar results have been observed fo
other initial states as well. The distributions obtained fro
the OPM and the HFS descriptions are very similar if on
l 50 or l 50,1 are considered. With the inclusion of thel

FIG. 4. Individual contributions of the 3s and 3p initial states to
the DDCS atv'50.05 a.u. as a function ofv i . The OPM results
are multiplied by the indicated factor.
02270
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52 contribution, the shoulder occurs in the case of the H
approximation, whereas the curve remains smooth in
case of the OPM. The higher partial waves give no qual
tive changes, and the cross section is practically conver
for l max53, except at high longitudinal velocities. The rap
convergence is due to the fact that the low-velocity cut c
responds to distant collisions, where transfer of one uni
angular momentum is most likely@7#. We have performed
several further checks, which support the finding that thl
52 partial wave introduces the shoulder in the case of
HFS description. For example, we have repeated the ca
lations in the first Born approximation and we have stud
the DDCS obtained from individual partial waves. We ha
also compared the OPM and HFS partial waves for low el
tron energies explicitly and have found striking differenc
for l 52.

The different behavior can be understood, if one consid
the effective potentials

veff~r !5vatom~r !1
l ~ l 11!

2r 2
, ~5!

for which the stationary Schro¨dinger equation is solved in
order to generate the radial parts of the initial and final sta
In Fig. 6 we showveff for l 50, . . . ,3both for the OPM and

FIG. 5. DDCS atv'50.05 a.u. for the 3p0 initial-state and
partial-wave expansions restricted tol max51,2,3,20 as a function of
v i . Lines, results obtained from the HFS approximation; lines w
symbols, results obtained from the OPM.
2-4
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ORIGIN OF STRUCTURES IN THE LOW-ENERGY . . . PHYSICAL REVIEW A62 022702
the HFS approximations. One observes a slight kink in
HFS effective potentials, which is introduced by the sudd
switching to the21/r behavior@cf. Eq. ~2!#. For l 52, the
competition between the atomic and the centrifugal poten
shifts this kink into the region of the ionization threshold a
produces a small potential barrier with a maximum heigh
1.88 eV. It is evident that this barrier introduces errors in
eigenfunctions withl 52, in particular in the low-energy
continuum states. By contrast, the OPM potential approac
the 21/r tail smoothly. Forl 52, one observes a structur
aroundr 50.8 a.u., which is due to the exact exchange
tential and reflects the shell structure of the atom@12#.

IV. CONCLUSIONS

We conclude that the shoulder in the DDCS atv'

50.05 a.u. obtained with the HFS description of argon
artificial and is not related to the nodal structure of the init
momentum distribution as was conjectured in Ref.@4#. We
have found structures in the DDCS in other regions, wh
might reflect properties of the initial states, but they are

FIG. 6. Effective potentials@Eq. ~5!# of neutral argon forl
50, . . . ,3.
. B
l-

H
v

.
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supported by the experimental data. We note that we h
observed unphysical results with HFS target potentials
recent studies of other collision systems by means of
CDW-EIS approximation and the nonperturbativebasis gen-
erator method@7,14#, but have not provided a detailed ex
planation for the failure of the HFS description in that ca
For low-energy electron emission in Au5311Ar collisions,
we have traced the occurrence of the shoulder back to tl
52 partial wave of the final continuum state. This part
wave gives the dominant contribution to the DDCS at lo
velocities~cf. Fig. 5!, and is in error in the case of the HF
description as a consequence of the artificial barrier in
effective potential~Fig. 6!.

We note that the authors of Ref.@4# also calculated DDCS
for Au5311Ne collisions with the CDW-EIS approximatio
and the HFS description of the target. In this case no sh
der was observed. If one inspects the corresponding effec
potentials~5! for neon, one also notices the sudden switch
to the 21/r tail, but the competition with the centrifuga
potential does not shift the kink into the threshold region. F
l 51, the kink lies well below the ionization threshold, whi
it is in the repulsive region forl 52, where the centrifuga
potential dominates. Therefore, one can expect that the
ter correction does not cause large errors in the continu
wave functions in this case.

In general, however, our study suggests to avoid H
target potentials in calculations for ion-atom collisions, sin
the Latter correction can produce artificial structures in
low-energy continuum wave functions. When first-principl
schemes like the OPM are not available, it might be a be
choice to construct simple model potentials@15# than to use
the HFS approximation.
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