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a b s t r a c t 

Event-related potentials (ERP) are among the most widely measured indices for studying human cognition. While 
their timing and magnitude provide valuable insights, their usefulness is limited by our understanding of their 
neural generators at the circuit level. Inverse source localization offers insights into such generators, but their 
solutions are not unique. To address this problem, scientists have assumed the source space generating such 
signals comprises a set of discrete equivalent current dipoles, representing the activity of small cortical regions. 
Based on this notion, theoretical studies have employed forward modeling of scalp potentials to understand how 

changes in circuit-level dynamics translate into macroscopic ERPs. However, experimental validation is lacking 
because it requires in vivo measurements of intracranial brain sources. Laminar local field potentials (LFP) offer 
a mechanism for estimating intracranial current sources. Yet, a theoretical link between LFPs and intracranial 
brain sources is missing. Here, we present a forward modeling approach for estimating mesoscopic intracranial 
brain sources from LFPs and predict their contribution to macroscopic ERPs. We evaluate the accuracy of this 
LFP-based representation of brain sources utilizing synthetic laminar neurophysiological measurements and then 
demonstrate the power of the approach in vivo to clarify the source of a representative cognitive ERP component. 
To that end, LFP was measured across the cortical layers of visual area V4 in macaque monkeys performing an 
attention demanding task. We show that area V4 generates dipoles through layer-specific transsynaptic currents 
that biophysically recapitulate the ERP component through the detailed forward modeling. The constraints im- 
posed on EEG production by this method also revealed an important dissociation between computational and 
biophysical contributors. As such, this approach represents an important bridge between laminar microcircuitry, 
through the mesoscopic activity of cortical columns to the patterns of EEG we measure at the scalp. 
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. Introduction 

Identifying the neural sources of EEG is a substantial challenge
acing the human neuroscience community. Many basic and clinical
esearch programs rely on EEG as a window into human sensation,
erception, cognition, and action. However, some insights into the
echanisms of these neural operations are invisible through this
ethod. While the macroscopic EEG contains information, some of

t is lost relative to the microscopic activations it reflects. As such,
esearchers are developing methods to extract as much information
egarding the neural sources of EEG to strengthen this staple of neu-
oscientific approaches. EEG inverse source localization methods have
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 Grech et al., 2008 ; Michel et al., 2004 ). Unfortunately, the results
re indefinite because a given cranial polarization pattern can arise
rom multiple current configurations, requiring additional assumptions
 Grech et al., 2008 ; Nunez et al., 2019 ). Researchers constrain the
umber of possible brain source configurations by imposing biophysical
odels to address this problem. The most widely used models are based

n the equivalent current dipole, with each dipole representing the
ctivity of a small cortical region ( Nunez et al., 2019 ). The equivalent
ipole model has been implemented in different inverse solutions, from
 few discrete dipoles ( Scherg et al., 2019 ) to more distributed inverse
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olution algorithms (e.g., sLORETA, MNE, MxNE) ( Gramfort et al.,
012 ; Grech et al., 2008 ; Nunez et al., 2019 ). 

Our goal is to supplement the anatomical constraints on EEG inverse
olutions with biophysical and physiological constraints. This bolsters
EG’s interpretability regarding neural operations. We take a definite
orward modeling approach. Detailed biophysical models of popula-
ions of neurons offer insights into the relationship between microscopic
ransmembrane currents and macroscopic cranial voltages through for-
ard modeling ( Cohen, 2017 ; Einevoll et al., 2019 ; Næss et al., 2021 ;
esaran et al., 2018 ). Recent studies have linked summed transmem-
rane currents (STC) of pyramidal cells (PC) to equivalent dipoles
nd the dipoles to macroscopic EEG signals ( Jones et al., 2009 , 2007 ;
ohl et al., 2022 ; Law et al., 2022 ; Næss et al., 2021 ). Information de-
ived from local field potentials (LFP) sampled across all the layers of
he cerebral cortex can validate these equivalent dipoles ( Murakami and
kada, 2006 ; Riera et al., 2012 ). A previous study in rat somatosensory
ortex measured the equivalent current dipole moments from the lami-
ar current source density (CSD) – a derivative of LFP – and described
heir contribution to concurrently recorded EEG ( Riera et al., 2012 ).
s such, these considerations can generalize to model organisms more
losely matching human cognition, such as the macaque monkey. Lami-
ar recordings with CSD ( Nicholson and Freeman, 1975 ; Pettersen et al.,
006 ) have already been used to elucidate the organization of mul-
iple cortical areas in macaques ( Bastos et al., 2020 ; Buffalo et al.,
011 ; Engel et al., 2016 ; Ferro et al., 2021 ; Godlove et al., 2014 ;
ansen and Dragoi, 2011 ; Hembrook-Short et al., 2017 ; Kajikawa et al.,
017 ; Klein et al., 2016 ; Maier et al., 2011 , 2010 ; Mehta et al., 2000 ;
andy et al., 2017 ; Ninomiya et al., 2015 ; Schroeder et al., 1998 ;
elf et al., 2013 ; Tovar et al., 2020 ; Trautmann et al., 2019 ; van Kerko-
rle et al., 2017 ; Westerberg et al., 2021 , 2019 ) and their respective
ontributions to various EEG signals ( Givre et al., 1994 ; Sajad et al.,
019 ; Westerberg et al., 2022 ). 

Despite this progress, the biophysical relationship between the meso-
copic laminar LFP/CSD and the microscopic cellular sources has not
een evaluated. This gap of knowledge renders the validity of predict-
ng spatial patterns of cranial EEG voltage from current sources derived
rom laminar LFP questionable. Hence, we describe a biophysically plau-
ible forward modeling approach linking mesoscopic CSD derived from
FP to macroscopic ERPs. 

Based on earlier demonstrations that macaque monkeys produce ho-
ologues of human cognitive ERP components ( Cohen et al., 2009 ;
eitz et al., 2010 ; Purcell et al., 2013 ; Reinhart et al., 2012 ; Sajad et al.,
019 ; Westerberg et al., 2020b ; Woodman et al., 2007 ), it is now possi-
le to obtain data necessary to measure current dipoles in the cerebral
ortex under conditions generating cognitive ERPs. Recently, Wester-
erg and colleagues ( Westerberg et al., 2022 ) reported current source
ensity maps of the laminar distributions of transmembrane currents in
xtrastriate cortical area V4 associated with the cognitive ERP compo-
ent known as the N2pc. We use these data to demonstrate the utility
f our detailed forward modeling approach linking intracranial patterns
f laminar activity to the overlying EEG. We show that V4 generates
ipoles through layer-specific transsynaptic currents that biophysically
ontribute to ERP generation. Forward modeling this cortical activity
enders EEG at the scalp consistent with that of previous reports of the
epresentative ERP. Moreover, in evaluating the potential contributions
f other cortical areas computationally involved in the ERP-indexed op-
ration, this approach revealed that these computational contributors
eed not biophysically contribute to EEG production. In establishing a
esoscopic link between microscopic neural currents and macroscopic

ranial voltages, this finding represents the first, definite forward model
f a cognitive ERP from current dipoles derived from neural activity in
rimates. 
2 
. Methods 

.1. Animal care and surgical procedures 

Procedures were in accordance with NIH Guidelines, AALAC Guide
or the Care and Use of Laboratory Animals, and approved by the Van-
erbilt IACUC following USDA and PHS policies. Two male macaque
onkeys ( Macaca radiata ; monkey Ca, 7.5 kg; He, 7.3 kg) were im-
lanted with MR compatible head posts and recording chambers with
raniotomy over V4. One female macaque monkey ( Macaca radiata ;
onkey Y, 7.3 kg) underwent an anesthetic event to perform anatom-

cal imaging. Anesthetic induction was performed with ketamine (5–
5 mg/kg). Monkeys were then catheterized and intubated. Surgeries
ere conducted aseptically with animals under isoflurane (1–5%) anes-

hesia. EKG, temperature, and respiration were monitored. Postopera-
ive antibiotics and analgesics were administered. Further detail is doc-
mented elsewhere ( Westerberg et al., 2020a , 2020b ). 

.2. Magnetic resonance imaging 

Anesthetized animals were placed in a 3 Tesla Magnetic Resonance
maging (MRI) scanner (Phillips) at the Vanderbilt University Institute
f Imaging Science. T1-weighted 3D MPRAGE scans were acquired with
 32-channel head coil equipped for SENSE imaging. Images were ac-
uired using 0.5 mm isotropic voxel resolution with parameters: repeti-
ion 5 s, echo 2.5 ms, flip angle 7°

.3. Cognitive task – visual search 

Monkeys performed a color pop-out search. Search arrays were pre-
ented on a CRT monitor at 60 Hz, at 57 cm distance. Stimulus genera-
ion and timing were done with TEMPO (Reflective Computing). Event
imes were assessed with a photodiode on the CRT. We used isolumi-
ant red and green disks on a gray background. Target feature varied
ithin a session. Trials were initiated by fixating within 0.5° of visual
ngle (dva) of a fixation dot. The time between fixation and array on-
et was between 750 and 1250 ms. A nonaging foreperiod function was
sed to determine the fixation period on a trial-by-trial basis. Arrays
omprised of 6 items. Array item size scaled with eccentricity at 0.3 dva
er 1 dva eccentricity so that they were smaller than the average V4
eceptive field (RF) ( Freeman and Simoncelli, 2011 ). The angular posi-
ion of items relative to fixation varied session to session so that 1 item
as positioned at the center of the RF. Items were equally spaced rel-
tive to each other and located at the same eccentricity. In each trial,
ne array item was different from the others. Monkeys made a saccade
o the oddball within 1 second and maintained fixation within 2–5 dva
f the target for 500 ms. Juice reward was administered following the
uccessful completion of the trial. The target item had an equal proba-
ility of being located at any of the 6 locations. Eye movements were
onitored at 1 kHz using a corneal reflection system (SR Research Eye-

ink). If the monkey failed to saccade to the target, they experienced a
imeout (1–5 s). 

.4. Laminar CSD Recording Procedure 

Laminar V4 neurophysiology was acquired at 24 kHz using a PZ5
nd RZ2 (Tucker-Davis). Signals were filtered between 0.1 Hz -12 kHz.
4 data was collected from 2 monkeys (monkey Ca: left hemisphere;
e: right) across 30 sessions (monkey Ca: 21; monkey He: 9) using
2-channel linear electrode arrays with 0.1 mm interelectrode spacing
Plexon) introduced through the intact dura mater each session. Arrays
panned layers of V4 with a subset of electrode contacts deliber-
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Fig. 1. Experimental Design and Laminar Current Source Density. A. Monkeys 
viewed a fixation point and following a variable delay, a six-item visual search 
array appeared where one item was saliently different that the others (red among 
green or green among red). Monkeys shifted gaze to the oddball to receive a 
juice reward. Magenta circle indicates position of gaze. The oddball sometimes 
appeared in the receptive field (1/6 of trials) resulting in the attended condi- 
tion. Blue circle indicates the position of the RF. All other trials were considered 
unattended. B. Timing of events in each trial. A dot appeared at the centered 
of the screen and once monkeys successfully made fixation, a 750–1250 ms de- 
lay ensued. The array appeared and monkeys made a saccade to the target as 
rapidly as possible ( ∼125 - 500 ms). Monkeys maintained fixation of the target 
for 500 ms to receive a juice reward. C. Proxy extracranial signal from an elec- 
trode placed outside the brain, above area V4. N2pc serves as our representative 
cognitive ERP indicating directed selective attention and can be observed ∼150–
190 ms following search array onset and is highlighted in orange. D. Laminar 
current density computed across electrodes positioned along V4 layers averaged 
across sessions following alignment relative to the layer 4/5 boundary for both 
the iCSD method (left) used in this study and Nicholson and Freeman method 
(right) used in previous reports of these data. Profiles shown for the attention 
condition (top) and unattended condition (bottom) and are plotted relative to 
the search array onset. E. Difference in current density profiles between atten- 
tion conditions (attended – unattended) showing a difference in extragranular 
currents during the N2pc window. 
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tely left outside of cortex. We computed the CSD signal using the
pline-iCSD method ( Pettersen et al., 2006 ) as implemented in the
SDplotter toolbox ( https://github.com/espenhgn/CSDplotter ) with
ustom MATLAB (R2021b, The MathWorks) scripts. In Fig. 1 , we com-
are our estimated CSD maps with those reported by Westerberg and
olleagues ( Westerberg et al., 2022 ) using the standard CSD method
3 
 Nicholson and Freeman, 1975 ). For the standard CSD method, CSD was
omputed from the raw signal by taking the second spatial derivative
long electrodes ( Mehta et al., 2000 ; Nicholson and Freeman, 1975 ;
chroeder et al., 1998 ; Westerberg et al., 2019 ) and converting voltage
o current ( Logothetis et al., 2007 ). We computed the CSD by taking
he second spatial derivative of the LFP: 

𝑆𝐷 ( 𝑡, 𝑑 ) = − 𝜎

( 

𝑥 ( 𝑡, 𝑑 − 𝑧 ) + 𝑥 ( 𝑡, 𝑑 + 𝑧 ) − 2 𝑥 ( 𝑡, 𝑑 ) 
𝑧 2 

) 

(1)

here 𝑥 is the extracellular voltage at time 𝑡 measured at an electrode
ontact at depth 𝑑, z is the inter-electrode distance, and 𝜎 is conduc-
ivity. CSD was baseline corrected at the trial level by subtracting the
verage activation during the 300 ms preceding array onset from the
esponse at all timepoints. CSD was clipped 10 ms before saccade at
he trial level to eliminate the influence of eye movements. 

.5. Laminar Alignment 

Orthogonal array penetrations were confirmed online through
 reverse-correlation RF mapping procedure ( Cox et al., 2019 ;
andy et al., 2017 ; Westerberg et al., 2019 ). RFs were found to rep-

esent portions of visual space consistent with previous reports of V4
 Gattass et al., 1988 ). An expanded description of the RF mapping pro-
edure for this dataset has been reported previously ( Westerberg et al.,
022 , 2021 ). Positions of recording sites relative to V4 layers were de-
ermined using CSD ( Nandy et al., 2017 ; Schroeder et al., 1998 ). Current
inks following visual stimulation first appear in the granular input lay-
rs of the cortex, then propagate to extragranular compartments. We
omputed CSD and identified the granular input sink session-wise. Ses-
ions were aligned by this input sink. ‘L4’ refers to the granular input
ayer, ‘L2/3’ to the supragranular layers, and ‘L5/6’ to the infragranular
ayers. 

.6. Boundary Element Model 

The monkey’s head was modeled as an isotropic and piecewise ho-
ogenous volume conductor comprised of the scalp, inner and outer

kull, and the cortex surface. For the forward modeling of the exper-
mental data, we employed the surfaces of the cortex, and the scalp
nd skull compartments obtained from the segmentation of the T1-
eighted MRI of monkey Y in SPM12 ( Penny et al., 2011 ) and Brain-
uite ( Shattuck et al., 2001 ), respectively. In the detailed biophysical
imulations, we utilized the symmetric surfaces provided in the NIMH
acaque Template version 2.0 ( Jung et al., 2021 ) to construct the head
odel ( Fig. 2 A). The position of the EEG electrodes for both models was
efined employing the EEG 10-10 system and the monkey’s scalp surface
s described elsewhere ( Giacometti et al., 2014 ). The scalp, skull, and
rain conductivities were set as 0.43, 0.0063, and 0.33 S/m ( Lee et al.,
015 ), respectively. 

.7. EEG Forward Model 

The EEG scalp potential 𝑉 𝑒 ( ⃖⃖⃗𝑟 𝑒 , 𝑡 ) at any position ⃖⃖⃗𝑟 𝑒 evoked by a con-
inuous field of microscopic electric currents 𝐼( ⃗𝑟 , 𝑡 ) inside the brain 𝑅
an be represented by the following inhomogeneous Fredholm integral
quation of the second kind (Eq. (2)) ( Riera et al., 2012 ): 

 𝑒 

(
⃖⃖⃗𝑟 𝑒 , 𝑡 

)
= 𝑉 0 

(
⃖⃖⃗𝑟 𝑒 , 𝑡 

)
+ 

1 
4 𝜋𝜎𝑏 

∑
𝑘 

∫
Ω𝑘 

�⃗� 𝑘 
(
𝐼, ⃗𝑟 

)
⋅ ∇ 

( 

1 || ⃖⃖⃗𝑟 𝑒 − ⃗𝑟 ||
) 

𝑑 ⃗𝑟 3 (2a)

 0 
(
⃖⃖⃗𝑟 𝑒 , 𝑡 

)
= 

1 
4 𝜋𝜎𝑏 

∫
𝑅 

𝐼 
(
𝑟 , 𝑡 

)
|| ⃖⃖⃗𝑟 𝑒 − ⃗𝑟 ||𝑑 ⃗𝑟 3 (2b)

∫
𝑘 

�⃗� 𝑘 
(
𝐼, ⃗𝑟 

)
⋅ ∇ 

( 

1 || ⃖⃖⃗𝑟 𝑒 − ⃗𝑟 ||
) 

𝑑 ⃗𝑟 3 ≡
(
𝜎𝑘 +1 − 𝜎𝑘 

)
∫
S 𝑘 
𝑣 𝑘 
(
𝐼, ⃗𝑟 

)
⋅
𝜕 

𝜕 ⃗𝐧 𝒌 

( 

1 || ⃖⃖⃗𝑟 𝑒 − ⃗𝑟 ||
) 

𝑑 ⃗𝑟 2 

(2c) 

https://github.com/espenhgn/CSDplotter
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Fig. 2. Biophysical forward modeling of synthetic data. A. Boundary element model composite with electrode locations and color-coded surfaces obtained from the 
NIMH Macaque Template version 2.0 derived from 31 macaque brains. B. Illustration of simulated stronger (black) and weaker (gray) dipoles in area V4 between the 
superior temporal sulcus and lunate sulcus. C-D. Top, Simulated cortical column of 3 mm diameter comprised of 2200 L3 (C) and 1000 L5 pyramidal cells (D). The 
somas were randomly distributed in the cylinder at depths corresponding to the vertical extent of deep L3 and of L5 in area V4. Bottom, Raster plots and associated 
poststimulus time histograms of soma Na + action potentials (black) and dendritic Ca 2 + spikes (red) produced by 100 randomly selected L3 pyramidal cells (C) and 
L5 pyramidal cells (D) in response to brief suprathreshold stimulation with a noisy current pulse (mean amplitude: 1.9 nA). Each neuron received stimulation with 
uniform probability between 10 and 20 ms after the launch of each simulated testing trial. E. LFP (left) and CSD (right) evoked by the suprathreshold stimulation 
of the collection of L3 (top) and L5 (bottom) pyramidal cells. Each neuron received stimulation with uniform probability between 10 and 20 ms after the beginning 
of each simulated testing trial. F. X, Y, and Z components of the current dipole moment calculated from the summed transmembrane currents of all neurons –
Eq. (6) – (STC, black) and from the CSD – Eq. (4) – (red) for the L3 (top) and L5 (bottom) cells. G. LFPs (left) and CSD (right) evoked by combined suprathreshold 
stimulation of L3 and L5 pyramidal cells. H. X, Y, and Z components of the current dipole moment calculated from the summed transmembrane currents of all L3 
and L5 pyramidal cells (black) and from the CSD (red) derived from L3 and L5 pyramidal neurons. I. Spatial EEG derived from populations of L3 and L5 pyramidal 
cells in V4 on the lunate gyrus of each cortical hemisphere with weaker current pulses in the right hemisphere. Results are compared between the ground-truth 
compartment-based calculation (left, Eq. (5) ), the STC single-dipole (middle, Eq. (6) ), and the CSD single-dipole (right, Eq. (4) ). The spatial distributions of cranial 
voltages derived from each approach (bottom) are difficult to distinguish from one another. J. Comparison of the EEG estimated from the STC single-dipole (black) 
and the CSD single-dipole (red) to the ground-truth compartment based EEG at 15 random locations in the monkey’s brain based on the relative difference (RDM) 
(top) and magnitude (MAG) (bottom) measures. K. RDM (top) and MAG (bottom) measures comparing ground-truth compartment-based EEG to that derived from 

STC (black) and CSD (red) as a function of the depth of the center of mass of cylinder of 2200 L3 and 1000 L5 simulated pyramidal cells relative to the scalp. Across 
15 random cortical column locations in the macaque brain neither estimate derived from either method varied with depth. 
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ith �⃗� 𝑘 ( 𝐼, ⃗𝑟 ) = ( 𝜎𝑘 +1 − 𝜎𝑘 ) 𝑣 𝑘 ( 𝐼, ⃗𝑟 ) ⃗𝐧 𝒌 ( ⃗𝑟 )∕Δl representing the secondary
urrents defined for each elemental volumetric shell Ω𝑘 (i.e., a surface
 𝑘 of thickness Δ𝑙 → 0 ). 𝜎𝑘 and 𝑣 𝑘 ( 𝐼, ⃗𝑟 ) denote the conductivity and sur-

ace potential of the k-th compartment in the head model (i.e., brain
 𝜎𝑏 ), skull, and scalp)., and �⃗� 𝒌 ( ⃗𝑟 ) the normal vector to the surface ( 𝑆 𝑘 )
f the k-th compartment at location ⃗𝑟 . 

We assume 𝐼( ⃗𝑟 , 𝑡 ) = 𝑠 ( ⃗𝑟 , 𝑡 ) for 𝑟 ∈ 𝑉 and 𝐼( ⃗𝑟 , 𝑡 ) = 0 otherwise, where
 is the volume of the brain region of interest, centered at 𝑟 𝑚 . If the

ocation of the EEG electrode ( ⃗𝑟 𝑒 ) is far enough from the center 𝑟 𝑚 ,
hen 𝑉 0 ( ⃖⃖⃗𝑟 𝑒 , 𝑡 ) can be calculated as a function of the multipolar moments
 Riera et al., 2012 ). Under the assumption of the dipolar model, the
EG forward model can be represented by Eq. (2a) and the following
quation for 𝑉 0 ( ⃖⃖⃗𝑟 𝑒 , 𝑡 ) : 

 0 
(
⃖⃖⃗𝑟 𝑒 , 𝑡 

)
= 

1 
4 𝜋𝜎𝑏 

∫
𝑉 
�⃗� 
(
𝑟 , 𝑡 

)
⋅ ∇ 𝑟 

( 

1 || ⃖⃖⃗𝑟 𝑒 − ⃗𝑟 ||
) 

𝑑 ⃗𝑟 3 (3)

here �⃗� ( ⃗𝑟 , 𝑡 ) denotes the current dipole moment. The theoretical frame-
ork and numerical strategies used to compute the potentials ( 𝑣 𝑘 ( 𝐼, ⃗𝑟 ) ,
 0 ( ⃖⃖⃗𝑟 𝑒 , 𝑡 ) ) to obtain the EEG scalp potential 𝑉 𝑒 ( ⃖⃖⃗𝑟 𝑒 , 𝑡 ) are detailed elsewhere
 Hämäläinen and Sarvas, 1989 ). 

The current dipole moment �⃗� ( ⃗𝑟 , 𝑡 ) is assumed to originate from post-
ynaptic currents caused mainly by the activation of pyramidal cells
erpendicular to the cortical surface ( Hämäläinen et al., 1993 ) and from
onlinear processes taking place in their dendrites ( Herrera et al., 2020 ;
uzuki and Larkum, 2017 ). Therefore, we can write �⃗� ( ⃗𝑟 , 𝑡 ) as ⃗𝛍( ⃗𝑟 ) ⋅ 𝑑( 𝑡 ) ,
ith �⃗�( ⃗𝑟 ) and 𝑑( 𝑡 ) representing its orientation and time-varying ampli-

ude, respectively ( Riera et al., 2012 ). The activation waveform 𝑑( 𝑡 ) was
stimated from the volumetric current sources (CSD) calculated from the
aminar recordings, and the orientation of the dipoles from a weighted
verage of the normal to the cortical surface at the location of the dipole
nd the normal of its neighboring triangles. Considering the assumptions
ade to calculate the CSD, the amplitude 𝑑( 𝑡 ) of the current dipole mo-
ent from the CSD in a volume of interest 𝑉 is given by ( Riera et al.,
012 ): 

 𝑧 ( 𝑡 ) = πr 2 c ∫ 𝐶𝑆𝐷 ( 𝑧, 𝑡 ) 
(
𝑧 − 𝑧 𝑚 

)
𝑑𝑧 (4)

The z-axis is defined as the direction perpendicular to the cortex with
ositive and negative values toward the supragranular and infragranu-
ar layers, respectively. We modeled dipoles located in areas V4, lusV4,
IP, 7a, and FEF and assumed that the cortical columns in those areas
ere perfect cylinders of 3 mm radius ( 𝑟 𝑐 ). The integrals were calculated
sing the trapezoidal method, where each subinterval corresponds to a
articular grid point in the corresponding CSD method. 

.8. Biophysical Simulations 

We generated a synthetic data set using detailed biophysical mod-
ls of neurons to evaluate the equivalent current dipole derived
rom the CSD. We simulated the responses to a current pulse of
0 ms duration with noisy random amplitude in two populations
f independent (unconnected) L3 and L5 pyramidal cells described
reviously by ( Eyal et al., 2018 ) (ModelDB, accession #238347,
013_03_06_cell03_789_H41_03, active model cell0603_08_model_602)
nd ( Hay et al., 2011 ) (ModelDB, accession #139653, “cell #1 ”). The
omas of the neurons were distributed uniformly in a 3 mm diameter
ylinder with height corresponding to the vertical extent in area V4 of
ower L3 (675-750 𝜇𝑚 below the pia matter) and of L5 (1250-1750 𝜇𝑚 )
 Fig. 2 C). We determined the number of simulated neurons from each
opulation, maintaining the ratio of neurons in L3 and L5 reported in
he anatomical literature ( Vanni et al., 2020 ) and finding the minimal
umber of neurons in a cortical column of 3 mm diameter under this
timulation paradigm necessary to reproduce the approximate ampli-
ude of the CSD observed in the V4 experimental data ( Fig. 1 D). We
onsidered this approach since not all neurons are active at the same
ime during a task in a real cortical column composed of millions of
eurons (e.g., see ( Westerberg et al., 2022 )). We simulated 2,200 L3
5 
nd 1000 L5 pyramidal cells. The amplitude of the current pulse was
ampled from a Gaussian distribution with a standard deviation of 0.3
A. To simulate the asymmetry observed in the experimental recordings
rom V4, we used mean current amplitudes of 1.90 nA and 1.85 nA for
eurons in the left and right hemispheres, respectively. Reducing the
ean current amplitude for neurons in the right hemisphere decreased

he probability of eliciting dendritic Ca 2 + -spikes in L5 pyramidal cells,
educing the amplitude of the late sink/sources in the CSD map ( Fig. 2 E)
nd creating a weaker dipole current source. The beginning of stimula-
ion of each neuron was randomly sampled from a uniform distribution
etween 10 and 20 ms after the simulation was initiated. All simulations
ere performed in Python using LFPy ( Hagen et al., 2018 ), which builds
n NEURON ( Hines et al., 2009 ). 

Simulating measurements with a linear microelectrode array, we cal-
ulated the LFP produced by the activity of the neurons at 17 equally
paced vertically aligned points located at the center of the cortical col-
mn. As in the experiments, the inter-electrode distance was 100 𝜇𝑚 .
e employed the point-source approximation in LFPy to compute the ex-

racellular potentials. The LFP was obtained by low-pass filtering at 100
z. The CSD patterns of the synthetic data sets were calculated using the

pline-iCSD method ( Pettersen et al., 2006 ) with the custom MATLAB
R2021b, The MathWorks) scripts used for the experimental data. 

We estimated the EEG produced by the simulated population
f pyramidal neurons using three approaches: compartment-based,
ummed transmembrane currents single-dipole, and CSD single-dipole
pproaches. The compartment-based approach considers the transmem-
rane currents entering and escaping the extracellular medium as cur-
ent sources/sinks. It calculates the EEG mapping the transmembrane
urrents of all neurons into the scalp potentials ( Herrera et al., 2020 ).
hus, for the compartment-based approach, Eq. (2b) for 𝑉 0 ( ⃖⃖⃗𝑟 𝑒 , 𝑡 ) be-
omes ( Herrera et al., 2020 ): 

 0 
(
⃖⃖⃗𝑟 𝑒 , 𝑡 

)
= 

1 
4 𝜋𝜎𝑏 

𝑁 𝑛 ∑
𝑝 =1 

𝑁 𝑝 ∑
𝑖 =1 

𝑁 𝑖 𝑐 ∑
𝑐=1 

𝐼 𝑖 𝑝,𝑐 ( 𝑡 ) ||| ⃖⃖⃗𝑟 𝑒 − ⃗𝑟 𝑖 𝑝,𝑐 
||| (5)

here 𝑁 𝑛 , 𝑁 𝑝 , and 𝑁 

𝑖 
𝑐 denote the total number of neuron types, the

umber of neurons in the p-th population and the number of compart-
ents, I, in the i-th neuron of the p-th population, respectively. The term
 

𝑖 
𝑝,𝑐 = { 𝑥 𝑖 𝑝,𝑐 , 𝑦 

𝑖 
𝑝,𝑐 , 𝑧 

𝑖 
𝑝,𝑐 } indicates the coordinates of the 𝑐- th compartment

f the 𝑖 - th neuron in the 𝑝 -th population. The term 𝐼 𝑖 𝑝,𝑐 ( 𝑡 ) is the trans-
embrane current of the 𝑐- th compartment of the 𝑖 - th neuron in the 𝑝 -th
opulation. In both the summed transmembrane currents single-dipole
nd CSD single-dipole approaches, the EEG is estimated using the EEG
ipolar model explain in section 2.7 ( Eq. (2a) and Eq. (3) ), which as-
umes the activity of a cortical column can be accurately represented by
n equivalent current dipole moment at the center of the column. The
ummed transmembrane currents single-dipole approach calculates the
quivalent current dipole moment as the sum of all dipoles between the
enter of mass or center of the cortical column and every compartment
f each neuron ( Eq. (6) ). Thus, the amplitude and orientation of the
quivalent current dipole moment are given by the sum ( Hagen et al.,
018 ; Næss et al., 2021 ): 

⃗
 

(
�⃗� , 𝑡 

)
= 

𝑁 𝑛 ∑
𝑝 =1 

𝑁 𝑝 ∑
𝑖 =1 

𝑁 𝑖 𝑐 ∑
𝑐=1 

(
�⃗� 
𝑖 
𝑝,𝑐 − ⃗𝒓 𝑚 

)
𝐼 𝑖 𝑝,𝑐 ( 𝑡 ) (6)

ith ⃗𝒓 𝑚 representing the center of mass of the cortical column, which is
he coordinates of the dipole. In the CSD single-dipole approach, the ori-
ntation of the dipoles is fixed, corresponding to that of the cortical col-
mn, and the amplitude is calculated from Eq. (4) . For our simulations,
 𝑛 = 2 , 𝑁 𝑝 ={ 1 , 2 } with 𝑁 1 = 𝑁 𝐿 3 = 2200 and 𝑁 1 = 𝑁 𝐿 5 = 1000 . The esti-
ated current dipole moments for each neuronal population and their

ombined activity were low-pass filtered at 100 Hz. 
To validate the EEG estimated using the CSD single-dipole ( Eq. (4) )

nd the transmembrane currents single-dipole ( Eq. (6) ) approaches,
e compared them to the compartment-based EEG, considered as the

ground-truth ” EEG ( Eq. (5) ). We quantified the mismatch between the
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i  
ransmembrane currents single-dipole and the CSD single-dipole esti-
ations ( ̂𝑦 ) and the ground-truth EEG ( 𝑦 ) by calculating the relative
agnitude (MAG) ( Eq. (7) ) and the relative difference (RDM) ( Eq. (8) )

 Meijs et al., 1989 ): 

𝐴𝐺 = 

‖�̂� ‖‖𝑦 ‖ = 

√ ∑
𝑡 ̂𝑦 ( 𝑡 ) 

2 √ ∑
𝑡 𝑦 ( 𝑡 ) 

2 
(7)

𝐷𝑀 ≡ ‖ 𝑦 ‖𝑦 ‖ − 

�̂� ‖�̂� ‖‖ = 

√ √ √ √ √ √ √ √ 

∑
𝑡 

⎛ ⎜ ⎜ ⎜ ⎝ 
𝑦 ( 𝑡 ) √ ∑
𝑡 𝑦 ( 𝑡 ) 

2 
− 

�̂� ( 𝑡 ) √ ∑
𝑡 �̂� ( 𝑡 ) 

2 

⎞ ⎟ ⎟ ⎟ ⎠ 
2 

(8)

here a relative difference (RDM) closer to 0 and magnitude (MAG)
loser to 1 indicates a higher degree of similarity between a dipolar
pproach and the ground truth. To account for different depths and ori-
ntations of the cortical column, we calculated these measures at 15
andomly selected cortical columns throughout the monkey brain. Fur-
hermore, given the relationship between electric field strength rela-
ive to dipole distance, we evaluated the dependence of these measures
n the depth of the cortical column relative to the scalp. We defined
he depth of the cortical column as the shortest distance between the
enter of mass of the cortical column and the scalp surface utilized in
he EEG forward model. We calculated this distance using the Matlab
oint2trimesh function. 

.9. 10-20 EEG Recordings 

One monkey (monkey Z) was implanted with an array of electrodes
pproximating the human 10-20 system locations (FpFz, Fpz, F3, F4, Fz,
z, C3, C4, Pz, P5, P6, Poz, O1, O2, Oz) ( Jasper, 1958 ). Referencing was
one through linked ears. The impedance of the individual electrodes
as confirmed to be between 2–5 kOhm at 30 Hz, resembling electrodes
sed for human EEG. EEG was recorded using a Multichannel Acquisi-
ion Processor (Plexon) at 1 kHz and filtered between 0.7–170 Hz. The
onkey performed a visual search task necessitating directed spatial

ttention. Data was aligned to array onset and baseline corrected by
ubtracting the average activity during the 50 ms preceding the array
nset from all timepoints. Data was clipped 20 ms prior to saccade to
liminate eye movement artifacts. 

.10. Comparing 10-20 EEG Recordings and Forward Models 

To understand the configuration of plausible neural sources con-
ributing to the generation of the N2pc, the N2pc measured in the 10-20
ecordings was compared to different compositions of neural sources. 31
ifferent configurations were generated with all possible combinations
f V4, lusV4, LIP, 7a, and FEF sources. A single source model was simply
he EEG modeled from a single source localized to that dipole location.
ombination of source locations were computed as the sum of voltages

rom each source location for each simulated electrode site. In these
odels, we only considered the 15 electrode sites present in the 10-
0 recording dataset rather than the full 10-10 configuration modeled
lsewhere. Comparisons we performed as a Pearson correlation between
ach of the 15 empirical recording sites and the 15 simulated sites for
ach of the 31 model configurations. Therefore, each correlation com-
rised 15 × 30 data points. Whether a model was significantly correlated
ith the empirical measurement was evaluated with a Bonferroni cor-

ected p value. 

.11. Data Availability Statement 

The CSD data used to forward model EEG can be found through
ata Dryad ( https://doi.org/10.5061/dryad.9ghx3ffm4 ) or by request

rom the corresponding author (jacob.a.westerberg@vanderbilt.edu) or
6 
enior author (jrieradi@fiu.edu). Code specific to the methods docu-
ented here can be obtained from the GitHub repo ( https://github.

om/beaherrera/CSDtoEEG-repo ) or the corresponding author. 

. Results 

We introduce an approach for estimating the mesoscopic cortical
olumnar current dipoles from laminar in vivo field potential recordings
o determine the contribution of distinct areas to a particular macro-
copic EEG signal through forward modeling. The approach consists of
he following steps: First, the current sources across depth were de-
ermined using CSD methods from laminar field potential recordings.
econd, current dipole moments were calculated from the estimated
SD values. Third, the estimated current dipoles were used as cur-
ent sources of forward models, incorporating their location and ori-
ntation. We validated this approach by simulating synthetic field po-
ential recordings generated from detailed biophysical models of corti-
al pyramidal neurons. Spatial EEG patterns derived from the two ap-
roaches were compared to the spatial EEG pattern obtained from a
ompartment-based approach ( Eq. (5) ) ( Herrera et al., 2020 ). We will
efer to this as the ground-truth EEG . The first approach derived a sin-
le dipole from the simulated CSD ( Eq. (4) ); we will refer to this as the
SD single-dipole . The second approach derived a single dipole from
he transmembrane currents summed over all the simulated L3 and L5
yramidal cells within a 3 mm diameter cylinder; we will refer to this as
he summed transmembrane currents (STC) single-dipole . This method-
logical framework was then applied to elucidate the neuronal genera-
ors of the ERP component known as the N2pc. 

.1. Intracranial current sources can be estimated accurately from LFPs 

To evaluate the validity of intracranial current sources derived from
SD in the identification of cortical areas contributing to a spatial EEG
attern, we applied the new forward modeling approach to synthetic
ocal field potentials generated from biophysical models of pyramidal
ell activity. We first simulated the activity evoked by a noisy current
ulse with a mean amplitude of 1.90 nA and a standard deviation of
.3 nA in 2,200 L3 and 1,000 L5 pyramidal cells randomly distributed
ithin a 3 mm diameter cylindrical cortical column but unconnected

rom each other or any other neuron ( Fig. 2 C-D). The current pulses
licited soma Na + spikes in L3 and L5 pyramidal cells followed by Ca 2 + 

pikes arising in the apical dendrites of L5 pyramidal cells ( Fig. 2 D). As
xpected, the L3 and L5 pyramidal cell populations produced distinctly
ifferent laminar LFP and CSD patterns ( Fig. 2 E). The current dipole mo-
ents based on the STC and on the CSD agree reasonably well for each
yramidal cell population separately ( Fig. 2 F). The summation of the
ctivity across the L3 and L5 pyramidal cells produced LFP and CSD pat-
erns that resembled observed patterns ( Fig. 2 G), and the current dipole
oments calculated through STC or CSD exhibited excellent agreement
hen (RDM = 0.69; MAG = 0.94) ( Fig. 2 H). 

To simulate the lateralized N2pc component, we modeled two
olumns of independent, unconnected L3 and L5 pyramidal cells, one
n each hemisphere placed on the lunate gyrus surface of extrastriate
isual area V4 ( Fig. 2 B). To simulate the asymmetry observed in the
xperimental recordings from V4 associated with the focus of attention
irected to one hemifield, the mean amplitude of the input to neurons in
he left hemisphere was 1.90 nA (representing the focus of attention in
he right hemifield), while that to neurons in the right hemisphere was
educed to 1.85 nA. This decreased the probability of eliciting dendritic
a2 + -spikes and reduced the amplitude of the late CSD sink/sources.
ith this more complete simulation, we calculated the spatial distribu-

ion of voltages at two time points based on the ground-truth, the STC,
nd the CSD approaches and observed virtually indistinguishable pat-
erns ( Fig. 2 I). 

To account for different depths and orientations of cortical columns
n these estimates derived from combined L3-L5 activity, to the ground-

https://doi.org/10.5061/dryad.9ghx3ffm4
https://github.com/beaherrera/CSDtoEEG-repo
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Fig. 3. Biophysical forward modeling. A. Contrasting conditions (i.e., attended target in RF vs. attended target opposite RF) and corresponding CSD ( n = 30 sessions) 
used for determining the current dipole moment used for the forward model. B. Dipole moment computed from the session averaged CSD ( n = 30) across the time 
of array presentation for the target in RF (solid line, contra) and target opposite RF (dashed line, ipsi) conditions. N2pc epoch, defined as 150–190 ms after array 
onset, highlighted in orange. C. Boundary element model composite and color-coded surfaces, generated from MR scans from monkey Y, used by the forward model. 
Bottom right inset shows the position of the dipole used to generate the simulated EEG. Cyan discs ( n = 61) represent the locations used to measure the simulated 
EEG. D. Simulated EEG distributions for a target inside the RF (left), target opposite RF (middle), and the difference between conditions (right). Voltage line plots 
across time for each simulated EEG electrode are shown at top. Voltage heatmaps for each condition are shown from a perspective over visual cortex (posterolateral 
view, center) and in 2D disk view (bottom). Heatmaps are plotted as average polarization during the time of N2pc (150–190 ms following array onset). 
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ruth EEG we compared the EEG derived from the STC single-dipole
ethod and from the CSD single-dipole method placing the cylinders

f simulated pyramidal cells at 15 randomly selected locations through-
ut the monkey brain. Relative to the ground-truth EEG, the EEG de-
ived from the STC single-dipole corresponded better (RDM = 0.21 ±
.01; MAG = 1.27 ± 0.02) than that derived from the CSD single-dipole
7 
RDM = 0.52 ± 0.02; MAG = 0.83 ± 0.01) ( Fig. 2 J). Given the relation-
hip between electric field strength relative to dipole distance, we ex-
mined whether RDM or MAG values varied with cortical column depth
elative to the scalp. A linear regression of these measures as a function
f depth showed no variation for either the STC (R 

2 for RDM = 0.23,
or MAG = 0.00) or the CSD (R 

2 for RDM = 0.04, for MAG = 0.00)
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Fig. 4. EEG forward models for example session CSD and individual monkey 
CSD. EEG voltage distribution over the scalp of the BEM simulated with a 61- 
channel electrode EEG array computed using CSD from an example session (A). 
and from CSD measured and averaged across sessions from monkey Ca (B) and 
monkey He (C). Both 3D posterolateral views and 2D disk views are shown for 
each subset of data. 3D head images are oriented such that the hemisphere in 
which the recordings were conducted are highlighted (left hemisphere, monkey 
Ca and example session; right hemisphere, monkey He). Note the difference 
plots are also computed such that the attention target ipsilateral to the recording 
chamber is subtracted from the contralateral presentations. 
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 Fig. 2 K). Thus, we demonstrate that the synthetic application of this
pproach is sufficient to yield expected spatio-temporal EEG patterns.
e now proceed to employing these methods through forward model-

ng of empirical data. 

.2. Experimental design 

Before forward modeling, three objectives must be accomplished.
irst, monkeys must be trained to perform the cognitive task to pro-
ciency. The representative ERP component used do demonstrate the
ovel forward modeling approach was the N2pc. The N2pc manifests as
 function of the deployment of selective visual attention ( Eimer, 1996 ;
uck and Hillyard, 1994 , 1990 ; Woodman and Luck, 1999 ). To investi-
ate the N2pc, we trained macaque monkeys to perform a visual search
ask ( Fig. 1 A-B) requiring selective attention’s rapid deployment. Pre-
ious work demonstrates this task elicits an N2pc in macaque monkeys
 Purcell et al., 2013 ). Two macaque monkeys (designated Ca, He) per-
ormed visual search for an oddball color target (red or green), pre-
ented within an array of 5 uniform distractors (green or red) (N ses-
ions: monkeys Ca, 21; He, 9). Each animal performed above chance
chance level = 0.166] (behavioral accuracy: monkeys Ca, M = 0.88,
EM = 0.021; He, M = 0.81, SEM = 0.024) indicating they understood
he task and were selectively deploying attention to accomplish it. Sec-
nd, the ERP must be obtained to confirm it is being elicited. We sam-
8 
led extracranial voltage fluctuations from an electrode placed outside
he brain and above area V4. An N2pc was observed ( Fig. 1 B) with this
lectrode. Third, suitable and replicable intracranial recordings must
e obtained to measure local field potentials and calculate the current
ipole during task performance. We obtained neural samples across the
ortical layers with linear electrode arrays. After establishing that each
enetration was orthogonal to the cortical surface and restricted to a
ortical column, the synaptic activation was measured during task per-
ormance. The spatiotemporal profiles of synaptic currents are displayed
n Fig. 1 C for both the attended condition (when the search target was
resent in the column receptive field) and the unattended condition
when the target was positioned outside the column receptive field).
ecordings were restricted to area V4 on the prelunate gyrus, a hypoth-
sized contributor to the N2pc ( Westerberg et al., 2022 ; Woodman et al.,
007 ) and location where laminar activity orthogonal to the cortical sur-
ace can be reliably measured ( Nandy et al., 2017 ). Coincident with the
2pc, we observed differences in synaptic currents across the layers of
4 ( Fig. 1 D). 

.3. Modeling application to in vivo cortical activity 

We employed forward modeling to compute the voltage distribu-
ion on the cranial surface caused by the translaminar currents in V4
 Nunez et al., 2019 ; Riera et al., 2012 ). Acknowledging that the cur-
ents generated by one column within area V4 are probably too weak to
roduce observable cranial voltages, we treated the current measured in
ne column as representative for the broader cortical tissue within the 3
m cylinder contributing to the EEG. Based on the average V4 current
ensity ( Fig. 3 A), we derived the dipole moment ( Fig. 3 B) embedded in
 boundary element model (BEM) of a macaque monkey head ( Fig. 3 C).
hat dipole was strongest when the target was within the receptive field
f the column. Lead fields were generated for a dipole on the convexity
etween the lunate and superior temporal sulci, where neurophysiolog-
cal samples were taken ( Fig. 3 C). Forward model solutions were calcu-
ated during the N2pc (150-190 ms following array presentation). The
esulting spatial distribution of voltages was maximal posterolaterally
ith higher values contralateral to the target ( Fig. 3 D). The spatial dis-

ribution of the difference in voltages when the target versus distractor
as in the receptive field exhibited negativity contralateral to the target

hat was maximal posterolaterally. These results of the forward model
ere effectively indistinguishable from previous reports of the N2pc.
oreover, the forward model voltage distributions were robust to data

hinning. That is, they were qualitatively similar when using the CSD
rom a single session ( Fig. 4 A) as well as the CSD from each monkey in-
ividually ( Fig. 4 B-C). Thus, currents measured from columns in V4 are
ufficient to produce a voltage distribution over the scalp that emulates
he observed N2pc. 

To investigate the specificity of this relationship, we calculated for-
ard models produced by dipoles placed at other locations in V4. First,
lacing the dipole at two different locations on the convexity of the
relunate gyrus resulted in cranial voltage distributions that were qual-
tatively similar to one another as well as to the original dipole location
 Fig. 5 A-B). This result confirms the robustness of the relationship be-
ween current dipoles in V4 and the N2pc. Second, the dipole was placed
ithin V4 in the anterior bank of the lunate sulcus ( Gattass et al., 1988 )
 Fig. 5 C). The dipole in this location is not oriented perpendicular to
he cranial surface. Although LFP samples have not been measured in
his region, there is no a priori reason to assume that the laminar pro-
le of sulcal CSD would be different from that on the gyrus within the
ame cortical region. The dipole in the sulcus, hereafter referred to as
usV4, resulted in a more posterolateral spatial voltage distribution and
imilar lateralization relative to target hemifield. However, the forward
odel voltages were weaker than those derived from dipoles on the

yrus. These findings show that the summation of currents from mul-
iple parts of V4, both gyral and sulcal, contribute to the N2pc. The
patially extensive appearance of the observed ERP thus can be partly
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Fig. 5. Forward models from different bilaterally symmetric 
dipole locations. The dipole was calculated from the current 
source density measured 150–190 ms following array presen- 
tation. Positions are shown on the enlarged cortex boundary 
element model surface with filled circle. In visual cortex pan- 
els, an additional unfilled circle denotes the position of the 
dipole used in Fig. 3 . Anatomical landmarks are indicated for 
reference in the inset images with the following abbreviations: 
sts – superior temporal sulcus, lus – lunate sulcus, plg – prelu- 
nate gyrus, cs – central sulcus, ips – intraparietal sulcus, ps –
principal sulcus, as – arcuate sulcus. Cranial voltage heatmaps 
are displayed on posterolateral and 2D disk views for target 
in contralateral hemifield (left), target in ipsilateral hemifield 
(middle), and their difference (right). A-B. Dipoles placed at 
two other sites on the prelunate gyrus generate cranial volt- 
ages that were effectively indistinguishable from that observed 
with the first dipole location. C. Dipoles placed in part of V4 in 
the lunate sulcus generate a cranial voltage pattern with simi- 
lar lateralization but different spatial distribution due to dipole 
orientation. D. The dipoles were also positioned in the lateral 
intraparietal area (LIP) on the lateral bank of the intraparietal 
sulcus, a previously hypothesized generator of the N2pc. E. An- 
other location in parietal cortex (area 7a) was chosen as it also 
demonstrates robust attentional modulation and is located on 
a gyrus. F. Lastly, FEF was chosen as it has been related to 
the N2pc previously and also shows robust attentional modu- 
lation. It is important to note that the dipoles used throughout 
all panels were those measured in prelunate V4 and may or 
may not be a sufficient representation of the empirically mea- 
sured currents in that area. 
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nderstood as arising from variation in the orientation of contributing
ipoles. 

It seems unlikely that an ERP would arise from just one cortical area.
ertainly, other cortical areas contribute to target selection and atten-
ion allocation during visual search. Therefore, using this forward mod-
ling tool, we explored the possible contributions of other cortical areas
9 
o the N2pc. Lacking a strong a priori rationale for variability off colum-
ar currents between cortical areas, we adopted provisionally the most
arsimonious assumption that the dipole measured in V4 is representa-
ive of that in other cortical areas. 

First, we modeled the possible contribution of two areas in parietal
ortex ( Fig. 5 D). The lateral intraparietal area (LIP), located on the lat-
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Fig. 6. Spatial relationship between dipole sites. A. Four views of structural 
magnetic resonance rendering of the brain of monkey Y with dipole positions 
and orientations shown in red. Each plot shows a different 30° rotation around 
the rostral-caudal axis as indicated by the axes at left (r.: rostral, l.: lateral, d: 
dorsal). B. Euclidean distances between each of the 14 dipole locations across 
both hemispheres. V4–1 refers to the dipole used in Figs. 3-4 . V4–2, The labels 
V4–3, lusV4, LIP, 7a, FEF are those used in Fig. 5 . All distances are reported in 
millimeters (scale bar on lower right). 
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ral bank of the intraparietal sulcus, is known to contribute to target
election during visual search and is a well-recognized node in the atten-
ion network ( Bisley et al., 2011 ; Goldberg et al., 2006 ; Ipata et al., 2006 ;
anaka et al., 2015 ; Thomas and Paré, 2007 ). Area 7a, occupying the

nferior parietal gyrus, also shows robust attention-related modulation
 Constantinidis and Steinmetz, 2001a , 2001b ; Rawley and Constantini-
is, 2010 ; Steinmetz et al., 1994 ; Steinmetz and Constantinidis, 1995 ).
nlike LIP, area 7a is oriented to be more conducive to the biophysi-
al generation of potentials measured at the scalp. The forward model
f a dipole in LIP produced a voltage pattern with centromedial dis-
ribution and weak lateralization relative to target location. This indi-
ates that neural processes in LIP contribute weakly if at all to the N2pc
n macaques. Conversely, forward models of a dipole positioned in 7a
roduced robust potentials measurable at the scalp. However, these po-
entials were concentrated more centromedially than the posterolateral
2pc. 

Next, we modeled the contribution of the frontal eye field (FEF) in
he arcuate sulcus of the frontal lobe ( Fig. 5 E). FEF plays a significant
ole in visual search and visual attention more generally (Schall, 2015),
n part through direct influences on V4 ( Moore and Armstrong, 2003 ;
oore and Zirnsak, 2017 ). Simultaneous recordings of spikes and LFP

n FEF with occipital EEG have demonstrated correlations between LFP
n FEF and N2pc polarization ( Cohen et al., 2009 ; Purcell et al., 2013 ).
evertheless, the forward model of the dipole in FEF produced a cra-
ial voltage distribution different from the observed N2pc but sharing a
odest degree of lateralization relative to target hemifield. The results

f forward modeling dipoles in parietal and frontal areas demonstrate
hat cortical areas contributing little biophysically to an ERP can con-
ribute neuro-computationally to the process indexed by that ERP. 

A given cortical area is unlikely to be the only generator of an EEG
ignal. Thus, the locations and various dipole orientations of diverse
ources could explain the spatial distribution of the EEG ( Fig. 6 ). There-
ore, we modeled and quantitatively compared all combinations of plau-
ible dipole sources to the N2pc measured from a monkey (identified
s Z) performing the same visual search task across 18 recording ses-
ions with an array of 15 EEG electrodes positioned across the cranium
 Fig. 7 A). Crucially, this monkey did not have a craniotomy that would
ffect the spatial distribution of the EEG. Computing the forward solu-
ion for each of the 5 dipole locations and unique orientations, we lin-
arly summed the solutions for each of the 31 combinations of dipoles
cross the areas. During the time period of the N2pc in these data (150-
90 ms after the visual search array based on data in monkeys Ca and
e) we observe a significant N2pc at the posterior EEG recording sites
5 and P6 (t(35) = 2.42, p = 0.02) ( Fig. 7 B). 

For each of the 31 combinations of source locations, we measured
he correlation between the empirical data and the modeled data at
ach of the matching 15 electrode positions. Note, a distinct forward
odel result was generated for each of the 30 laminar recording ses-

ions meaning each correlation was between the empirical EEG voltage
istribution and the 30 sessions of data for each of the 31 model con-
gurations. A single example is shown in the inset of Fig. 7 C. Results
f all correlations are summarized in Fig. 7 C with their corresponding
onfigurations displayed below each bar. While many source configu-
ations resulted in significant correlations with the empirical data, two
tand out as superior to the others as indicated by their largest R-squared
alue – V4 + lusV4 and V4 + lusV4 + LIP. Note both of these models in-
orporate sources across both gyral and sulcal V4. Also, the better of the
wo also incorporates a parietal source. We found that the models have
ighest correlation with empirical values included gyral and sulcal V4
ources ( Fig. 7 D). The most representative model exhibits the lateralized
nd posteriorly-distributed signature of the N2pc ( Fig. 7 E). 

. Discussion 

ERPs have been a powerful tool for investigating brain mechanisms
f human cognition for decades. While further insights can be gained
10 
rom EEG alone, its utility as a biomarker of disorder and index of mech-
nism is limited by uncertainty about its generation. In other words,
nowing the composition of the neural circuitry generating specific cog-
itive signals in the EEG will improve understanding of what the cog-
itive signal represents and constrain models of the cortical circuitry
nabling the cognitive process indexed by the EEG signal. A system-
tic search for EEG generators with invasive methods in humans is not
ossible. Fortunately, as a common animal model for human cognition,
acaque monkeys exhibit EEG signals like the N2pc. Even so, key blocks

n the bridge from neural activity within cortical columns to the macro-
copic EEG signal are missing. Here we provided an approach by which
easurement of neural activity across the cortical layers in macaque
onkeys during cognitive tasks is forward modeled to infer its impact

n the global EEG signal. To our knowledge, this is the first documenta-
ion of forward modeling synaptic currents across cortical layers to the
EG signal in awake, behaving primates. It is also the first experimental
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Fig. 7. Comparison of N2pc voltage distribution over the scalp between empirical measurement and forward models. A. EEG was recorded in a subset of 10–10 
configuration electrodes ( n = 15) from a monkey with intact skull. B. Voltage potentials for contra- vs. ipsilateral presentations of an attentional target in the visual 
search task. Differences are observed primarily at posterior sites about 150–190 ms following array presentation. C. Pearson correlation between EEG signal measured 
empirically (EEG emp ) and the forward modeled EEG signal (EEG mod ) for the difference between a contra- and ipsilateral target presentation at each of the electrode 
sites present in the empirical recording ( n = 15). Negatively correlated configurations were not considered and are displayed as 0. Data was taken as the average 
difference between 150 and 190 ms following array presentation for both empirically measured and modeled data. EEG model was generated for each laminar 
recording session ( n = 30). Correlation was performed for each possible combination of V4, lusV4, LIP, 7a, and FEF sources ( n = 31). R-squared was computed 
and the bar plot reflects these values sorted from lowest to highest with significant correlation (following Bonferroni correction) indicated above with an asterisk. 
The combination of sources yielding each bar’s value is indicated below by dots with the legend at left. Inset shows the correlation observed with data for a single 
bar (V4 + lusV4 + LIP). D. R-squared values were grouped into 0.1 bins. Histogram plotted at top for the frequency of R-squared values. For each of those bins, the 
prevalence of each source was evaluated where the size of each colored bar indicates the total number of times that source was present in a model resulting in 
a R-squared value in the respective bin. For example, only V4, lusV4, and LIP sources were present in R-squared value measurements in the 0.3–0.4 bin. E. EEG 

distribution from the modeled data using the most representative model (V4 + lusV4 + LIP). 
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onfirmation in primate cortical tissue of theoretical models developed
ith data from rodents. 

In investigating the neural sources of the ERP component known
s the N2pc as a demonstration for this approach, our results provide
trong support for the hypothesis that it is generated from neural activity
resent in occipital and parietal areas. Early reports of the N2pc hypoth-
sized that areas such as V4 contributed to its generation ( Luck and Hill-
ard, 1994 ) with findings from an MEG study ( Hopf et al., 2000 ) lending
ore direct support for occipital and parietal sources, specifically. Our

omparison of various configurations of plausible neural sources with
n empirically measured N2pc distribution suggests that the combina-
ion of sources in occipital area V4 and parietal area LIP best models
he N2pc. This demonstration serves to highlight the importance of con-
idering the biophysical geometry in EEG production. It is important to
ote that the dipole used for the modeling was measured in V4 and ap-
lied for all other areas in addition to V4. Therefore, neural recordings
n LIP are necessary to determine whether a pattern of laminar activa-
ion sufficient to produce a dipole at the time of the N2pc is present.

hile that caveat for LIP remains, we can more confidently conclude
hat the laminar activation in V4 contributes to the N2pc as our mea-
ured activity comes specifically from that area. 

While significant insight is gained from evaluating the biophysical
lausibility of this variety of brain areas, the results highlight a po-
entially counterintuitive relationship. That is, FEF, LIP, and 7a —areas
efinitely contributing computationally to attentional control —do not
ontribute much biophysically to the N2pc indexing that attention. In
articular, a source model of a single dipole in FEF is the least correlated
ith empirical data, and FEF is not present in the top 9 best-correlated
odels. This highlights an important consideration —locations of neural

omputation (e.g., target enhancement, distractor suppression, attention
eployment) and locations of the biophysical sources of an ERP indexing
hose computations need not be the same. That is, while an area like FEF
as activation paralleling the N2pc ( Cohen et al., 2009 ; Purcell et al.,
013 ), its physical position is not sufficient to contribute to its manifes-
11 
ation. In contrast, V4, an area showing more modest attentional mod-
lation than FEF, is oriented in such a way that it is conducive to the
eneration of electric fields which can be measured at the scalp. How-
ver, it is entirely possible that the modulation of activity yielding the
ifference in dipole present in V4 producing the N2pc originates from
EF ( Westerberg and Schall, 2021 ). Previous work has established that
 robust set of connections exist between V4 and FEF ( Anderson et al.,
011 ; Pouget et al., 2009 ; Schall et al., 1995 ; Stanton et al., 1995 ;
ngerleider et al., 2008 ) and modulation of FEF activity impacts V4
 Moore and Armstrong, 2003 ; Noudoost et al., 2014 ). Work remains to
etter understand the configuration of neural circuitry generating cog-
itive EEG signals and importantly, the origins of these signals – not just
he areas producing the signal measured at the scalp. 

While this study represents an important step in mapping micro-
copic through mesoscopic to macroscopic signals, this research pro-
ram is by no means complete. Recent work highlights the strength of
nvestigating the neural mechanisms of EEG at an even finer scale. We
an better understand the generation of these potentials by understand-
ng the underlying neural processes at the level of individual synapses
hrough simulations ( Herrera et al., 2020 ; Næss et al., 2021 ). In our mod-
ling, we compute a dipole from the CSD, which is then used to calcu-
ate the definite voltage distribution at the scalp. This process sacrifices
aminar information about the functional architecture generating EEG.
or example, it is difficult to discern whether an observed source/sink
n supragranular layers reflects synaptic activation onto the apical den-
rites of L5 pyramidal cells, L2/3 pyramidal cells, or some combination
 Pesaran et al., 2018 ). Additionally, CSD methods obscure any variation
f neuronal activity in the radial plane of the column ( Pettersen et al.,
006 ), parallel to the cortical layers. 

Several decomposition techniques have been proposed to distin-
uish the contribution of distinct populations of neurons across layers
o the LFPs ( Di et al., 1990 ; Einevoll et al., 2007 ; G łąbska et al., 2014 ;
orovaichuk et al., 2010 ; Łęski et al., 2010 ; Makarov et al., 2010 ). Some
ethods are based on ICA and PCA decomposition methods that as-
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ume zero correlation or independence between the brain sources and
o not account for the biophysical properties of area-specific cortical
ircuits ( Di et al., 1990 ; Korovaichuk et al., 2010 ; Łęski et al., 2010 ;
akarov et al., 2010 ). Other techniques, such as the laminar popu-

ation analysis ( Einevoll et al., 2007 ) and dynamic causal modeling
 Pinotsis et al., 2017 ), fit generative models, constructed from knowl-
dge about local circuit processing and architecture to LFP recordings
o estimate distinct intracranial sources. Yet, a systematic translation of
hese different neuronal sources to individual current dipoles and from
hem to macroscopic EEG signals is still lacking. Riera et al. ( Riera et al.,
012 ) proposed a biophysical modeling strategy to link these scales.
heir approach consisted of estimating the characteristic dynamic equa-
ions of intracranial currents from phenomenological models of princi-
al neurons, pyramidal cells, and employing them to develop a gen-
ralized inverse solver that accounted for distinct neuronal population
ynamics. The estimated brain sources would then be used to recon-
truct the dynamics of principal neuronal populations through their
henomenological models. Alternatively, recent studies have inferred
he circuit-level dynamics underlying cognitive ERPs by fitting the ex-
genous drives of a predefined canonical cortical microcircuit model
o replicate the event-related current dipoles estimated through inverse
odeling ( Jones et al., 2009 , 2007 ; Kohl et al., 2022 ; Law et al., 2022 ;
æss et al., 2021 ). The canonical cortical microcircuit model was con-

tructed based on anatomical and electrophysiological findings from
ensory cortical areas ( Jones et al., 2009 , 2007 ). New data from the
granular frontal cortex indicates that this microcircuit model does not
eneralize ( Godlove et al., 2014 ; Ninomiya et al., 2015 ). 

In sum, current research is rapidly generating more and more refined
odels of EEG production. Increasingly, the role of activity in cortical

olumns is becoming clearer. Although much of this is done computa-
ionally, experimental validation is necessary. Experimental elaboration
f cortical columnar activity including the relative contributions of dif-
erent neuron types is an important next step in the computational work.
owever, the forward modeling we demonstrate here empirically estab-

ishes the missing link between theorized mesoscopic activity patterns
o EEG production. 

onclusions 

Theoretical models have explained how patterns of activity across
he layers of cortical columns can produce EEG. Previous testing of these
odels has focused on lissencephalic rodent brains. With the more com-
lex macaque brain, we determined that the observed pattern of laminar
ctivation in a cortical area yields spatial distributions of EEG indistin-
uishable from previously reported ERP components. In so doing, we
emonstrated that the dipole derived from the mesoscopic CSD within a
ortical column is a more than adequate representative of the transmem-
rane currents of pyramidal cells. This work resolves a missing link be-
ween microscopic neural signals and macroscopic EEG through meso-
copic columnar dipoles. Establishing this link reveals a cortical source
or an important EEG component and offers tools to explore how other
atterns of laminar activity contribute to different EEG signals. 

ata availability statement 

The CSD data used to forward model EEG can be found through
ata Dryad ( https://doi.org/10.5061/dryad.9ghx3ffm4 ) or by request

rom the corresponding author (jacob.a.westerberg@vanderbilt.edu) or
enior author (jrieradi@fiu.edu). Code specific to the methods docu-
ented here can be obtained from the GitHub repo ( https://github.

om/beaherrera/CSDtoEEG-repo ) or the corresponding author. 

uthor contributions 

B.H., J.A.W., M.S.S., A.M., G.F.W., J.R.R., and J.D.S designed the re-
earch. B.H. and J.A.W. analyzed the data. J.A.W. performed research.
12 
.A.W. prepared visualizations. B.H., J.A.W., M.S.S., A.M., G.F.W.,

.D.S., and J.R.R. wrote the manuscript. 

eclaration of Competing Interest 

The authors declare no competing interests. 

cknowledgments 

This work was supported by NEI [grant numbers: P30EY008126 ,
01EY019882 , R01EY008890 , R01EY027402 ], the NIH Office of the
irector [grant number: S10OD021771 ], and NSERC [grant number:
GPIN-2022-04592 ]. J. A. W. was supported by fellowships from NEI
grant numbers: F31EY031293 , T32EY007135 ]. The authors would like
o thank B. Williams, D. Richardson, I. Haniff, L. Toy, M. Feurtado, M.
addox, R. Williams, and S. Motorny for technical support. The authors
ould like to thank A. Sajad, E. Sigworth, K. Lowe, S. Errington, T. Rep-
ert for helpful conversations regarding the work. 

eferences 

nderson, J.C., Kennedy, H., Martin, K.A.C., 2011. Pathways of attention: synaptic rela-
tionships of frontal eye field to V4, lateral intraparietal cortex, and area 46 in macaque
monkey. J. Neurosci. 31, 10872–10881. doi: 10.1523/JNEUROSCI.0622-11.2011 . 

astos, A.M., Lundqvist, M., Waite, A.S., Kopell, N., Miller, E.K., 2020. Layer and
rhythm specificity for predictive routing. Proc. Natl. Acad. Sci. 117, 31459–31469.
doi: 10.1073/pnas.2014868117 . 

isley, J.W., Mirpour, K., Arcizet, F., Ong, W.S., 2011. The role of the lateral intraparietal
area in orienting attention and its implications for visual search. Eur. J. Neurosci. 33,
1982–1990. doi: 10.1111/j.1460-9568.2011.07700.x . 

uffalo, E.A., Fries, P., Landman, R., Buschman, T.J., Desimone, R., 2011. Laminar dif-
ferences in gamma and alpha coherence in the ventral stream. Proc. Natl. Acad. Sci.
108, 11262–11267. doi: 10.1073/pnas.1011284108 . 

ohen, J.Y., Heitz, R.P., Schall, J.D., Woodman, G.F., 2009. On the origin of event-related
potentials indexing covert attentional selection during visual search. J. Neurophysiol.
102, 2375–2386. doi: 10.1152/jn.00680.2009 . 

ohen, M.X., 2017. Where does EEG come from and what does it mean? Trends Neurosci
40, 208–218. doi: 10.1016/j.tins.2017.02.004 . 

onstantinidis, C., Steinmetz, M.A., 2001a. Neuronal responses in area 7a to multiple-
stimulus displays: I. neurons encode the location of the salient stimulus. Cereb. Cortex
11, 581–591. doi: 10.1093/cercor/11.7.581 . 

onstantinidis, C., Steinmetz, M.A., 2001b. Neuronal responses in area 7a to multiple
stimulus displays: II. Responses are suppressed at the cued location. Cereb. Cortex 11,
592–597. doi: 10.1093/cercor/11.7.592 . 

ox, M.A., Dougherty, K., Westerberg, J.A., Schall, M.S., Maier, A., 2019. Tempo-
ral dynamics of binocular integration in primary visual cortex. J. Vis. 19, 13.
doi: 10.1167/19.12.13 . 

i, S., Baumgartner, C., Barth, D.S., 1990. Laminar analysis of extracellular
field potentials in rat vibrissa/barrel cortex. J. Neurophysiol. 63, 832–840.
doi: 10.1152/jn.1990.63.4.832 . 

imer, M., 1996. The N2pc component as an indicator of attentional selectivity. Electroen-
cephalogr. Clin. Neurophysiol. 99, 225–234. doi: 10.1016/0013-4694(96)95711-9 . 

inevoll, G.T., Destexhe, A., Diesmann, M., Grün, S., Jirsa, V., de Kamps, M., Migliore, M.,
Ness, T.V., Plesser, H.E., Schürmann, F., 2019. The scientific case for brain simula-
tions. Neuron 102, 735–744. doi: 10.1016/j.neuron.2019.03.027 . 

inevoll, G.T., Pettersen, K.H., Devor, A., Ulbert, I., Halgren, E., Dale, A.M., 2007.
Laminar population analysis: estimating firing rates and evoked synaptic activity
from multielectrode recordings in rat barrel cortex. J. Neurophysiol. 97, 2174–2190.
doi: 10.1152/jn.00845.2006 . 

ngel, T.A., Steinmetz, N.A., Gieselmann, M.A., Thiele, A., Moore, T., Boahen, K., 2016.
Selective modulation of cortical state during spatial attention. Science 354, 1140–
1144. doi: 10.1126/science.aag1420 . 

yal, G., Verhoog, M.B., Testa-Silva, G., Deitcher, Y., Benavides-Piccione, R., DeFelipe, J.,
de Kock, C.P.J., Mansvelder, H.D., Segev, I., 2018. Human cortical pyramidal neu-
rons: from spines to spikes via models. Front. Cell. Neurosci. 12, 181. doi: 10.3389/fn-
cel.2018.00181 . 

erro, D., Kempen, J.van, Boyd, M., Panzeri, S., Thiele, A., 2021. Directed information ex-
change between cortical layers in macaque V1 and V4 and its modulation by selective
attention. Proc. Natl. Acad. Sci. 118. doi: 10.1073/pnas.2022097118 . 

reeman, J., Simoncelli, E.P., 2011. Metamers of the ventral stream. Nat. Neurosci. 14,
1195–1201. doi: 10.1038/nn.2889 . 

attass, R., Sousa, A.P., Gross, C.G., 1988. Visuotopic organization and extent of
V3 and V4 of the macaque. J. Neurosci. 8, 1831–1845. doi: 10.1523/JNEU-
ROSCI.08-06-01831.1988 . 

iacometti, P., Perdue, K.L., Diamond, S.G., 2014. Algorithm to find high den-
sity EEG scalp coordinates and analysis of their correspondence to struc-
tural and functional regions of the brain. J. Neurosci. Methods 229, 84–96.
doi: 10.1016/j.jneumeth.2014.04.020 . 

ivre, S.J., Schroeder, C.E., Arezzo, J.C., 1994. Contribution of extrastriate area V4 to
the surface-recorded flash VEP in the awake macaque. Vision Res 34, 415–428.
doi: 10.1016/0042-6989(94)90156-2 . 

https://doi.org/10.5061/dryad.9ghx3ffm4
https://github.com/beaherrera/CSDtoEEG-repo
https://doi.org/10.1523/JNEUROSCI.0622-11.2011
https://doi.org/10.1073/pnas.2014868117
https://doi.org/10.1111/j.1460-9568.2011.07700.x
https://doi.org/10.1073/pnas.1011284108
https://doi.org/10.1152/jn.00680.2009
https://doi.org/10.1016/j.tins.2017.02.004
https://doi.org/10.1093/cercor/11.7.581
https://doi.org/10.1093/cercor/11.7.592
https://doi.org/10.1167/19.12.13
https://doi.org/10.1152/jn.1990.63.4.832
https://doi.org/10.1016/0013-4694(96)95711-9
https://doi.org/10.1016/j.neuron.2019.03.027
https://doi.org/10.1152/jn.00845.2006
https://doi.org/10.1126/science.aag1420
https://doi.org/10.3389/fncel.2018.00181
https://doi.org/10.1073/pnas.2022097118
https://doi.org/10.1038/nn.2889
https://doi.org/10.1523/JNEUROSCI.08-06-01831.1988
https://doi.org/10.1016/j.jneumeth.2014.04.020
https://doi.org/10.1016/0042-6989(94)90156-2


B. Herrera, J.A. Westerberg, M.S. Schall et al. NeuroImage 263 (2022) 119593 

G  

 

G  

 

G  

 

G  

 

G  

 

H  

 

H  

 

 

H  

 

H  

H  

 

H  

 

H  

 

H  

 

 

H  

H  

I  

 

J  

J  

 

 

J  

 

 

J  

 

K  

K  

 

 

K  

K  

 

 

L  

 

 

L  

 

 

Ł  

 

 

L  

 

L  

 

L  

 

M  

 

M  

 

M  

 

M  

 

M  

 

M  

 

M  

M  

M  

 

N  

 

N  

 

N  

 

N  

 

N  

 

N  

 

P  

P  

 

 

P  

 

 

P  

 

 

P  

 

 

P  

 

 

R  

R  

 

 

R  

 

 łąbska, H., Potworowski, J., Łęski, S., Wójcik, D.K., 2014. Independent components of
neural activity carry information on individual populations. PLoS ONE 9, e105071.
doi: 10.1371/journal.pone.0105071 . 

odlove, D.C., Maier, A., Woodman, G.F., Schall, J.D., 2014. Microcircuitry of agranular
frontal cortex: testing the generality of the canonical cortical microcircuit. J. Neurosci.
34, 5355–5369. doi: 10.1523/JNEUROSCI.5127-13.2014 . 

oldberg, M.E., Bisley, J.W., Powell, K.D., Gottlieb, J., 2006. Saccades, salience and at-
tention: the role of the lateral intraparietal area in visual behavior. Prog. Brain Res.,
Vis. Percept. 155, 157–175. doi: 10.1016/S0079-6123(06)55010-1 . 

ramfort, A., Kowalski, M., Hämäläinen, M., 2012. Mixed-norm estimates for the M/EEG
inverse problem using accelerated gradient methods. Phys. Med. Biol. 57, 1937–1961.
doi: 10.1088/0031-9155/57/7/1937 . 

rech, R., Cassar, T., Muscat, J., Camilleri, K.P., Fabri, S.G., Zervakis, M., Xanthopoulos, P.,
Sakkalis, V., Vanrumste, B., 2008. Review on solving the inverse problem in EEG
source analysis. J. NeuroEng. Rehabil. 5, 25. doi: 10.1186/1743-0003-5-25 . 

agen, E., Næss, S., Ness, T.V., Einevoll, G.T., 2018. Multimodal modeling of neural net-
work activity: computing LFP, ECoG, EEG, and MEG signals with LFPy 2.0. Front.
Neuroinformatics 12 . 

ämäläinen, M., Hari, R., Ilmoniemi, R.J., Knuutila, J., Lounasmaa, O.V., 1993. Magne-
toencephalography —theory, instrumentation, and applications to noninvasive studies
of the working human brain. Rev. Mod. Phys. 65, 413–497. doi: 10.1103/RevMod-
Phys.65.413 . 

ämäläinen, M.S., Sarvas, J., 1989. Realistic conductivity geometry model of the human
head for interpretation of neuromagnetic data. IEEE Trans. Biomed. Eng. 36, 165–171.
doi: 10.1109/10.16463 . 

ansen, B.J., Dragoi, V., 2011. Adaptation-induced synchronization in laminar cortical
circuits. Proc. Natl. Acad. Sci. 108, 10720–10725. doi: 10.1073/pnas.1102017108 . 

ay, E., Hill, S., Schürmann, F., Markram, H., Segev, I., 2011. Models of neocortical layer
5b pyramidal cells capturing a wide range of dendritic and perisomatic active prop-
erties. PLOS Comput. Biol. 7, e1002107. doi: 10.1371/journal.pcbi.1002107 . 

eitz, R.P., Cohen, J.Y., Woodman, G.F., Schall, J.D., 2010. Neural correlates of correct
and errant attentional selection revealed through N2pc and frontal eye field activity.
J. Neurophysiol. 104, 2433–2441. doi: 10.1152/jn.00604.2010 . 

embrook-Short, J.R., Mock, V.L., Briggs, F., 2017. Attentional modulation of neu-
ronal activity depends on neuronal feature selectivity. Curr. Biol. 27, 1878–1887.e5.
doi: 10.1016/j.cub.2017.05.080 . 

errera, B., Sajad, A., Woodman, G.F., Schall, J.D., Riera, J.J., 2020. A minimal biophys-
ical model of neocortical pyramidal cells: implications for frontal cortex microcir-
cuitry and field potential generation. J. Neurosci. 40, 8513–8529. doi: 10.1523/JNEU-
ROSCI.0221-20.2020 . 

ines, M., Davison, A., Muller, E., 2009. NEURON and python. Front. Neuroinformatics
3 . 

opf, J.-.M., Luck, S.J., Girelli, M., Hagner, T., Mangun, G.R., Scheich, H., Heinze, H.-.J.,
2000. Neural sources of focused attention in visual search. Cereb. Cortex 10, 1233–
1241. doi: 10.1093/cercor/10.12.1233 . 

pata, A.E., Gee, A.L., Goldberg, M.E., Bisley, J.W., 2006. Activity in the lateral intrapari-
etal area predicts the goal and latency of saccades in a free-viewing visual search task.
J. Neurosci. 26, 3656–3661. doi: 10.1523/JNEUROSCI.5074-05.2006 . 

asper, H.H., 1958. The ten-twenty electrode system of the international federation. Elec-
troencephalogr. Clin. Neurophysiol. 10, 370–375 . 

ones, S.R., Pritchett, D.L., Sikora, M.A., Stufflebeam, S.M., Hämäläinen, M., Moore, C.I.,
2009. Quantitative analysis and biophysically realistic neural modeling of the MEG
Mu rhythm: rhythmogenesis and modulation of sensory-evoked responses. J. Neuro-
physiol. 102, 3554–3572. doi: 10.1152/jn.00535.2009 . 

ones, S.R., Pritchett, D.L., Stufflebeam, S.M., Hämäläinen, M., Moore, C.I., 2007. Neu-
ral correlates of tactile detection: a combined magnetoencephalography and bio-
physically based computational modeling study. J. Neurosci. 27, 10751–10764.
doi: 10.1523/JNEUROSCI.0482-07.2007 . 

ung, B., Taylor, P.A., Seidlitz, J., Sponheim, C., Perkins, P., Ungerleider, L.G., Glen, D.,
Messinger, A., 2021. A comprehensive macaque fMRI pipeline and hierarchical atlas.
Neuroimage 235, 117997. doi: 10.1016/j.neuroimage.2021.117997 . 

ajikawa, Y., Smiley, J.F., Schroeder, C.E., 2017. Primary generators of visually evoked
field potentials recorded in the macaque auditory cortex. J. Neurosci. 37, 10139–
10153. doi: 10.1523/JNEUROSCI.3800-16.2017 . 

lein, C., Evrard, H.C., Shapcott, K.A., Haverkamp, S., Logothetis, N.K., Schmid, M.C.,
2016. Cell-targeted optogenetics and electrical microstimulation reveal the pri-
mate koniocellular projection to supra-granular visual cortex. Neuron 90, 143–151.
doi: 10.1016/j.neuron.2016.02.036 . 

ohl, C., Parviainen, T., Jones, S.R., 2022. Neural mechanisms underlying human auditory
evoked responses revealed by human neocortical neurosolver. Brain Topogr 35, 19–
35. doi: 10.1007/s10548-021-00838-0 . 

orovaichuk, A., Makarova, J., Makarov, V.A., Benito, N., Herreras, O., 2010. Minor con-
tribution of principal excitatory pathways to hippocampal LFPs in the anesthetized
rat: a combined independent component and current source density study. J. Neuro-
physiol. 104, 484–497. doi: 10.1152/jn.00297.2010 . 

aw, R.G., Pugliese, S., Shin, H., Sliva, D.D., Lee, S., Neymotin, S., Moore, C., Jones, S.R.,
2022. Thalamocortical mechanisms regulating the relationship between transient beta
events and human tactile perception. Cereb. Cortex 32, 668–688. doi: 10.1093/cer-
cor/bhab221 . 

ee, W.H., Lisanby, S.H., Laine, A.F., Peterchev, A.V., 2015. Electric field model
of transcranial electric stimulation in nonhuman primates: correspondence
to individual motor threshold. IEEE Trans. Biomed. Eng. 62, 2095–2105.
doi: 10.1109/TBME.2015.2425406 . 

ęski, S., Kublik, E., Ś wiejkowski, D.A., Wróbel, A., Wójcik, D.K., 2010. Extracting
functional components of neural dynamics with independent component anal-
13 
ysis and inverse current source density. J. Comput. Neurosci. 29, 459–473.
doi: 10.1007/s10827-009-0203-1 . 

ogothetis, N.K., Kayser, C., Oeltermann, A., 2007. In vivo measurement of cortical
impedance spectrum in monkeys: implications for signal propagation. Neuron 55,
809–823. doi: 10.1016/j.neuron.2007.07.027 . 

uck, S.J., Hillyard, S.A., 1994. Electrophysiological correlates of fea-
ture analysis during visual search. Psychophysiology 31, 291–308.
doi: 10.1111/j.1469-8986.1994.tb02218.x . 

uck, S.J., Hillyard, S.A., 1990. Electrophysiological evidence for parallel and
serial processing during visual search. Percept. Psychophys. 48, 603–617.
doi: 10.3758/BF03211606 . 

aier, A., Adams, G., Aura, C., Leopold, D., 2010. Distinct superficial and deep laminar
domains of activity in the visual cortex during rest and stimulation. Front. Syst. Neu-
rosci. 4. doi: 10.3389/fnsys.2010.00031 . 

aier, A., Aura, C.J., Leopold, D.A., 2011. Infragranular sources of sustained local field
potential responses in macaque primary visual cortex. J. Neurosci. 31, 1971–1980.
doi: 10.1523/JNEUROSCI.5300-09.2011 . 

akarov, V.A., Makarova, J., Herreras, O., 2010. Disentanglement of local field poten-
tial sources by independent component analysis. J. Comput. Neurosci. 29, 445–457.
doi: 10.1007/s10827-009-0206-y . 

ehta, A.D., Ulbert, I., Schroeder, C.E., 2000. Intermodal selective attention in mon-
keys. II: Physiological mechanisms of modulation. Cereb. Cortex 10, 359–370.
doi: 10.1093/cercor/10.4.359 . 

eijs, J.W.H., Weier, O.W., Peters, M.J., Van Oosterom, A., 1989. On the numerical ac-
curacy of the boundary element method (EEG application). IEEE Trans. Biomed. Eng.
36, 1038–1049. doi: 10.1109/10.40805 . 

ichel, C.M., Murray, M.M., Lantz, G., Gonzalez, S., Spinelli, L., Grave de Per-
alta, R., 2004. EEG source imaging. Clin. Neurophysiol. 115, 2195–2222.
doi: 10.1016/j.clinph.2004.06.001 . 

oore, T., Armstrong, K.M., 2003. Selective gating of visual signals by microstimulation
of frontal cortex. Nature 421, 370–373. doi: 10.1038/nature01341 . 

oore, T., Zirnsak, M., 2017. Neural mechanisms of selective visual attention. Annu. Rev.
Psychol. 68, 47–72. doi: 10.1146/annurev-psych-122414-033400 . 

urakami, S., Okada, Y., 2006. Contributions of principal neocortical neurons to mag-
netoencephalography and electroencephalography signals. J. Physiol. 575, 925–936.
doi: 10.1113/jphysiol.2006.105379 . 

æss, S., Halnes, G., Hagen, E., Hagler, D.J., Dale, A.M., Einevoll, G.T., Ness, T.V., 2021.
Biophysically detailed forward modeling of the neural origin of EEG and MEG signals.
Neuroimage 225, 117467. doi: 10.1016/j.neuroimage.2020.117467 . 

andy, A.S., Nassi, J.J., Reynolds, J.H., 2017. Laminar organization of at-
tentional modulation in macaque visual area V4. Neuron 93, 235–246.
doi: 10.1016/j.neuron.2016.11.029 . 

icholson, C., Freeman, J.A., 1975. Theory of current source-density analysis and deter-
mination of conductivity tensor for anuran cerebellum. J. Neurophysiol. 38, 356–368.
doi: 10.1152/jn.1975.38.2.356 . 

inomiya, T., Dougherty, K., Godlove, D.C., Schall, J.D., Maier, A., 2015. Microcircuitry
of agranular frontal cortex: contrasting laminar connectivity between occipital and
frontal areas. J. Neurophysiol. 113, 3242–3255. doi: 10.1152/jn.00624.2014 . 

oudoost, B., Clark, K.L., Moore, T., 2014. A distinct contribution of the frontal eye
field to the visual representation of saccadic targets. J. Neurosci. 34, 3687–3698.
doi: 10.1523/JNEUROSCI.3824-13.2014 . 

unez, P.L., Nunez, M.D., Srinivasan, R., 2019. Multi-scale neural sources of eeg: gen-
uine, equivalent, and representative. A tutorial review. Brain Topogr 32, 193–214.
doi: 10.1007/s10548-019-00701-3 . 

enny, W.D., Friston, K.J., Ashburner, J.T., Kiebel, S.J., Nichols, T.E., 2011. Statistical
Parametric Mapping: The Analysis of Functional Brain Images. Elsevier. 

esaran, B., Vinck, M., Einevoll, G.T., Sirota, A., Fries, P., Siegel, M., Truccolo, W.,
Schroeder, C.E., Srinivasan, R., 2018. Investigating large-scale brain dynamics using
field potential recordings: analysis and interpretation. Nat. Neurosci. 21, 903–919.
doi: 10.1038/s41593-018-0171-8 . 

ettersen, K.H., Devor, A., Ulbert, I., Dale, A.M., Einevoll, G.T., 2006. Current-source den-
sity estimation based on inversion of electrostatic forward solution: effects of finite
extent of neuronal activity and conductivity discontinuities. J. Neurosci. Methods 154,
116–133. doi: 10.1016/j.jneumeth.2005.12.005 . 

inotsis, D.A., Geerts, J.P., Pinto, L., FitzGerald, T.H.B., Litvak, V., Auksztulewicz, R.,
Friston, K.J., 2017. Linking canonical microcircuits and neuronal activity: dy-
namic causal modelling of laminar recordings. Neuroimage 146, 355–366.
doi: 10.1016/j.neuroimage.2016.11.041 . 

ouget, P., Stepniewska, I., Crowder, E., Leslie, M., Emeric, E., Nelson, M., Schall, J., 2009.
Visual and motor connectivity and the distribution of calcium-binding proteins in
macaque frontal eye field: implications for saccade target selection. Front. Neuroanat.
3. doi: 10.3389/neuro.05.002.2009 . 

urcell, B.A., Schall, J.D., Woodman, G.F., 2013. On the origin of event-related poten-
tials indexing covert attentional selection during visual search: timing of selection
by macaque frontal eye field and event-related potentials during pop-out search. J.
Neurophysiol. 109, 557–569. doi: 10.1152/jn.00549.2012 . 

awley, J.B., Constantinidis, C., 2010. Effects of task and coordinate frame of attention in
area 7a of the primate posterior parietal cortex. J. Vis. 10, 12. doi: 10.1167/10.1.12 . 

einhart, R.M.G., Heitz, R.P., Purcell, B.A., Weigand, P.K., Schall, J.D., Woodman, G.F.,
2012. Homologous mechanisms of visuospatial working memory maintenance
in macaque and human: properties and sources. J. Neurosci. 32, 7711–7722.
doi: 10.1523/JNEUROSCI.0215-12.2012 . 

iera, J.J., Ogawa, T., Goto, T., Sumiyoshi, A., Nonaka, H., Evans, A., Miyakawa, H.,
Kawashima, R., 2012. Pitfalls in the dipolar model for the neocortical EEG sources. J.
Neurophysiol. 108, 956–975. doi: 10.1152/jn.00098.2011 . 

https://doi.org/10.1371/journal.pone.0105071
https://doi.org/10.1523/JNEUROSCI.5127-13.2014
https://doi.org/10.1016/S0079-6123(06)55010-1
https://doi.org/10.1088/0031-9155/57/7/1937
https://doi.org/10.1186/1743-0003-5-25
http://refhub.elsevier.com/S1053-8119(22)00708-X/sbref0026
https://doi.org/10.1103/RevModPhys.65.413
https://doi.org/10.1109/10.16463
https://doi.org/10.1073/pnas.1102017108
https://doi.org/10.1371/journal.pcbi.1002107
https://doi.org/10.1152/jn.00604.2010
https://doi.org/10.1016/j.cub.2017.05.080
https://doi.org/10.1523/JNEUROSCI.0221-20.2020
http://refhub.elsevier.com/S1053-8119(22)00708-X/sbref0034
https://doi.org/10.1093/cercor/10.12.1233
https://doi.org/10.1523/JNEUROSCI.5074-05.2006
http://refhub.elsevier.com/S1053-8119(22)00708-X/sbref0037
https://doi.org/10.1152/jn.00535.2009
https://doi.org/10.1523/JNEUROSCI.0482-07.2007
https://doi.org/10.1016/j.neuroimage.2021.117997
https://doi.org/10.1523/JNEUROSCI.3800-16.2017
https://doi.org/10.1016/j.neuron.2016.02.036
https://doi.org/10.1007/s10548-021-00838-0
https://doi.org/10.1152/jn.00297.2010
https://doi.org/10.1093/cercor/bhab221
https://doi.org/10.1109/TBME.2015.2425406
https://doi.org/10.1007/s10827-009-0203-1
https://doi.org/10.1016/j.neuron.2007.07.027
https://doi.org/10.1111/j.1469-8986.1994.tb02218.x
https://doi.org/10.3758/BF03211606
https://doi.org/10.3389/fnsys.2010.00031
https://doi.org/10.1523/JNEUROSCI.5300-09.2011
https://doi.org/10.1007/s10827-009-0206-y
https://doi.org/10.1093/cercor/10.4.359
https://doi.org/10.1109/10.40805
https://doi.org/10.1016/j.clinph.2004.06.001
https://doi.org/10.1038/nature01341
https://doi.org/10.1146/annurev-psych-122414-033400
https://doi.org/10.1113/jphysiol.2006.105379
https://doi.org/10.1016/j.neuroimage.2020.117467
https://doi.org/10.1016/j.neuron.2016.11.029
https://doi.org/10.1152/jn.1975.38.2.356
https://doi.org/10.1152/jn.00624.2014
https://doi.org/10.1523/JNEUROSCI.3824-13.2014
https://doi.org/10.1007/s10548-019-00701-3
https://doi.org/10.1038/s41593-018-0171-8
https://doi.org/10.1016/j.jneumeth.2005.12.005
https://doi.org/10.1016/j.neuroimage.2016.11.041
https://doi.org/10.3389/neuro.05.002.2009
https://doi.org/10.1152/jn.00549.2012
https://doi.org/10.1167/10.1.12
https://doi.org/10.1523/JNEUROSCI.0215-12.2012
https://doi.org/10.1152/jn.00098.2011


B. Herrera, J.A. Westerberg, M.S. Schall et al. NeuroImage 263 (2022) 119593 

S  

S  

 

S  

 

S  

 

S  

 

S  

 

S  

 

S  

 

S  

 

S  

T  

 

T  

 

T  

 

 

T  

 

 

U  

v  

 

V  

 

W  

 

W  

 

W  

W  

W  

 

W  

 

W  

 

W  
ajad, A., Godlove, D.C., Schall, J.D., 2019. Cortical microcircuitry of performance moni-
toring. Nat. Neurosci. 22, 265–274. doi: 10.1038/s41593-018-0309-8 . 

chall, J.D., Morel, A., King, D.J., Bullier, J., 1995. Topography of visual cortex connec-
tions with frontal eye field in macaque: convergence and segregation of processing
streams. J. Neurosci. 15, 4464–4487. doi: 10.1523/JNEUROSCI.15-06-04464.1995 . 

cherg, M., Berg, P., Nakasato, N., Beniczky, S., 2019. Taking the EEG back
into the brain: the power of multiple discrete sources. Front. Neurol. 10.
doi: 10.3389/fneur.2019.00855 . 

chroeder, C.E., Mehta, A.D., Givre, S.J., 1998. A spatiotemporal profile of visual system
activation revealed by current source density analysis in the awake macaque. Cereb.
Cortex 8, 575–592. doi: 10.1093/cercor/8.7.575 . 

elf, M.W., van Kerkoerle, T., Supèr, H., Roelfsema, P.R., 2013. Distinct roles of the
cortical layers of area V1 in figure-ground segregation. Curr. Biol. 23, 2121–2129.
doi: 10.1016/j.cub.2013.09.013 . 

hattuck, D.W., Sandor-Leahy, S.R., Schaper, K.A., Rottenberg, D.A., Leahy, R.M., 2001.
Magnetic resonance image tissue classification using a partial volume model. Neu-
roimage 13, 856–876. doi: 10.1006/nimg.2000.0730 . 

tanton, G.B., Bruce, C.J., Goldberg, M.E., 1995. Topography of projections to posterior
cortical areas from the macaque frontal eye fields. J. Comp. Neurol. 353, 291–305.
doi: 10.1002/cne.903530210 . 

teinmetz, M.A., Connor, C.E., Constantinidis, C., McLaughlin, J.R., 1994. Covert attention
suppresses neuronal responses in area 7a of the posterior parietal cortex. J. Neuro-
physiol. 72, 1020–1023. doi: 10.1152/jn.1994.72.2.1020 . 

teinmetz, M.A., Constantinidis, C., 1995. Neurophysiological evidence for a role of
posterior parietal cortex in redirecting visual attention. Cereb. Cortex 5, 448–456.
doi: 10.1093/cercor/5.5.448 . 

uzuki, M., Larkum, M.E., 2017. Dendritic calcium spikes are clearly detectable at the
cortical surface. Nat. Commun. 8, 276. doi: 10.1038/s41467-017-00282-4 . 

anaka, T., Nishida, S., Ogawa, T., 2015. Different target-discrimination times can be
followed by the same saccade-initiation timing in different stimulus conditions during
visual searches. J. Neurophysiol. 114, 366–380. doi: 10.1152/jn.00043.2015 . 

homas, N.W.D., Paré, M., 2007. Temporal processing of saccade targets in pari-
etal cortex area LIP during visual search. J. Neurophysiol. 97, 942–947.
doi: 10.1152/jn.00413.2006 . 

ovar, D.A., Westerberg, J.A., Cox, M.A., Dougherty, K., Carlson, T.A., Wallace, M.T.,
Maier, A., 2020. Stimulus feature-specific information flow along the columnar
14 
cortical microcircuit revealed by multivariate laminar spiking analysis. Front. Syst.
Neurosci. 14. doi: 10.3389/fnsys.2020.600601 . 

rautmann, E.M., Stavisky, S.D., Lahiri, S., Ames, K.C., Kaufman, M.T., O’Shea, D.J.,
Vyas, S., Sun, X., Ryu, S.I., Ganguli, S., Shenoy, K.V., 2019. Accurate estimation
of neural population dynamics without spike sorting. Neuron 103, 292–308.e4.
doi: 10.1016/j.neuron.2019.05.003 . 

ngerleider, L.G., Galkin, T.W., Desimone, R., Gattass, R., 2008. Cortical connections of
area V4 in the macaque. Cereb. Cortex 18, 477–499. doi: 10.1093/cercor/bhm061 . 

an Kerkoerle, T., Self, M.W., Roelfsema, P.R., 2017. Layer-specificity in the effects of
attention and working memory on activity in primary visual cortex. Nat. Commun. 8,
13804. doi: 10.1038/ncomms13804 . 

anni, S., Hokkanen, H., Werner, F., Angelucci, A., 2020. Anatomy and physiology of
macaque visual cortical areas V1, V2, and V5/MT: bases for biologically realistic mod-
els. Cereb. Cortex 30, 3483–3517. doi: 10.1093/cercor/bhz322 . 

esterberg, J.A., Cox, M.A., Dougherty, K., Maier, A., 2019. V1 microcircuit dynamics:
altered signal propagation suggests intracortical origins for adaptation in response to
visual repetition. J. Neurophysiol. 121, 1938–1952. doi: 10.1152/jn.00113.2019 . 

esterberg, J.A., Maier, A., Schall, J.D., 2020a. Priming of attentional selection in
macaque visual cortex: feature-based facilitation and location-based inhibition of re-
turn. eNeuro 7. doi: 10.1523/ENEURO.0466-19.2020 . 

esterberg, J.A., Maier, A., Woodman, G.F., Schall, J.D., 2020b. Performance monitoring
during visual priming. J. Cogn. Neurosci. 32, 515–526. doi: 10.1162/jocn_a_01499 . 

esterberg, J.A., Schall, J.D., 2021. Neural mechanism of priming in visual search. Atten.
Percept. Psychophys. 83, 587–602. doi: 10.3758/s13414-020-02118-8 . 

esterberg, J.A., Schall, M.S., Maier, A., Woodman, G.F., Schall, J.D., 2022. Laminar
microcircuitry of visual cortex producing attention-associated electric fields. eLife 11,
e72139. doi: 10.7554/eLife.72139 . 

esterberg, J.A., Sigworth, E.A., Schall, J.D., Maier, A., 2021. Pop-out search instigates
beta-gated feature selectivity enhancement across V4 layers. Proc. Natl. Acad. Sci.
118. doi: 10.1073/pnas.2103702118 . 

oodman, G.F., Kang, M.-.S., Rossi, A.F., Schall, J.D., 2007. Nonhuman primate event-
related potentials indexing covert shifts of attention. Proc. Natl. Acad. Sci. 104,
15111–15116. doi: 10.1073/pnas.0703477104 . 

oodman, G.F., Luck, S.J., 1999. Electrophysiological measurement of rapid shifts of at-
tention during visual search. Nature 400, 867–869. doi: 10.1038/23698 . 

https://doi.org/10.1038/s41593-018-0309-8
https://doi.org/10.1523/JNEUROSCI.15-06-04464.1995
https://doi.org/10.3389/fneur.2019.00855
https://doi.org/10.1093/cercor/8.7.575
https://doi.org/10.1016/j.cub.2013.09.013
https://doi.org/10.1006/nimg.2000.0730
https://doi.org/10.1002/cne.903530210
https://doi.org/10.1152/jn.1994.72.2.1020
https://doi.org/10.1093/cercor/5.5.448
https://doi.org/10.1038/s41467-017-00282-4
https://doi.org/10.1152/jn.00043.2015
https://doi.org/10.1152/jn.00413.2006
https://doi.org/10.3389/fnsys.2020.600601
https://doi.org/10.1016/j.neuron.2019.05.003
https://doi.org/10.1093/cercor/bhm061
https://doi.org/10.1038/ncomms13804
https://doi.org/10.1093/cercor/bhz322
https://doi.org/10.1152/jn.00113.2019
https://doi.org/10.1523/ENEURO.0466-19.2020
https://doi.org/10.1162/jocn_a_01499
https://doi.org/10.3758/s13414-020-02118-8
https://doi.org/10.7554/eLife.72139
https://doi.org/10.1073/pnas.2103702118
https://doi.org/10.1073/pnas.0703477104
https://doi.org/10.1038/23698

	Resolving the mesoscopic missing link: Biophysical modeling of EEG from cortical columns in primates
	1 Introduction
	2 Methods
	2.1 Animal care and surgical procedures
	2.2 Magnetic resonance imaging
	2.3 Cognitive task - visual search
	2.4 Laminar CSD Recording Procedure
	2.5 Laminar Alignment
	2.6 Boundary Element Model
	2.7 EEG Forward Model
	2.8 Biophysical Simulations
	2.9 10-20 EEG Recordings
	2.10 Comparing 10-20 EEG Recordings and Forward Models
	2.11 Data Availability Statement

	3 Results
	3.1 Intracranial current sources can be estimated accurately from LFPs
	3.2 Experimental design
	3.3 Modeling application to in vivo cortical activity

	4 Discussion
	Conclusions
	Data availability statement
	Author contributions
	Declaration of Competing Interest
	Acknowledgments
	References


