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Effective behavior requires evaluating the outcomes of actions 
and adapting performance to optimize consequences. The 
countermanding (stop signal) task affords investigation of per-

formance monitoring and executive control1, because humans and 
macaque monkeys performing saccade countermanding strategi-
cally adapt saccade latency according to performance outcomes2.

Medial frontal cortex contributes to performance monitoring 
and executive control, but specific mechanisms remain uncertain3,4. 
Hypotheses have been tested using the noninvasive measure of the 
ERN in humans5, which is also observed in macaque monkeys6. 
However, mechanistic hypotheses require information about neural 
spiking patterns across cortical layers7. It is well-known that neural 
spiking in anterior cingulate cortex (ACC) contributes to perfor-
mance monitoring by signaling errors and reinforcement gain and 
loss8–12. However, the supplementary eye field (SEF), an agranular 
area on the dorsomedial convexity in macaques, also contributes to 
performance monitoring and executive control by signaling errors 
and reinforcement13–15. SEF in macaques is homologous to SEF in 
humans, as SMA in macaques is homologous to SMA in humans16. 
Parallel evidence in humans has been found in the supplemen-
tary motor area17. SEF also signals proactive inhibition predicting 
whether movements will ultimately be inhibited18, and subthreshold 
electrical stimulation of sites in SEF improves performance in the 
countermanding task by delaying the reaction time19.

Information processing occurs through a canonical cortical 
microcircuit20, but predictions from this circuit are based on sen-
sory cortical areas having a granular layer 4. Previous work has 
shown that these predictions are contradicted in agranular areas 
like SEF21–24. Moreover, nothing is known about the laminar dis-
tribution of neural spiking in a medial frontal area of monkeys 
during demanding tasks. By showing how error, reward loss, and 
reward gain signals arise within and flow across SEF layers, we offer 
unprecedented details of the cortical microcircuitry supporting per-
formance monitoring. By showing that the error signals and the bal-
ance of gain and loss signals in L2/3 but not L5/6 predict adaptation 
of response time (RT), we constrain models of executive control. 
By showing how variation in error-related spiking in SEF predicts 
variation of ERN magnitude, we demonstrate that ACC is not the 
only source of the ERN.

Results
Countermanding performance and neural sampling. Neural data 
were recorded from two macaque monkeys performing the saccade 
countermanding task with explicit feedback tone cues (Fig. 1a)25. 
We acquired 33,816 trials (Monkey Eu: 11,583, Monkey X: 22,233) 
across 29 sessions. Both monkeys exhibited the typical sensitivity to 
the stop signal. The probability of failing to cancel the saccade on 
stop signal trials increased with stop signal delay. RT was signifi-
cantly shorter in noncanceled compared with no-stop-signal trials 
(Eu: F(1, 8,467) =​ 424, P <​ 10−5; X: F(1, 17,451) =​ 439, P <​ 10−5), and 
stop-signal reaction time (SSRT) was of typical magnitude.

Electroencephalogram (EEG) was recorded with leads placed 
on the cranial surface by the chamber over the medial frontal 
cortex, and a linear electrode array (Plexon, 150 µ​m spacing) was 
inserted in SEF perpendicular to the cortical layers (Fig. 1b). SEF 
was localized by anatomical landmarks and intracortical electrical 
microstimulation22. We recorded neural spiking in 29 sessions (Eu: 
12, X: 17), sampling activity from five neighboring sites. Overall, 
575 single units (Eu: 331, X: 244) were isolated, of which 61 (Eu: 
51, X: 10) were modulated after countermanding errors, and 269 
(Eu: 106, X: 163) were modulated after feedback about reinforce-
ment gain or loss or when fluid reward was delivered. In 16 of the 
29 sessions electrode arrays were oriented perpendicular to cortical 
layers. The description of the laminar distribution of various sig-
nals reported here is based on these sessions for which we could 
confidently assign neurons to different layers22,24 (Supplementary 
Fig. 1). Further support for the laminar assignments was provided 
by an analysis of the depths of SEF layers measured in histologi-
cal sections visualized with Nissl, neuronal nuclear antigen (NeuN), 
Gallyas myelin, acetylcholinesterase (AChE), nonphosphorylated 
neurofilament H (SMI-32), and the calcium-binding proteins par-
valbumin (PV), calbindin (CB), and calretinin (CR)22. Additional 
information about laminar structure was assessed through the pat-
tern of cross-frequency phase-amplitude coupling across SEF lay-
ers24. Owing to variability in the depth estimates and the indistinct 
nature of the L6 border with white matter, some units appeared 
beyond the average gray-matter estimate; these were assigned to the 
nearest cellular layer. We sampled 293 neurons from these penetra-
tions, of which 173 (Eu: 65/104 neurons; X: 108/189) contributed to 
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the results on laminar distribution of error-related and reinforce-
ment-related monitoring signals (Supplementary Table 1).

Error signals. By design, monkeys produced noncanceled gaze 
shift errors on ~50% of stop signal trials, which comprised ~40% 
of all trials. Error-related neural spiking was identified as higher 
discharge rate on errant noncanceled trials compared with correct 
no-stop-signal trials starting within 250 ms following the saccade 
before the feedback tone (Fig. 2a; Supplementary Fig. 2). Only error 
trials in which the stop signal appeared before the saccade were 
considered. We now describe the functional architecture of Error 
neurons in SEF.

Functional properties of error signals. Error-related spiking was 
observed in multiple penetrations in both monkeys but was con-
centrated at particular locations (Chi-square contingency test of 
incidence across penetration locations, χ2(4, N =​ 575) =​ 101.5, 
P <​ 10−5; Supplementary Table 1). This difference in prevalence 
of error-related neurons was found in both monkeys. Replicating 
previous findings, most error-related responses (45/61 neurons) 
were not lateralized, and the remainder exhibited a similar modu-
lation pattern for contra- and ipsiversive saccades. Roughly half of 
the Error neurons (32/61) showed similar patterns of modulation 
during other behaviors, which resulted in a loss of opportunity 
to obtain reward (Supplementary Fig. 3). In our sample, error-
related neurons were recruited beginning ~40 ms after error sac-
cades, reached a maximum of ~90% recruitment at ~190 ms, and 
gradually reduced to ~30% of Error neurons active 500 ms after 
the saccade (Fig. 2b).

Using trough-to-peak duration of the action potential waveform, 
we inferred whether neurons were putative pyramidal neurons with 
broad spikes or interneurons with narrow spikes. Although allow-
ing some misclassification27, this information has been a useful heu-
ristic. We found that the majority of Error neurons (52/61) were 

putative pyramidal neurons, and a minority were putative interneu-
rons (Supplementary Fig. 4).

Laminar organization of error signal. The time–depth profile of 
error-related spiking was determined from 16 sessions with veri-
fied perpendicular penetrations for which we had confidence in the 
layer assignments (42/61 neurons). Fig. 2c shows the percentage 
of neurons at each depth, exhibiting error-related modulation as a 
function of time, represented by the intensity of the color map. The 
beginning of error activity varied across depth (two-way analysis 
of variance (ANOVA) (session ×​ depth) F(2,41) =​ 4.99, P =​ 0.0132). 
Post hoc analysis shows that the latency of neurons in the middle 
layers (that is, lower L3 and upper L5) are significantly shorter than 
those in upper layers (t(31) =​ 3.56, p =​ 0.0036, Bonferroni correc-
tion), and lower layers (t(24) =​ 2.65, P =​ 0.042). There was no sig-
nificant difference between L2/3 and L5/6 in onset of error activity 
(P =​ 0.61). Error neuron recruitment persisted in lower L3, L5, and 
lower L6 (Fig. 2c). Thus, Error neuron recruitment exhibited a dis-
tinct laminar pattern through time.

Neural spiking and the error-related negativity. We replicated 
the ERN as greater negative polarization on error relative to cor-
rect trials measured over medial frontal cortex6. It arose with similar  
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Fig. 1 | Experimental procedures. a, Saccade-countermanding task. 
Monkeys initiated trials by fixating on a central point. After a variable 
time, the center of the fixation point was extinguished. A peripheral 
target was presented simultaneously at one of two possible locations. On 
no-stop-signal trials, monkeys were required to shift gaze to the target, 
whereupon after 600 ±​ 0 ms, a high-pitched auditory feedback tone was 
delivered, and 600 ±​ 0 ms later, fluid reward was provided. On stop-
signal trials (~40% of trials), after the target appeared, the center of the 
fixation point was re-illuminated after a variable stop-signal delay, which 
instructed the monkey to cancel the saccade, in which case the same 
high-pitched tone was presented after a 1,500 ±​ 0 ms hold time followed, 
after 600 ±​ 0 ms, by fluid reward. Stop-signal delay was adjusted such 
that monkeys successfully canceled the saccade in ~50% of trials. In the 
remaining trials, monkeys made noncanceled errors, which were followed 
after 600 ±​ 0 ms by a low-pitched tone, and no reward was delivered. 
Monkeys could not initiate trials earlier after errors. b, EEG was recorded 
from the cranial surface using an electrode (blue cylinder) positioned over 
the medial frontal cortex, and neural spiking was sampled from all cortical 
layers with a linear electrode array oriented perpendicular to the cortical 
layers (thick yellow). Coregistered MR (green), showing gray and white 
matter, and CT (red), showing bone, implanted stainless steel chamber and 
other hardware including guide tubes in sagittal (top), and coronal (middle, 
bottom) planes. Bottom panel illustrates the outcome of the algorithm 
to segment gray matter (cyan) and determine radial lines (thin yellow). 
Spiking activity was recorded across all cortical layers (left) using Plexon 
U-probe. Neuron density is shown in NeuN-stained section. Neurons 
with both broad (black) and narrow (red) spikes were sampled (middle). 
Average EEG is plotted, aligned on noncanceled saccades, with associated 
spike-potential artifact and simultaneous spike-density functions in all 
layers exhibiting various patterns of elevated discharge rates after the error.
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latencies across monkeys (Eu: ~120–230 ms; X: ~120–190 ms (Fig. 3a;  
Supplementary Fig. 5). We examined the relationship between 
variation of the cranial EEG and variation of neural spiking in 
SEF. The relationship between neural events in SEF and the volt-
ages measured on the cranium above SEF is both biophysical and  
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Fig. 2 | Time–depth organization of error-related spiking in SEF.  
a, Representative neuron with greater discharge rate following error 
noncanceled (dotted) relative to correct (solid) saccades. This neuron  
was located in superficial layer 5 and had a broad spike. Rasters show 
activity for error noncanceled and latency-matched correct no-stop-signal 
trials. Cyan highlights duration of significant error-related modulation.  
b, Recruitment of Error neuron signal through time after saccade across all 
sessions. c, Time–depth plot showing latency and proportion of recruited 
Error neurons through time at each depth from perpendicular penetrations. 
Symbols mark beginning of error-related modulation for neurons with spike 
width ≥​ 250 µ​m (black triangles) and spike width <​ 250 µ​m (white stars). 
The representative neuron in a is indicated by the black arrow. Color map 
indicates the percentage of neurons signaling an error through time at each 
depth. Dashed horizontal line marks L3–L5 boundary. The lower boundary 
of L6 is not discrete.
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Fig. 3 | Relationship between error-related neural spiking and  
error-related negativity. a, Grand average EEG on correct (solid)  
and error (dotted) trials obtained from all 29 sessions. Saccade  
spike potential is prominent in both, but polarization is initially 
significantly more negative after errors, characteristic of the ERN, 
followed by greater positivity. Shaded area highlights the period  
in which spikes were counted. b, From six sessions with perpendicular 
penetrations, relationship between EEG voltage and spike count  
for Error neurons (Aerror) recorded in L2/3 (top) and L5/6 (bottom). 
Along the ordinate scale is plotted, according to EEG convention,  
the residual fixed-effects-adjusted EEG voltage ranks controlling  
for the ranks of fixed-effects-adjusted activity in the opposite layer 
and the probability of an error. Along the abscissa scale is plotted 
the residual fixed-effects adjusted Aerror rank in the identified layer 
controlling for the fixed-effects adjusted activity in the opposite  
layer and the probability of an error. Each point plots the average 
 EEG voltage and associated spike count in one of 20 bins with equal 
numbers of trials per session, including only sessions with nonzero  
spike counts in both L2/3 and L5/6. A total of 120 points are plotted 
with 20 values per session. Variation of ERN magnitude was predicted 
by variation of spike counts in L2/3 (highlighted by best-fit line) but  
not in L5/6.
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statistical. The cranial voltage produced by synaptic currents associ-
ated with a given spike must follow Maxwell’s equations as applied 
to the brain and head no matter what kind of trial a monkey is per-
forming. Thus, we counted the spikes of Error neurons during the 
50–200 ms post-saccadic period (referred to as Aerror) separately in 
L2/3 and in L5/6. The conclusions do not change with spike counts 
in overlapping intervals of different durations. Error and correct tri-
als are pooled together, controlling for categorical differences, but 
the reported pattern of relationships was observed when the trials 
were analyzed separately. Aerror in L2/3 and in L5/6 were correlated 
(Spearman’s correlation; rs(118) =​ 0.549, P <​ 10−5). To account for 
the variation of spike rate across error and correct trial types, we 
employed partial rank correlation. Aerror in L2/3 was correlated with 
Aerror in L5/6 (partial rank correlation: rs(117) =​ 0.467, P <​ 10−5).

Given these correlations, we next evaluated the trial-by-trial 
relationship between variation of ERN magnitude and varia-
tion of Aerror in L2/3 and in L5/6. Controlling for the variation of 
ERN polarization and spike rate across trial outcomes and the 
correlation of neural spiking across layers, we found that polar-
ization magnitude variation of the ERN was negatively corre-
lated with the variation of Aerror in L2/3 but not in L5/6 (Fig. 3b; 
rs(116) =​ −​0.568, P <​ 10−5, Supplementary Fig. 6). The relationship 
between ERN polarization and Aerror in L2/3 but not in L5/6 was 
consistently observed on both correct and error trials separately 
(Supplementary Fig. 6, Supplementary Table 2). The variation of 
ERN polarization was not related to the activity of other types of 
SEF neurons (Supplementary Fig. 6).

Reinforcement signals. A feedback tone was presented 600 ±​ 0 ms 
after no-stop-signal or noncanceled saccades, distinguishing cor-
rect from error performance. On correct trials, juice reward was 
delivered 600 ±​ 0 ms after the tone. This temporal structure dissoci-
ated self-generated monitoring signals from responses to sensory 
cues. We now describe the functional architecture of reinforcement-
related Gain and Loss neurons in SEF.

Functional signals related to feedback and reward. Reinforcement-
related neural spiking was identified by comparing discharge rates 
between unrewarded and rewarded (no-stop-signal and canceled 
stop) trials in the period from feedback tone until 200 ms following 
scheduled delivery of the fluid reward. Any neuron with significant 
modulation in this period was considered reinforcement-related 
(Figs. 4a, 4d; Supplementary Fig. 7). Neurons signaling feedback, 
reward anticipation or reward delivery were observed in both mon-
keys, at all recording sites (Supplementary Table 1). Most reinforce-
ment-related neurons were modulated during one interval, but 
some were modulated in both the feedback and the reward intervals. 
Two major classes of reinforcement-related signals were observed, 
distinguished by their valence (Figs. 4b, 4e). Gain neurons exhibited 
higher discharge rates on rewarded than on unrewarded trials (110 
modulation intervals in 91 neurons). This difference could result 
from either facilitation on rewarded trials (64/110), suppression on 
unrewarded trials (29/110), or both (17/110). Loss neurons exhib-
ited higher discharge rate on unrewarded than on rewarded trials 
(247 modulation intervals in 189 neurons). This difference could 
result from either facilitation on unrewarded trials (86/247), sup-
pression on rewarded trials (87/247), or both (74/247). Only 10% of 
reinforcement-related neurons also modulated after errors, evenly 
distributed between Gain and Loss neurons (Supplementary Fig. 7).  
The valence of modulation of Gain and Loss neurons were not con-
served for non-task-related behaviors, which resulted in a loss of 
opportunity to obtain reward (Supplementary Fig. 3).

Individual Gain and Loss neurons began modulating in the 
interval after the feedback tone until after expected reward deliv-
ery time. Both types were recruited monotonically until ~350 ms 
after the tone and sustained recruitment until 200 ms after reward 

delivery (Fig. 4b–e). Gain neurons were almost exclusively broad 
spike putative pyramidal neurons (85/91), but Loss neurons were 
comprised of both putative interneurons (43/189) and pyrami-
dal neurons (146/189). Compared with Gain neurons, a higher  
proportion of Loss neurons were interneurons (Chi-square test, 
χ2(1, N =​ 280) =​ 11.11, P =​ 8.6 ×​ 10−4, Supplementary Fig. 7).

Laminar organization of gain and loss signals. In verified per-
pendicular penetrations, we determined the laminar organization 
of gain and loss signals. Gain and Loss neurons were distributed 
significantly differently across cortical depth (χ2(4, 158) =​ 12.86, 
P =​ 0.012). In time–depth plots of the recruitment of Gain and Loss 
neurons, we found that whereas Gain neurons were mainly observed 
in lower L3, L5 and L6 (Fig. 4c), Loss neurons had the highest den-
sity in L2/3 and lowest density in L5 and upper L6 (Fig. 4f). Thus, 
reinforcement processing in the SEF involved the counterbalanced 
activation of two pools of neurons with distinct laminar distribu-
tions. On rewarded correct trials, Gain neurons, densest in L5/6, 
were facilitated, whereas Loss neurons, densest in L2/3, were sup-
pressed (Fig. 5a). This difference in laminar distribution between 
facilitation and suppression in response to positive outcomes was 
significant (χ2(1, 109) =​ 13.3, P =​ 9.7 ×​ 10−3). On unrewarded error 
trials, Loss neurons in all layers were facilitated, whereas only a 
small proportion of Gain neurons, mainly in lower L3 and L5/6, 
were suppressed (Fig. 5b). The beginning of modulation of Gain 
and Loss neurons did not vary significantly across cortical depth.

Laminar modulation and executive control. We found that neural 
spiking in SEF was linked to adaptive control of countermanding 
performance. Both monkeys exhibited longer RT after errors (one-
sample t test on sessions mean RT values, Eu: t(11) =​ 2.80, P =​ 0.017, 
X: t(16) =​ 4.70, P =​ 2.4 ×​ 10−4) and shorter RT after correct trials 
(Eu: t(11) =​ −​4.88, P =​ 4.9 ×​ 10−4, X: t(16) =​ −​7.66, P <​ 10−5) (Fig. 6).  
RT adaptation in the next trial (RTn+1 – RTn) differed signifi-
cantly between the two conditions (paired t(28) =​ 9.25, P <​ 10−5). 
To investigate the relationship between neural spiking on the  
current trial and RT adaptation, we counted the spikes produced after  
the saccade by Error neurons (Aerror) and after reinforcement  
feedback by gain (Again) and loss (Aloss) neurons sampled in L2/3 and 
in L5/6 separately.

Controlling for correct and error trial outcome, we found a 
significant positive relationship between RT adaptation and the 
activity of Loss and Gain neurons (Aloss – Again) across all layers 
in the feedback period (partial rank correlation, rs(577) =​ 0.098, 
P =​ 0.018). Across trials, Aloss – Again in L2/3 was correlated with 
Aloss – Again in L5/6 (Spearman’s correlation: rs(258) =​ 0.45, P <​ 10−5). 
Controlling for trial outcome and the correlation of neural spik-
ing across layers, we found that RT adaptation was correlated sig-
nificantly with Aloss – Again in L2/3 (rs(256) =​ 0.13, P =​ 0.032) but not 
in L5/6 (Fig. 6b, Supplementary Fig. 8). Similarly, RT adaptation 
was correlated with Aerror in L2/3 but not in L5/6 (rs(116) =​ 0.202, 
P =​ 0.028) (Fig. 6b, Supplementary Fig. 8). These results demon-
strate layer-specific influences of SEF performance monitoring sig-
nals on RT adaptation.

Discussion
The results of this study offer unprecedented, new insights into the 
cortical microcircuitry supporting error and reward processing in 
the medial frontal cortex of primates. Major patterns of neural spik-
ing that signaled error, loss and gain replicated previous studies of 
SEF during saccade countermanding13 and other tasks15,26. Beyond 
replication, these results provide the first information about the 
laminar distribution of different kinds of signals in a medial fron-
tal area, which offers the first opportunity to determine how neural 
spiking across cortical layers can contribute to the ERN and to adap-
tive control of performance.
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Error processing. The countermanding task is very useful to 
explore performance monitoring, including individual differences 
and addiction28,29. Noncanceled error trials occur, by design, in 50% 

of stop signal trials, which constitute ~40% of all trials. The non-
canceled errors can be detected easily and are signaled by the pres-
ence of the ignored stop signal. In other tasks, error can be rare, can 
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entail the selection of the wrong choice alternative, and may not be 
accompanied by an external signal. Certainly, both approaches are 
complementary and neither disqualifies the other. Consequently, 
these data offer multiple new insights about error processing in SEF.

First, error neurons were concentrated in some but not all pen-
etrations, which implies that SEF can be organized in columnar 
modules. If so, further research is needed to determine what func-
tions are segregated.

Second, most error neurons had wide spikes, whereas some had 
narrow spikes. Some pyramidal neurons in macaque motor cortex 
can have narrow spikes, owing to expression of the Kv3.1b potassium 
channel27, but the expression of this channel in SEF is unknown. CR 
and CB neurons have relatively small somas concentrated in L2 and 
upper L3, whereas PV neurons have larger somas distributed more 
uniformly from L2 to L6 in SEF22. Previously, we reported that the 
Plexon linear electrode array samples narrow spikes with approxi-
mately equal likelihood across SEF layers; therefore, we infer that 
the narrow spiking neurons described here are most commonly PV 
neurons. Overall, we found that narrow-spiking neurons were more 
commonly Error and Loss neurons signaling negative outcomes. 
The division of function between neurons with broad and narrow 
spikes that we describe in SEF is paralleled by differences in ACC12.

Third, the distribution of error-related neural spiking in time 
and depth was not uniform across SEF layers. Error-related signals 
were observed earliest in deep L3 and upper L5, followed by sus-
tained activation in L3, upper L5, and lower L6. This temporal pat-
tern resembles the temporal pattern of current sinks observed in 
response to passive visual stimulation26 and agrees with the general 
flow of signals suggested by the canonical cortical microcircuit25.

We replicated previous observations of an ERN associated with 
error saccades in macaque monkeys performing saccade counter-
manding6. The timing of the ERN in the present study appears later 
than that often reported in studies requiring manual responses,  
but it matches that reported previously in humans performing the 
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saccade countermanding task30. Particular conclusions follow from 
a functional relationship between SEF and the ERN. First, the asso-
ciation validates the interpretation of this neural spiking in terms of 
error monitoring and not some other operation or representation. 
Second, located on the dorsomedial convexity in macaque mon-
keys, SEF is ideally positioned to contribute to voltage polarizations 
recorded over medial frontal cortex. Further research is needed to 
determine how sharp the boundaries are between medial frontal 
areas monitoring actions of different effectors.

Origin of ERN. These results provide new insights into the cortical 
sources of the ERN31 (Fig. 7a). We observed that variations in error-
related (but no other neural spiking) in L2/3 but not in L5/6 pre-
dicted variation of EEG polarization across both error and correct 
trials. Because action potentials are not large or sustained enough to 
produce event-related potentials, we surmise that this neural spik-
ing coincides with coherent current flow strong enough to produce 
in the ERN. How different patterns of current flow contribute to 
EEG voltage remains unresolved32. Perhaps, being closer to the EEG 
electrode, current in L2/3 of SEF has more impact than current in 
L5/6. Alternatively, synaptic activity producing the event-related 
potential on correct and error trials could originate from different 
sources. On correct trials a negative-going event-related potential 
is observed (Fig. 3a), essentially concluding the readiness potential 
preceding movement. If the ‘correct related negativity’ has a dif-
ferent source than the ERN5, then synaptic input can be coherent 
among different neurons on different trials, so the correlation of 
spike rate variation and EEG voltage variation could hold for one 
but not the other kind of trial for a given neuron. Our finding of an 
association between SEF L2/3 spike rate and EEG on both error and 
correct trials argues against this possibility.

Other research indicates that ACC contributes to the ERN5,7. 
Thus, both SEF and ACC contribute to the ERN. This finding opens 
new research opportunities to understand biophysically how cur-
rent dipoles with opposite polarities and different distances from 
the cranial surface sum to produce the ERN. This also has addi-
tional computational implications. If the ERN arises from multiple 
sources, then it probably manifests multiple computations and  
representations. If so, then no single, exclusive theory of the ERN 
is possible.

Reinforcement processing. We found that secondary feedback and 
primary reward were signaled by both spike rate facilitation and 
suppression, as observed previously11,12. Although Gain neurons 
resemble reward-related dopamine neurons33, and Loss neurons, 
habenula neurons34, the activity of both was more sustained than 
these subcortical exemplars, suggestive of additional cortical pro-
cessing of this information. Gain neurons were more concentrated 
in L5/6, whereas Loss neurons were more concentrated in L2/3. 
Overall, many more neurons increased discharge rate after negative 
outcomes and decreased discharge rate after positive outcomes. The 
activity of Gain and Loss neurons can provide a neural substrate for 
reinforcement learning and performance monitoring. To verify this 
conjecture, future work should determine whether Gain and Loss 
neurons in different layers are influenced by factors such as confi-
dence, prediction error, reward value, state and surprise.

We found RT slowing after errors and RT speeding after correct 
trials. These adaptation effects are not found across every experi-
ment and in all subjects performing the same task2. Nevertheless, 
in this study, both monkeys exhibited common behavioral adap-
tations. Previous work demonstrated that subthreshold electrical 
stimulation of SEF improves saccade countermanding performance 
by delaying RT19. We found that, similar to error-related activity, the 
balance of activation of Gain and Loss neurons in L2/3 but not in 
L5/6 predicted RT adaptation in the next trial. The observed weak 
correlations between RT adaptation and spike rate modulation is 

further evidence that SEF influences but does not dictate responses. 
This laminar dissociation of processing is consistent with previous 
evidence for weak interlaminar processing in SEF24. We propose 
that the complementary modulation of Gain and Loss neurons can 
serve as a push–pull mechanism to adapt performance.

Extrinsic circuitry of monitoring and executive control. This new 
information about the timing and laminar distribution of Error, 
Gain, and Loss neurons coupled with extensive knowledge about 
extrinsic inputs and outputs of SEF35,36 suggest several specific 
hypotheses and associated research questions about how signals 
can arise in SEF and what influence they can have on perfor-
mance (Fig. 7b).

SEF can receive reinforcement gain and loss signals via afferents 
from the dorsal segments of the substantia nigra and ventral teg-
mental area complex37 or the locus coeruleus38. The laminar organi-
zation of these afferents in SEF is unknown, but the simultaneity of 
gain and loss signals across layers is consistent with diffuse termina-
tion spanning all layers.

SEF is innervated by the mediodorsal nucleus of the thala-
mus, terminating in deep L339, and can convey an efferent copy 
signal40. A recent model of agranular cortex7 proposes that errors 
can be detected through comparison of a task rule conveyed from 
dorsolateral prefrontal cortex and an efferent copy of the saccade 
command. Synaptic integration of these conflicting signals by L3 
and L5 neurons can result in error-related spiking recorded from 
lower L3 and upper L5. Subsequent cortical processing produces 
later error-related spiking in L2 and L6. Neurons in L6 involved in 
sustained error and reinforcement processing project to the thala-
mus and can influence the processing of the efferent copy, perhaps 
resetting the circuit after the error is recognized. In the context of 
the saccade countermanding task, the anatomical and functional 
relationships revealed by these findings suggest that the abnormal 
countermanding performance41 and abnormal ERN associated with 
schizophrenia42 can arise from disruption of the efferent copy signal 
in schizophrenia43.

Through L2/3 pyramidal neuron projections to other corti-
cal areas, SEF will convey mainly error and loss signals. Previous 
research showed that error-related spiking in SEF preceded that in 
ACC8. Thus, further research is needed to characterize, for example, 
how much hierarchy and reciprocity occurs between medial fron-
tal areas. A complete understanding of medial frontal performance 
monitoring will also need to account for differences in extrinsic and 
intrinsic neuron properties in SEF and ACC.

RT adaptation can be mediated by and through SEF, because SEF 
can influence saccade production through efferents to FEF, CN, SC, 
and brain stem oculomotor nuclei. Saccades are produced when 
activation from the SC and FEF to the brain stem saccade generator 
accumulates to a threshold, which triggers saccade initiation (Fig. 7b).  
On the basis of previous findings44, we suggest that speeding of 
saccade RT is accomplished by advancing the beginning of presac-
cadic activation, whereas slowing of RT is accomplished by delaying 
the beginning of presaccadic activation. Delaying RT increases the 
probability of success on stop signal trials by allowing more time for 
the stop process to finish first, and vice versa. The magnitude of RT 
adaptation across trials was predicted by both the magnitude of the 
error signal and the balance of loss relative to gain signals only in 
L2/3, not in L5/6.

To enact such adaptations, we hypothesize that Gain neurons 
preferentially act through the direct pathway by innervating D1 
neurons in the CN, which ultimately facilitate saccade production 
through the substantia nigra pars reticulata, whereas Error and 
Loss neurons preferentially act through the indirect pathway by 
innervating D2 neurons, which ultimately inhibit saccade produc-
tion through the GPe–STN pathway45,46. More research is needed 
to verify the laminar organization of medial frontal projections to 
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CN and other targets in macaques. Error and Gain neurons in L5 
that project to the SC, and Error, Gain, and Loss neurons in L6 that 
project to the thalamus can also support RT adaptations.

Intrinsic microcircuitry of monitoring and executive control. 
Current models of executive control3,4 and recent suggestions 
about agranular microcircuitry7,23 motivate hypotheses about 
intrinsic processing in SEF (Fig. 7c). Given the density of CR, 
CB, and PV neurons in SEF, inhibition more prominently shapes 
processing in L2/3 than in L5/6. In agranular cortex, inhibition is 
predominantly intralaminar, whereas excitation is both inter- and 
intralaminar but stronger from L2/3 to L5/6 than vice versa. This 
can explain the significantly weaker interlaminar coupling in SEF 
compared with V124.

Error-related pyramidal neurons were found in L2/3 and L5/6, 
with samples of putative PV neurons in L3 and L5. Projections 
from L3 to L2 and from L2/3 and L5 to L6 can explain the laminar 
sequence of error-related activation observed. Recurrent connectiv-
ity can support the sustained error-related activation in L3, L5 and 
deep L6.

Reinforcement outcome was signaled by counterbalanced repre-
sentations of reward gain and loss. Gain-related pyramidal neurons 
were found in deep L3 and L5/6. Loss-related pyramidal neurons 
were found in L2, L3 and L6. The pronounced suppression of a 
subpopulation of Gain and Loss neurons indicates that they receive 
GABAergic inputs from inhibitory interneurons. The majority of 
narrow-spiking putative PV neurons were Loss neurons, found in 

all layers. Thus, inhibition from these neurons can produce the sup-
pression of Gain neurons in L3, L5 and L6. However, given that sup-
pression of Loss neurons was concentrated in the L2/3 and that we 
encountered no narrow-spiking Gain neurons, we hypothesize that 
suppression of Loss neurons is mediated by CB and CR inhibitory 
neurons that were not sampled given their small somas.

To summarize, errors, negative feedback, and absence of reward 
elicit activity among pyramidal Loss neurons, spreading through-
out L2/3 and L5/6. These neurons in turn activate PV cells in 
both L2/3 and L5/6, which inhibit intralaminar Gain neurons. On  
the other hand, success, positive feedback, and delivery of reward 
elicit activity among pyramidal Gain neurons and suppression of 
Loss neurons.
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Fig. 7 | Microcircuitry of SEF performance monitoring and executive 
control. a, Coronal section of medial frontal cortex, illustrating pyramidal 
neurons in SEF and dorsal ACC producing electric dipole moments and 
associated field lines contributing to the ERN from SEF (solid) and ACC 
(dotted). The dipole in dorsal ACC produces a field with polarity opposite 
that produced by SEF. How two such dipoles produce the ERN is unknown. 
b, Extrinsic circuitry for monitoring and executive control. The laminar 
distributions observed for Gain, Loss and Error neurons are summarized 
with selected anatomical connections based on published studies. Gain 
and loss signals can arise in SEF through afferents from substantia nigra 
pars compacta (SNc), ventral tegmental area (VTA) and locus coeruleus 
(LC)37,38. SEF can receive an efferent copy signal in afferents from the 
thalamus39,40 and a task rule signal from dorsolateral prefrontal cortex 
(DLPFC), terminating in L2 and L335. Conflict between the efferent copy 
and the task rule can cause error-related spiking in lower L3 and upper L5 
neurons. Intracortical processing produces later activation of error neurons 
in L2 and L6. L2/3 neurons project to nearby cortical areas like ACC35 and 
thereby relay information about error and reward loss, which is registered 
later8. SEF projects to the caudate nucleus (CN)35,36. We conjecture that 
speeding or slowing of RT can be accomplished through the push–pull basal 
ganglia circuitry with direct pathway (D1) input from Gain neurons and 
indirect pathway (D2) input from Loss and Error neurons. The basal ganglia 
circuitry can advance or delay the onset of presaccadic accumulation in SC 
and FEF (inset diagram), which initiates a saccade when a threshold level 
is reached in the brain stem saccade generator, which innervates motor 
neurons44. Further details in text. c, Intrinsic microcircuitry for error and 
reinforcement processing. The laminar density of calretinin (CR, orange), 
calbindin (CB, brown), and parvalbumin (PV, red) neurons is indicated in 
left panel and summarized by the location of schematic neurons (stars). 
Schematic pyramidal neurons (triangles) are illustrated for L2, L3, L5 and 
L6. The most common depths observed for Error (E, cyan), Gain (G, green), 
and Loss (L, purple) are summarized by labeled pyramidal and putative 
PV neurons. Schematic arrows distinguished for each type of neuron 
indicate recurrent and interneuronal connections. Thick arrows indicate our 
conjecture about connections that explain the comodulation of Gain and 
Loss neurons. Agranular cortex has weak interlaminar connectivity with 
stronger projections from L2/3 to L5/6. Further details in text.
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Conclusion. By highlighting many avenues for further research, 
these results demonstrate the tractability of formulating models of 
the microcircuitry of performance monitoring. Such models require 
filling many specific gaps in our knowledge. Fortunately, methods 
are available to obtain the required information. Such models can 
be firmly grounded on interactive race models of countermanding 
performance47. Deep insights into the microcircuitry and mecha-
nisms of primary visual cortex began by describing the properties 
of neurons in different layers48. The current study provides the first 
equivalent information for the SEF. Being an agranular area, com-
parisons and contrasts with primary sensory areas provide insights 
into the degree of uniformity of cortical areas. As a likely source 
contributing to the ERN, details about laminar processing in SEF 
offer unprecedented insights into the microcircuitry of perfor-
mance monitoring.

Online content
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summaries, source data, statements of data availability and asso-
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performed blind to the experimental conditions. No animals were excluded from 
the study. Data from all recording sites were included. For analyses on layer-
specific activity, only sessions with perpendicular penetrations in the cortex were 
used. All statistical procedures for behavioral and neural data analysis were done 
using two-tailed tests unless otherwise specified. All statistics were performed 
using commercial softwares Matlab 2016/2017 (MatWorks Inc; Natick, MA, USA) 
and R: A language and environment for statistical computing (R Foundation for 
Statistical Computing; Vienna, Austria, http://www.R-project.org/).

Depth alignment and laminar assignment. We used depth alignments across 
sessions described previously26. Recording depths varied across session. Microdrive 
depth measures are not sufficiently reliable because they do not account for 
variable cortical dimpling. Hence, we aligned and averaged consecutive recording 
sessions relative to the peak of the initial visually evoked sink in current that is 
readily apparent in the current source density (CSD) pattern following presentation 
of a flashed visual stimulus. To account for low signal-to-noise ratio compared to 
that in primary visual cortex, we devised an automated depth alignment procedure 
to minimize differences between recording sessions using all available current 
source and sink information in a given time window. Using the minimum of the 
initial visually evoked sink in L3 as the zero-depth measure, this method identified 
the following depths as laminar boundaries: L1 to L2/3 at 0.21 mm, L3 to L5 at 
0.36 mm, and L5 to L6 at 1.02 mm. Blurring of these boundaries will occur when 
the alignment of individual recording sessions deviates from that of the grand-
averaged CSD. Inspection of the alignment of individual sessions indicates that this 
blurring was minimal (Supplementary Fig. 1).

Analysis of neural spiking. All measurements of neural spiking were based on 
spike density functions (SDF) produced by convolving the spike train with a  
kernel resembling a postsynaptic potential defined by SDF(t) =​ (1 – e(–t/τg)) ×​ e(–t/τd)  
with growth time constant (τg) of 1 ms, and decay time constant (τd) of 20 ms, 
corresponding to the values measured for excitatory post-synaptic potentials. Trials 
included in the calculation had at least one spike during the interval from 600 ms 
before target presentation until 900 ms after the feedback tone.

Error-related activity. Error-related activity was identified by comparing the 
SDF between error noncanceled trials and correct no-stop-signal trials. Error 
trials in which the stop signal appeared after the saccade were not included in 
this analysis. Periods of significant difference were defined when the difference 
between SDF on error and correct trials (referred to as difference function) 
exceeded 2 standard deviations above a baseline difference measured during the 
300 ms period before target presentation and persisted for at least 100 ms, or for 
50 ms if the difference exceeded 6 standard deviations above the baseline. Only 
saccades from the two trial types with similar RT (within 10 ms) and direction 
were used for comparison.

On some sessions after the error saccade, monkeys occasionally shifted gaze 
back to the fixation point. These trials were excluded unless this resulted in too 
few trials for meaningful interpretation of neural spiking. In this case, additional 
tests were performed to exclude the possibility that these movements influenced 
the results (Supplementary Fig. 2). First, we tested whether the beginning of 
differential activity shifted with the timing of the second saccade or remained 
synchronized on the error saccade. Error trials were divided into those with 
the shortest and the longest intersaccade intervals. Then, the slope between the 
onset of differential activity and median intersaccade interval in each group was 
calculated. If the slope of the line was <​0.5, the putative error activity was classified 
instead as saccade-related. Second, we confirmed that removal of trials with the 
second saccade maintained the polarity of the difference function.

Reinforcement-related activity. Reinforcement-related unit activity was identified 
by comparing the SDF between rewarded no-stop-signal and unrewarded 
noncanceled saccade trials in the interval between the onset of the reinforcement 
tone and 200 ms after the instant of juice delivery on rewarded trials. Periods of 
significant difference were defined when the difference between SDF on error 
and correct trials (that is, difference function) exceeded 2 standard deviations. 
Differential activity was only considered reinforcement-related if the difference 
between rewarded canceled and unrewarded noncanceled trials in this period 
had the same polarity and was statistically significant (spike count comparison, 
unpaired Wilcoxon test, P <​ 0.05).

To control for activity related to saccades during the feedback period, we 
took advantage of the lack of correspondence between the number of saccades 
in the post-tone period and trial outcome. This allowed us to reject putative 
reinforcement-related modulations if their strength did not correlate with the 
proportion of rewarded trials. First, we determined the time interval of significant 
differential activity. Then, through bootstrapping (n =​ 1,000) we randomly 
selected a subset of trials from the total set of rewarded no-stop-signal trials and 
unrewarded noncanceled trials. We measured the area under the SDF and the total 
number of saccades in this interval and calculated the percentage of rewarded 
trials. If the partial correlation between neural spiking and proportion of rewarded 
trials given the number of saccades was significant, then the modulation was 
considered significant for reward.

Methods
Monkey care, cortical mapping, and electrode placement. All procedures were 
approved by the Vanderbilt Institutional Animal Care and Use Committee in 
accordance with the United States Department of Agriculture and Public Health 
Service Policies on Humane Care and Use of Laboratory Animals. Methods 
were described previously22; here, we summarize essential information before 
elaborating new analyses. Data were collected from two macaque monkeys  
(Eu, Macaca radiata, male, 8.8 kg, ~6 years old; X, Macaca mulatta, female,  
6 kg, ~8 years old).

To guide placement of recording chambers, structural MR images were 
acquired with a Philips Intera Achieva 3 tesla scanner using SENSE Flex-S 
surface coils placed above and below the head. T1-weighted gradient-echo 
structural images were obtained with a 3D turbo field echo anatomical sequence 
(TR =​ 8.729 ms; 130 slices, 0.70 mm thickness). Cilux recording chambers (Crist 
Instruments, Hagerstown, MD) were implanted normal to the cortex (17° for Eu, 
9° for X relative to stereotaxic vertical) centered on midline 30 mm (Eu) and 28 mm 
(X), anterior to the interaural line.

The SEF is located in the dorsal medial convexity in macaques, making it 
readily accessible for laminar electrode array recordings perpendicular to the 
cortical layers. The single unit data reported here are from 29 penetrations 
sampling activity from five recording sites, two in Monkey Eu and three in 
monkey X. Three out of five were perpendicularly penetrated into the cortex 
(Supplementary Fig. 1). In monkey Eu, the perpendicular penetrations sampled 
data at site P1 located 31 mm anterior to the interaural line and 5 mm lateral to the 
midline. In monkey X the perpendicular recordings were obtained from site P2 
and P3 located 5 mm lateral and 29 and 30 mm anterior, respectively. Chambers 
implanted over medial frontal cortex were mapped using tungsten microelectrodes 
(2–4 MΩ​, FHC, Bowdoin, ME) to apply 200 ms trains of biphasic microstimulation 
(333 Hz, 200 µ​s pulse width). SEF was identified as the area from which saccades 
could be elicited using <​ 50 µ​A of current. The positions affording access to SEF 
perpendicular to the cortical layers were located with MR and verified through 
mapping the three-dimensional orientation of neural activity as a function of 
depth. To confirm that these coordinates placed electrodes perpendicular to gray 
matter, we conducted CT scans with guide tubes in place and coregistered these 
data with structural MR images using a point-based method implemented in 
OsiriX (Geneva Switzerland). Images were reconstructed at 512 ×​ 512 ×​ 512 with 
a voxel size of 0.252 ×​ 0.252 ×​ 0.122 mm3. The pial and white matter boundaries of 
the cortex were segmented in coronal and sagittal slices directly beneath the guide 
tube for each monkey transferred to the co-registered CT data. A custom algorithm 
determined angles perpendicular to the gray matter boundaries.

Electrophysiological data collection. During recordings, monkeys sat in enclosed 
primate chairs with heads restrained 45 cm from a CRT monitor (Dell P1130, 
background luminance of 0.10 cd/m2, 70 Hz) subtending 46° ×​ 36° of visual angle. 
Daily recording protocols were consistent across monkeys and sessions. After 
advancing the electrode array to the desired depth, 3–4 h elapsed to allow stabilized 
recordings. This waiting period resulted in consistently stable recordings; single 
units could usually be held indefinitely. For this report, the monkeys performed 
~2,000–3,000 trials of a saccade stop signal task.

EEG was recorded from the cranial surface with electrodes located over medial 
frontal cortex8. Electrodes were referenced to linked ears using ear-clip electrodes 
(Electro-Cap International). The EEG from each electrode was amplified with a 
high-input impedance head stage (Plexon) and bandpass filtered between 0.7 and 
170 Hz.

Intracranial data were recorded using a 24-channel U probe (Plexon, Dallas, 
TX) with 150 µ​m interelectrode spacing. The U probes had 100 mm probe length 
with 30 mm reinforced tubing, 210 µ​m probe diameter, 30° tip angle, 500 µ​m to 
first contact. Contacts were referenced to the probe shaft, and grounded to the 
metal headpost. All data were streamed to a data acquisition system (MAP, Plexon, 
Dallas, TX). Time stamps of trial events were recorded at 500 Hz. Eye position 
data were streamed to the Plexon computer at 1 kHz using an EyeLink 1000 
infrared eye-tracking system (SR Research, Kanata, Ontario, Canada). LFP and 
spiking data were processed with unity-gain high-input impedance head stages 
(HST/32o25-36P-TR, Plexon). LFP data were bandpass filtered at 0.2–300 Hz and 
amplified 1000 times with a Plexon preamplifier, and digitized at 1 kHz. Spiking 
data were bandpass filtered between 100 Hz and 8 kHz and amplified 1000 times 
with a Plexon preamplifier, filtered in software with a 250 Hz high-pass filter and 
amplified an additional 32,000 times. Waveforms were digitized from −​200 to 
1200 µ​s relative to threshold crossings at 40 kHz. Thresholds were typically set at 
3.5 standard deviations from the mean. Single units were sorted online using a 
software window discriminator and refined offline using principal components 
analysis implemented in Plexon offline sorter.

Statistics. No statistical methods were used to predetermine sample size, but our 
sample sizes are similar to those reported in previous publications22,49,50. Data 
distribution was assumed but not formally tested to be normal unless otherwise 
stated, when non-parametric tests were performed. Task conditions were pseudo-
randomly presented. We did not select the type of neurons during data acquisition; 
all well-isolated neurons were analyzed. Data collection and analysis were not 
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bin we calculated the mean ERN magnitude (dependent variable), the mean spike 
count (independent variable), and the fraction of error trials (dummy variable 
values for trials in each bin). Data from all sessions were combined for a pooled 
partial correlation. Non-parametric Spearman correlations were used because 
linearity in relationships could not be assumed. Each point in Fig. 3 plots the 
paired values of the rank of the normalized EEG voltage and the rank of the 
normalized spike count for each bin for every session.

Relationship between RT adaptation and neural spiking. RT adaptation was 
calculated as the difference in RT between the next and the current trial  
(RTn + 1 – RTn). To account for incidental lateralized asymmetries of RT,  
RT adaptation was measured only for trial pairs with same-direction saccades. 
To investigate the relationship between RT adaptation and neural spiking, the 
binning and partial rank correlation procedures described above were performed. 
Spike counts to obtain Aloss – Again were based on the interval when Gain and Loss 
neurons showed significant modulation. First, the number of action potentials of 
Loss and Gain neurons were subtracted from each other, and the resultant values 
were normalized using the fixed effect adjustment described above. For the laminar 
relationship of RT adaptation with Aloss – Again only sessions with Gain and Loss 
neurons in both L2/3 and L5/6 were used (13/16 sessions).

Each point in Fig. 6 plots the paired values of the rank of the normalized  
RT adaptation and the rank of the normalized spike count for each bin for  
every session.

Reporting Summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Code availability
The analysis codes that were used for this study are available from the 
corresponding author upon reasonable request.

Data availability
The data that support the findings of this study are available from the 
corresponding author upon reasonable request.
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RT matching. Monkeys exhibited different RT across saccade directions. 
Therefore, for any analysis that involved a comparison in neural activity between 
two conditions, RTs were matched across same-direction saccades with 10 ms 
resolution. If multiple matching saccade RTs occurred, the trial with the closest 
timestamp in the session was selected.

Time–depth plots. To illustrate the temporal recruitment of neurons through 
cortical depth, we divided the number of recruited neurons at each point in time 
by the total number of neurons recorded at that depth (Supplementary Fig. 1c). 
Recruitment was defined as the time when the difference function was significant.

Quantification of the ERN. The ERN was determined from unfiltered EEG 
signals. High-frequency noise was eliminated through averaging. The ERN was 
calculated from the grand average EEG following correct and error saccades. Only 
saccades with matching RT across the two conditions were included. The same 
trials were included for measurements of ERN and error-related modulation.

Single trial ERN magnitude was the voltage at the time of maximum 
polarization of the grand average ERN (monkey Eu: 187 ms; monkey X: 147 ms) 
subtracted from the voltage −​50 ms before saccade initiation. We obtained results 
supporting the same conclusions if we did not subtract the pre-saccadic voltage.

Partial Correlation Analysis. Relationship between ERN and neural spiking. Single 
trial ERN amplitudes were normally distributed, with partially overlapping values 
on error and correct trials (Supplementary Fig. 4). Single trial neural spiking 
values, using only data from confirmed perpendicular penetrations, was the 
number of spikes recorded from neurons in L2/3 and in L5/6 50–200 ms following 
saccades, which included the majority of error-related spikes.

Outliers more than 3 standard deviations from the mean were removed from 
the EEG and spike data (Supplementary Fig. 4c). To account for intersession 
variations in ERN voltage and spike counts, a fixed-effects adjustment was 
performed by centering each distribution on its median and dividing by its most 
extreme value. To ensure effective normalization using the fixed-effect adjustment, 
only sessions with >​10 summed spike counts in L2/3 and L5/6 were used.

To examine the relationship between the EEG magnitude and the spiking 
activity, we conducted partial rank correlations on normalized data pooled across 
all sessions with a perpendicular penetration. Three factors were considered: (1) 
spiking activity in L2/3, (2) spiking activity in L5/6, and (3) trial outcome. Trial 
outcome must be included to ensure that any relationship between the ERN and 
neural spiking is not just because Error neuron activity and the EEG are different 
on error than correct trials by definition. Inclusion of interaction terms in the 
partial correlation did not alter the main results.

To measure the ERN magnitude more robustly, we grouped rank-ordered 
single-trial ERN values into 20 successive bins, which consisted of 15.1 ±​ 5.3 
(mean ±​ standard deviation) trials (Supplementary Fig. 4d). From trials in each 
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Supplementary Figure 1 

Laminar structure of supplementary eye field 

a, Results of an automated procedure for aligning linear electrode array recordings across sessions based on current source density 
(CSD) sinks derived from visually-evoked potential (VEP). Top panels show visually evoked CSD recorded during each session 
masked to show locations of the 4 grand-averaged visually evoked sinks, with monkey and location of each penetration indicated 
above. Note the close correspondence in location of these sinks across recording sessions demonstrating the similarity in CSD 
recorded across sessions and success of the alignment procedure. Horizontal black bars indicate the estimated average location of 
gray matter based on the physiological signals. Bottom panels portray physiological signals observed on individual sessions. 
Electrocardiogram (red lines), elevated gamma activity (blue lines), and isolated single-units (black triangles) correspond with the 
estimate of the location of gray matter (gray shading). Yellow arrow highlights the plot from the session shown in Figure 1. Modified 
from

22
.   

b, Results of an automated procedure for aligning linear electrode array recordings across sessions based on LFP frequency content. 
Conventions as in a Modified from

24
.   

c, Distribution of depths of all neurons sampled during the saccade countermanding task from the sessions with penetrations 
perpendicular to the cortical layers. The color time-depth plots in Figure 2 and Figure 4 are obtained by correcting the number of 
neurons at each depth against this distribution.   

d, Consistency of laminar unit recordings within and across sites and monkeys. Normalized difference in discharge rate between error 
non-canceled trials and correct no stop signal trials at each depth were converted to a color map ranging from facilitation (>0) to 
suppression (<0), scaled across all depths. Left two panels illustrate post-saccadic modulation recorded at site P1 in one monkey on 
two sessions. Right two panels illustrate modulation with fluid delivery recorded in different monkeys. The consistency of the laminar 
variation of neural modulation demonstrates the existence of a functional architecture. The reproducibility of neuron types across 
independent measures across both monkeys is detailed in Supplementary Table 1.   

e, Laminar structure of SEF. From left to right are shown sections through SEF stained for Nissl, NeuN, nonphosphorylated 
neurofilament H (SMI-32), cytochrome oxidase (CO), Gallyas myelin, vesicular glutamate transporter 2 (VGLUT2), acetylcholinesterase 
(AChE), calretinin (CR), calbindin (CB), and parvalbumin (PV). Counts of CR, CB, and PV stained neurons are shown from

22
. Scale bar 

indicates 1 mm. In SEF, L1 is ~200 µm thick with some CR and CB but no PV neurons, and weak staining for CO, myelin, and 
VGLUT2. L2 is ~300 µm thick with dense stellate and few pyramidal neurons, the highest density of CR and CB neurons, but no SMI-
32, stronger CO staining, fascicular myelin fibers, slightly stronger VGLUT2, and modest AChE. L3 is ~700 µm thick with a superficial 
sublayer with smaller pyramidal neurons and weak SMI-32 staining, very few CR, and modest densties of CB and PV neurons, stronger 
CO staining and denser myelin, VGLUT2, and AChE. A deeper sublayer is characterized by larger pyramidal neurons, pronounced 
SMI-32 staining, vanishingly few CR, less dense CB and modestly dense PV neurons, weaker CO, denser myelin and VGLUT2, and 
denser AChE. No granular L4 is evident in SEF. L5 is ~300 µm thick with large pyramidal neurons but inconsistent SMI-32 staining, no 
CR and fewer CB but modest density of PV neurons, lighter CO, denser myelin, lighter VGLUT2, and diminishing AChE staining. L6 is 
~700 µm thick with smaller pyramidal neurons, light SMI-32, no CR, vanishingly few CB and low density of PV neurons, with lighter CO, 
still denser myelin, lighter VGLUT2 and sparse AChE staining. This variation in laminar structure guides the investigation of functional 
architecture of SEF. 



 



Supplementary Figure 2 

Properties of error neurons 

a, Raster and spike density plots for the representative Error neuron aligned on target presentation (leftmost), stop signal (middle left), 
saccade (middle right), and feedback tone (rightmost) for error (top row rasters; thick dotted line) and latency-matched no stop signal 
trials (middle row rasters; thin solid line) trials as well as canceled trials (bottom row rasters; thick solid line).  

b, Spike density plots from the representative neuron for correct (solid) trials and subset of error trials (dashed) with no refixation 
saccade (n = 5 trials). On sessions in which the monkey often made refixation saccades after the error, exclusion of these trials resulted 
in very few trials (often less than 10 trials) for meaningful interpretation of the spike density function. Therefore, we devised an 
alternative analysis to ensure that the modulation is not simply saccade-related activity. We characterized neurons as error-related only 
if the beginning of modulation did not covary with the latency of the return-to-fixation saccade, but was synchronized with the error 
movement.  

c, Illustration of the approach using data for the representative neuron. Horizontal eye position (top) and spike density function (bottom) 
for error trials with fast (blue) and slow (red) return-to-fixation saccades. The onset of modulation for this Error neuron does not depend 
on the latency of the return-to-fixation saccade. Of the sample of 132 putative error neurons, 71 neurons showed a shift in modulation 
time that covaried with the variation in timing of the refixation saccade and thus were rejected. The remaining 61 Error neurons included 
in other analyses exhibited modulation times that were more closely locked to the time of the error saccade rather than the time of the 
refixation saccade.  

d, Population activity for the 61 included Error neurons (top row) and 71 rejected Error neurons (bottom row) based on the criterion 
described above. Activity was not normalized and is aligned on the error saccade (left) and refixation saccade (right) for no stop signal 
trials (black), fast refixation saccades (blue), and slow refixation saccades (red). Standard errors around the mean are shaded. For the 
population of Error neurons included in subsequent analyses, the onset of modulation on noncanceled trials was invariant relative to the 
timing of the refixation saccade. In contrast, for the population of neurons rejected for further analysis, the timing of modulation varied 
with the latency of the refixation saccade. 



 



Supplementary Figure 3 

Comparing modulation after fixation breaks and countermanding errors 

To examine whether Error, Loss, and Gain neurons respond to events in other task epochs associated with a loss of opportunity for 
gaining reward, we contrasted the task-related modulation of each neuron type against that measured after fixation breaks before the 
target was presented, which prematurely terminated the trial. Note that fixation breaks occur when monkeys are distracted or 
unmotivated, so this behavior is not equivalent to task-related errors in which monkeys attempt but fail to obtain reward. Also, because 
fixation breaks occur shortly after achieving central fixation, without much investment in the trial, they may not engage the same error 
and reinforcement mechanisms. Nevertheless, to gain further insight into the nature of the various signal types reported in this study, 
we compared the valence of modulation for fixation breaks and task-related errors by defining two contrasts:  

Modulation Indexfixation break =   

[Activity(no break fixation) – Activity(break fixation)] / [Activity(no break fixation) + Activity(break fixation)] 

and  

Modulation Indextask-related =  

[Activity(correct or reward) – Activity(error or loss)] / [Activity(correct or reward) + Activity(error or loss)]. 

Modulation related to fixation breaks was measured within 400 ms of trial onset, during which the vast majority of fixation breaks 
occurred. This was contrasted against trials with no fixation break. For Error neurons, the task-related activity corresponded to the post-
saccadic period when activity was significantly different on error compared to correct trials. For Gain and Loss neurons, it corresponded 
to the post-tone period when activity was significantly different on unrewarded compared to rewarded trials. 

a, Scatterplots of the modulation measured on fixation breaks as a function of that measured on error/loss trials. Open circles mark 
neurons for which Modulation Indexbreak fixation was not significantly different from 0.0. Closed circles mark neurons for which Modulation 
Indexbreak fixation was significantly different from 0.0. The left plot shows the Error neurons. The right plot includes Loss and Gain neurons. 
By definition, Error and Loss neurons have negative Modulation indextask-related and Gain neurons have positive Modulation indextask-

related. Note that the majority of neurons, irrespective of functional category, have negative Modulation Indexbreak fixation indicating higher 
activity upon fixation breaks. 

b, Tabular summary of the plotted values. A statistically significant majority of modulated neurons of each functional type showed 

higher activity in relation to fixation breaks (i.e., negative Modulation Indexbreak fixation; Error: 
2
(1, 34) = 13.9, p < 0.001; Loss: 

2
(1, 130) 

= 9.98, p = 0.0016; Gain: 
2
(1, 62) = 6.66, p = 0.0098). Relative to Gain and Loss neurons, a significantly higher proportion of Error 

neurons had higher activity associated with fixation breaks (Error vs. Loss: 
2
(1, 166) = 6.94, p = 0.0084; Error vs. Gain: 

2
(1, 97) = 

4.86, p = 0.027). One might expect that Gain neurons would trend opposite the Loss neurons, but the proportions of Gain and Loss 

neurons with negative Modulation Index are indistinguishable (
2
(1, 193) = 0.20, p = 0.66). The fact that each type of neuron was 

similarly modulated in relation to fixation breaks suggests that the modulation at the time of fixation-breaks may be under the influence 
of the state of the monkey before the trial began rather than simply information about anticipated gain or loss of reward, as observed 
during the task-relevant period. 



 



Supplementary Figure 4 

Spike widths of error neurons 

a, Distribution of spike widths across the sample reveals bimodal distribution. Dashed line marks 250 µs separation.  

b, Variation of spike widths across depth for neurons sampled in perpendicular penetrations (n = 293). The number of neurons at each 
time-depth indicated by gray scale (black = 5 neurons). The width of the spikes narrower than 250 µs does not vary with depth, and the 
incidence of encountering narrow spikes parallels the density of PV neurons. The width of spikes wider than 250 µs increases from L3 
to L6, which parallels the size of pyramidal neurons. Also, the incidence of isolated neurons decreases with depth, which parallels the 
density of pyramidal neurons.  

c, Cumulative distribution of spike width for error neurons in the entire sample (n = 61, solid) and those recorded in penetrations 
oriented perpendicular to the cortical layers (n = 42, dotted). The overlapping distributions is indicative of sampling from the same 
population. 



 



Supplementary Figure 5 

Error-related negativity and EEG sampling procedure 

a, Grand average ERP voltage on correct no stop signal trials (narrow solid) and error noncancelled stop signal trials (thick dotted) for 
monkeys Eu (left) and X (right). Saccade spike potential is prominent in both types of trials, but polarization is significantly more 
negative within an early period (~100-250 ms) following errors, characteristic of the ERN.  

b, Heat-map event-related potential raster for error (left) and correct (right) trials during a representative session. EEG voltage 
magnitudes on ~270 noncanceled stop signal trials (left) and ~470 no stop signal trials are ordered from top to bottom by the voltage at 
the time of peak ERN (ERNpeak at 187ms). The blue evident in the heat plot across trials indicates that sampling voltage at this time 
provides a reliable measure of polarization negativity.   

c, Distribution of the measure of EEG polarization pooled across error and correct trials. Values approximated a normal distribution. 
Outliers exceeding 3 standard deviations (dashed vertical lines) from the mean (solid vertical line) were excluded. Outliers were very 
rare, as indicated. Sampling the EEG in this way allowed discriminability between error and correct trials as indicated by the ROC curve 
constructed from the distributions of ERN on correct and error trials. The area under the ROC curve (AUC) was 0.61.  

d, Proportion of error trials (left) and the average over time of EEG voltage (right) for each bin. Other methods of ERN sampling were 
also considered in analyses related to ERN-spike relationship.  

See Supplementary Table 2 for summary statistics. 



 



Supplementary Figure 6 

Relationship of EEG and error-related spike rate 

a, Zero-order Spearman’s rank correlation for relationship between EEG magnitude and spiking activity of Error (left) and non-error 
(right) neurons sampled in L2/3 (top) and L5/6 (bottom), complementing Figure 3. Per EEG convention, negative values are plotted 
above on the ordinate scale. Normalized EEG polarization magnitude was correlated with normalized spike rates of both Error and non-
error neurons in both L2/3 and L5/6. The associated rS and p values are written in black above each panel. Statistically significant 
relationships are highlighted by lines of best fit. However, after accounting for (1) the correlation of spike rates across L2/3 and L5/6 of 
both Error and non-error neurons and (2) correct versus error trial outcome, only the variation of spike rate of Error neurons in L2/3 
predicted variation of EEG polarization. The associated rS and p values for the partial correlation are written in red above each panel.  

b, Zero-order Spearman’s rank correlation for relationship between EEG magnitude and spiking activity of Error neurons on correct 
(left) and error (right) trials separately sampled in L2/3 (top) and L5/6 (bottom). Normalized EEG polarization magnitude was correlated 
with normalized Aerror in L2/3 on both correct and error trials but only in L5/6 in error trials. The associated rS and p values are written in 
black above each panel. Statistically significant relationships are highlighted by lines of best fit. 

c, Partial correlation plots corresponding to panels in b. Along the ordinate is plotted, using inverted EEG convention, residual fixed-
effects-adjusted EEG voltage rank controlling for the ranks of fixed-effects-adjusted activity in the opposite layer. Along the abscissa is 
plotted the residual fixed-effects adjusted Aerror rank in the identified layer controlling for the fixed-effects adjusted activity in the opposite 
layer. The associated rS and p values for the partial correlation are written in red above each panel. Statistically significant relationships 
are highlighted by lines of best fit. 

In each panel, each point plots the average EEG voltage and associated spike count in one of 20 bins, ranked by voltage magnitude,  
with equal numbers of trials per bin. Thus, the number of points plotted equals 20 per session for the 6 sessions with non-zero spike 
counts in both L2/3 and L5/6. 

Summary statistics for other methods of measuring ERN magnitude are presented in Supplementary Table 2. 



 



Supplementary Figure 7 

Properties of gain and loss neurons 

a, Raster and spike density plots for the representative Gain neuron aligned on target presentation (leftmost), stop signal (middle left), 
saccade (middle right), and feedback tone (rightmost) for error noncancelled stop signal trials (top row rasters; thick dotted line) and 
latency-matched no stop signal trials (middle row rasters; thin solid line) as well canceled stop signal trials (bottom row rasters; thick 
solid line).   

b, Raster and spike density plots for the representative Loss Neuron aligned on target presentation (leftmost), stop signal (middle left), 
saccade (middle right), and feedback tone (rightmost) for error noncancelled stop signal trials (top row rasters; thick dotted line) and 
latency-matched no stop signal trials (middle row rasters; thin solid line) trials as well canceled stop signal trials (bottom row rasters; 
thick solid line).   

c, Venn diagram showing the number of neurons with performance monitoring signals in the entire sample (bolded text) and only from 
sessions with verified perpendicular penetrations (in brackets). The overlapping regions indicate multiplexing of signals during different 
intervals of the trial. Equivalent minorities of Loss and Gain neurons exhibited error-related modulation. A small minority of Loss and 
Gain neurons modulated otherwise across intervals. A negligible fraction of neurons exhibited modulation patterns consistent with each 
type. These results demonstrate the existence of discrete neural types in SEF, consistent with the localization of different neuron types 
in different layers that have different inputs and outputs.   

d, Cumulative distribution of spike width for Error, Loss, and Gain neurons across all recording sessions (solid) and sessions with 
perpendicular penetrations (dotted). Narrow-spiking neurons (spike width < 250 µm) were commonly Loss neurons (n = 43, purple) and 
less commonly Error (n = 9, cyan) and Gain (n = 6, green) neurons. Narrow-spiking Loss neurons were significantly more common than 

narrow-spiking Gain neurons (Chi-square test, 
2
(1, N=280) = 11.11, p = 8.6 x 10

-4
) but not than Error neurons (

2
 (1, N=250) = 1.79, p 

= 0.18). 



 



Supplementary Figure 8 

Relationship of RT adaptation and spike rate 

Before we performed the layer-specific analysis, we tested the relationship between RT adaptation (RTn+1 – RTn) and the spiking of all 
Gain neurons (L2/3 and L5/6 combined) and of all Loss neurons (L2/3 and L5/6 combined). Neither analysis resulted in significant 
relationships in correct-only, error-only, or combined correct + error trials. However, when we considered the balance of activation of 
Gain and Loss neurons (L2/3 and L5/6 combined) with changes in RT, a significant effect was observed as reported in the main text.  

Next, we analyzed separately neurons in L2/3 and L5/6. However, recall that in L2/3 Gain neurons are rare, so when considering Gain 
neurons alone, the spike counts in L2/3 are harder to interpret. Therefore, we combined the activity of Gain and Loss neurons, 
appreciating that the activity of Loss neurons is dominating in L2/3. Given the antagonistic functional relationship between Gain and 
Loss neurons and the push-pull mechanism in the basal ganglia, we conjecture that this combination can be physiologically meaningful. 
Hence, we have also looked at the layer-specific relationship of RT adaptation with Gain and Loss neuron spiking. We did not find a 
significant influence on RT adaptation for either neuron type when considered in isolation (partial correlations to account for correlated 
activity across L2/3 and L5/6 (Gain neurons – L2/3: rs = -0.16, p = 0.069; L5/6: rs = -0.11, p = 0.18; Loss neurons – L2/3: rs = 0.0787, p 
= 0.23, L5/6: rs = -0.0213, p = 0.74). 

a, Zero-order Spearman’s rank correlation plots of RT adaptation as a function of the activity of Gain and Loss neurons sampled in L2/3 
(top) and L5/6 (bottom), complementing Figure 6. 

b, Zero-order Spearman’s rank correlation plots of RT adaptation as a function of the activity of Error neurons sampled in L2/3 (top) and 
L5/6 (bottom), complementing Figure 3. 

In both panels, each point plots the average RT adaptation and associated spike count in one of 20 bins, ranked by magnitude of RT 
adaptation, with equal numbers of trials per bin. Thus, the number of points plotted equals 20 per session for the sessions with non-
zero spike counts in both L2/3 and L5/6 (panel a: 13 sessions, panel b: 6 sessions).  

Normalized RT adaptation was correlated with the normalized difference in Loss and Gain neuron spiking (Aloss - Again) and with Error 
neuron spiking in both L2/3 and L5/6. The associated rS and p values are written in black above each panel. Statistically significant 
relationships are highlighted by lines of best fit. 

After accounting for (1) the correlation of spike rates across L2/3 and L5/6 and (2) correct versus error trial outcome, only the variation 
of spike rate in L2/3 predicted RT adaptation. The associated rS and p values are written in red above each panel. For neither condition 
alone was the variation of RT adaptation across trials correlated with the variation of spiking activity (Partial-rank correlation, controlling 
for correlated variability of ALoss – AGain across L2/3 and L5/6: Correct trials – L2/3: rs(257) = 0.11, p = 0.10; L5/6: rs(257) = 0.09, p = 
0.18;  and for Error trials – L2/3: rs(257) = -0.03, p = 0.67; L5/6: rs(257) = 0.06, p = 0.34, and controlling for correlated variability of upper 
and lower layer Aerror: Correct trials – L2/3: rs(117) = 0.17, p = 0.07; L5/6: rs(117) = 0.09, p = 0.36; and for Error trials – L2/3: rs(117) = 
0.15, p = 0.10; L5/6: rs(117) = -0.03, p = 0.73). 

 



 

Supplementary Table 1 

Distribution of Error, Gain and Loss signals across recording sites and cortical depths 

Top, Count of Error, Gain, and Loss signals across the 575 recorded neurons sampled from five sites in monkey Eu and monkey X. 
Facilitated and suppressed instances of Gain and Loss signals were distinguished. Three of the five sites were sampled with 
perpendicular penetrations (monkey Eu: P1, monkey X: P2 and P3) and two were not (monkey Eu: np1, monkey X: np2). The bottom 
row shows the test statistics for homogeneity based on a chi-square test. For each signal a 5x2 contingency matrix was constructed 
based on the counts of units recorded at each site (5 rows) with or without a given response type. Error-related activity was sampled 
most commonly in one of the three perpendicular penetrations (site P1). Gain-related activity was encountered with equal incidence at 
different sites. Loss-related activity was sampled most commonly at site P2 of monkey X.   

Bottom, Count of the neural signals from sites P1, P2 and P3 across cortical depth, divided into 5 intervals in channel units (with 150 
µm spacing between neighboring channels) ranging from depth 1 (surface) to depth 19 (deepest). Depths 2-16 span the estimated 
cortical gray matter. Loss neurons were distributed significantly differently from the overall neuron sampling distribution. The bottom row 
shows the test statistics for homogeneity based on a chi-square test. Neurons signaling Loss were not uniformly distributed across 
cortical depth. Overall, Gain and Loss neurons also showed significantly different depth distributions (χ2(4, N = 201) = 12.86, p =0.012). 

 



 

Supplementary Table 2 

Statistical tests for ERN-spike relationship 

Statistics for the relationship between EEG polarization and spike rate based on different methods of sampling the event-related voltage 
for Correct and Error trials combined, for Correct trials only, and for Error trials only using partial rank correlations. Note the similarity in 
outcomes across different methods of ERP sampling. A statistically significant relationship was observed between ERP voltage and 
simultaneous spike rates in L2/3 for each measurement method across all trial type combinations. Weak and variable outcomes were 
observed between ERP voltage and simultaneous spike rates in L5/6 across measurement methods. 
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