Pop-out search instigates beta-gated feature selectivity enhancement across V4 layers
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Visual search is a workhorse for investigating how attention interacts with processing of sensory information. Attentional selection has been linked to altered cortical sensory responses and feature preferences (i.e., tuning). However, attentional modulation of feature selectivity during search is largely unexplored. Here we map the spatiotemporal profile of feature selectivity during singleton search. Monkeys performed a search where a pop-out feature determined the target of attention. We recorded laminar neural responses from visual area V4. We first identified “feature columns” which showed preference for individual colors. In the unattended condition, feature columns were significantly more selective in superficial relative to middle and deep layers. Attending a stimulus increased selectivity in all layers but not equally. Feature selectivity increased most in the deep layers, leading to higher selectivity in extragranular layers as compared to the middle layer. This attention-induced enhancement was rhythmically gated in phase with the beta-band local field potential. Beta power dominated both extragranular laminar compartments, but current source density analysis pointed to an origin in superficial layers, specifically. While beta-band power was present regardless of attentional state, feature selectivity was only gated by beta in the attended condition. Neither the beta oscillation nor its gating of feature selectivity varied with microsaccade production. Importantly, beta modulation of neural activity predicted response times, suggesting a direct link between attentional gating and behavioral output. Together, these findings suggest beta-range synaptic activation in V4’s superficial layers rhythmically gates attentional enhancement of feature tuning in a way that affects the speed of attentional selection.

To which attention impacts feature preferences along columns. While canonical microcircuit models of cortex predict laminar differences for attentional modulation [e.g., feedback-recipient extragranular layers modulating before granular layers (54–56)], how this modulation interacts with columnar feature selectivity is largely unknown.

We sought to determine the spatiotemporal profile of feature preferences within the V4 laminar microcircuit during attentional selection. To address this question, we performed neurophysiological recordings along V4 layers in monkeys performing an attention-demanding pop-out search task. We identified feature columns demonstrating homogeneous feature preference along cortical depth. When the search array item presented in the column’s receptive field (RF) was unattended, the upper cortical layers were most selective. However, when attended, feature selectivity in the deep layers enhanced the most, resulting in overall strongest feature selectivity in both extragranular compartments. We further found that the enhancement of feature selectivity associated with attention was rhythmically gated in the beta range. While beta activity was measurable across both unattended and attended conditions, rhythmic gating of feature selectivity was only present with attention. Moreover, beta power modulating the neural response was predictive of response time (RT), suggesting a link between attentional gating and behavior. Synaptic currents revealed the beta rhythm originates in superficial cortical layers, which is compatible with top-down influence.

**Results**

**Behavioral Performance.** Both monkeys performed a pop-out visual search task necessitating attentional selection of, followed

**Significance**

Cerebral cortex is organized in topographical maps of cortical columns. These columns consist of mesoscopic neural circuits that preferentially respond to certain stimulus features like color. We show that attending a visual stimulus results in rhythmic gating of feature preferences along cortical columns. The strength of that rhythm directly impacts the behavioral outcome. These findings demonstrate that the dynamics of feature preferences in cortical columns underlie at least some of the rhythmicity that is associated with attention.
Fig. 1. (A) Monkeys positioned in front of a monitor fixedated a central fixation dot. Following a variable delay, an array was presented. Monkeys were tasked to saccade to the oddball item to receive a juice reward. (B) RT distributions across all sessions for both monkeys (Left, cyan: monkey Ca; Right, magenta: He). (C) Behavioral performance for both monkeys across all sessions (cyan: monkey Ca; magenta: He). (D) (Left) Occipital view of a three-dimensional render of a macaque brain. Area V4 is highlighted in red. The cortical structure is revealed by the section through the prelunate gyrus. (Right) This slice is magnified, with additional labels indicating structural landmarks (lus, lunate sulcus; sts, superior temporal sulcus; ips, intraparietal sulcus; gm, gray matter; wm, white matter). The red box indicates a portion of V4 where linear electrode arrays can be introduced orthogonally to record across the layers of a cortical column. (E) MR scans for monkey He (Left) and monkey Ca (Right). The section was taken orthogonal to the 19-mm-diameter recording chamber (red outline) oriented 55° off vertical axis, 23 mm from the midline. The superior temporal sulcus can be seen running through the center of each chamber. A grid of possible penetration locations is overlaid with solid red dots indicating locations sampled in this study on the prelunate gyrus, ventroposterior to the superior temporal sulcus. (F) Ex vivo image of the posterior half of the brain of monkey He with expanded view of the area between lus and sts. Red marks are diiodine deposited by the final two recordings in monkey He. (G) Histological stains, depicting the laminar structure of V4. Labels are indicated at left. Neun stain (Left Center) highlights the distribution of neuronal cell bodies. SMI-32 (Right Center) highlights pyramidal cells. (Right) Cartoon probe indicating the laminar positioning for neurophysiology. (H) RFs across recording sites of a single array penetration, indicating perpendicular penetration. (I) CSD profile for the same session as H. Current sinks are indicated in red, and sources are indicated in blue. The initial sink following visual stimulation was used as a functional marker to determine the L4/L5 boundary. The black horizontal line indicates the depth of the granular input sink. Data are smoothed along depth and across time for visualization purposes. (J) Mean CSD profile following alignment of the 30 sessions (21, monkey Ca; 9, He). (K) RF locations across sessions and monkeys (cyan, monkey Ca; magenta, He). RF centers are determined online, and diameters are estimated from previous reports. Concentric circles indicate eccentricities in degrees of visual angle. Radial lines indicate angular positions relative to central fixation.

Laminar Recordings in V4. To evaluate the laminar profile of feature selectivity in primate area V4, we recorded neural activity throughout the layers of cortex in two macaque monkeys, using a linear electrode array with 100-μm spacing between recording contacts (Plexon S-Probe). Prior to any surgical procedures, monkeys underwent a magnetic resonance (MR) scan to identify the location of V4 (Fig. 1D). Following implantation of a recording chamber, monkeys underwent a second MR scan with a gadolinium-filled recording grid to identify chamber locations where an electrode could be introduced orthogonally into the prelunate gyrus (Fig. 1E). On each recording, we positioned and oriented the linear electrode array to span all V4 layers (Fig. 1G). At the end of the experiment, penetration locations were verified anatomically (Fig. 1F).

Monkeys performed a fixation task during which we flashed randomized, monochromatic stimuli uniform in brightness to perform reverse correlation-based RF mapping (59–61). Overlapping RFs through vertically (radially) aligned recording sites were used to confirm the perpendicular orientation of the probe (Fig. 1H) (59, 62). The distribution of RFs across cortex was consistent with the previously established representation of visual space on the prelunate gyrus (Fig. 1K) (63). To compare columns across sessions, we aligned individual recording sites relative to the granular input sink of the current source density (CSD) following visual stimulation, which identifies the boundary between the granular (L4) and infragranular (L5/6) layers of cortex (Fig. 1J) (61, 62, 64, 65). Ten electrode contacts including and above the L4/5 boundary and five sites below were included by an accurate eye movement to, an oddball stimulus to receive a juice reward (Fig. 1A). Both monkeys performed the task well above chance: accuracy: monkey Ca, 88%; He, 81%) with RT consistent with previous reports of monkeys performing this task (Fig. 1B and C; median RT: monkey Ca, 243 ms; He, 224 ms) [see previous reports for comparable behavioral data from a different cohort of macaques (57, 58)].
for analysis. Relative to the population-based (grand average) evoked CSD profile (Fig. 1J), the topmost five sites corresponded to the supragranular sink, the middle five corresponded to the granular sink, and the deepest five corresponded to the infragranular source.

**V4 Feature Columns.** As a first step, we identified feature columns in V4. Columnar organization for color tuning has previously been reported for V4 (47, 48, 51–53). During performance of the visual search task, small, isoluminant red or green stimuli were presented within the population RF of the column (66). We estimated neural activity by evaluating high gamma power (70 Hz to 150 Hz) at each recording site, as it reliably reflects feature selectivity in visual cortex (67), arises from local circuit interactions (68), and can be reliably measured at laminar V4 recording sites, unlike single-unit or multiunit activity. To eliminate volume-conducted signals, we recalculated the locally generated gamma power from the columnar CSD (69, 70). Initially, and for the results reported in this section, these analyses were restricted to the “unattended” condition. This condition was defined as the presence of a distractor stimulus within the RF of the cortical column regardless of the position of the target in the array (five out of six array configurations where the target is outside of the RF) and when the trial was performed correctly.

To quantify the selectivity of each recording site for stimulus color, we computed the ratio of the red vs. green responses with values bounded between −1 (100% green preference) and 1 (100% red preference). Hereafter, we will refer to this as the feature selectivity index (FSI). We then calculated the mean FSI along cortical depth to compute a columnar FSI (CFSI). The CFSI quantifies the degree of feature preference across the entire column. Qualitatively, we found a high degree of consistency of columnar feature selectivity, with some columns strongly preferring red or green and other columns not distinguishing red from green (SI Appendix, Fig. S1A). To quantify this observation, we performed Wilcoxon signed-rank tests on the magnitudes of FSI across columns where the columns were deemed feature selective if $P < 0.05$. We found significant feature selectivity in 19 of 30 columns (63.3%) across both monkeys (monkey Ca, 12 of 21; He, 7 of 9).

Note that the CFSI alone does not indicate how consistent feature selectivity is within a column. To evaluate the columnar consistency of feature selectivity, we performed Bartlett’s tests for the FSI variance of each column relative to the null distributions derived from 15 random samples of all measured FSIs, bootstrapped 1,000 times. The median value was taken to determine significance with $P < 0.05$. Feature selectivity was more consistent across columns than would be predicted by the null distribution in 23 of 30 columns (76.7%) across both monkeys (monkey Ca, 17 of 21; He, 6 of 9). Only 4 of 30 columns exhibited no or inconsistent selectivity across depth through these measures. We further quantified the degree of similarity within a column relative to the variance across columns by computing intracolumn correlation coefficients (ICC) (71, 72). ICC reveals how consistent individual columns are in feature selectivity relative to the overall sample of V4 columns. Values toward one indicate a high degree of consistency within a column, and values toward zero indicate little to no consistency. Across the sample, we found consistency within columns to be significantly greater than chance ($\rho = 0.773, F(29, 406) = 52.19, P < 0.001$) in both monkeys (monkey Ca, $\rho = 0.848, F(20, 280) = 84.96, P < 0.001$; He, $\rho = 0.550, F(8, 112) = 19.27, P < 0.001$) (SI Appendix, Fig. S1B).

For comparison, we generated shuffle control distributions of FSI values and computed the ICC. This control yielded the expected lack of consistency ($\rho = 0.003, F(999, 13986) = 1.08, P = 0.37$). These results suggest that most V4 columns are homogeneous in their feature selectivity. Lastly, we assessed the distribution of SDs of FSI across columns relative to that of the null distributions (SI Appendix, Fig. S1C). We performed a Wilcoxon signed rank test on these distributions. The result showed a significant difference ($Z = -4.02, P = 5.79 \times 10^{-5}$), providing further evidence for the homogeneity of columnar feature selectivity in V4.

We compared the feature selectivity of recorded multiunits ($n = 285$) along cortical columns to the columnar feature selectivity of each multiunit’s corresponding column. We found no significant differences between the multiunit feature selectivity and multiunits’ corresponding columns (Wilcoxon signed rank, $Z = 1.21, P = 0.22$) (SI Appendix, Fig. S2), bolstering confidence that the locally generated gamma is a useful measure of columnar feature selectivity.

To further bolster our confidence in the columnar organization for feature selectivity, we turned to Bayesian modeling. Using a Bayesian framework, we directly evaluated and compared the likelihood of several models of the organization of feature representation. Each column contributed $15 \times 2$ data points—one per recording site for each attention condition (which will be elaborated on in a later section). Model comparisons were based on samples of the posterior distribution from each model. The results are summarized in SI Appendix, Table S1.

Briefly, we find that the models utilizing columnar information are more accurate in predicting the observed feature selectivity. We quantified relative model performance using the so-called leave-one-out cross-validation expected log predictive density difference (LOO-ELPD DIFF). This measure was computed between increasingly more complex models (i.e., the intercept-only model to the model incorporating all independent variables). The models without a column parameter had the lowest values and therefore performed worse than models including a column parameter. It should be noted that depth alone does not improve accuracy, as seen in the LOO-ELPD DIFF between models, indicating a lack of trends in feature selectivity within individual layers across columns. In other words, there was no observed tendency for any given layer to have a bias. These model comparisons confirm the results found through our other frequentist methods.

**Laminar Variation in Strength of Feature Selectivity and Its Modulation with Attention.** We next investigated whether changes in feature selectivity were observable with directed attention. To do so, we plotted the FSI for each recording site for both the unattended and attended conditions (Fig. 2A). The unattended condition inclusion criteria remained the same, and the attended condition was restricted to trials where the search target stimulus was present in the column’s RF and the trial was performed correctly. We noticed several qualitative changes between the unattended and attended conditions (Fig. 2A). Many columns showed enhanced feature selectivity with attention ($n = 14, 47\%$). We performed Wilcoxon signed-rank tests on the difference between the FSI between conditions across recording sites within each column ($P < 0.05$). This analysis confirmed that attending the stimulus in the RF mostly leads to enhancement of feature selectivity (Fig. 2B). This enhancement was so pronounced that some nonselective columns became significantly selective ($n = 6, 20\%$) when attention was deployed. However, some columns did not appear to change in selectivity ($n = 13, 43\%$). Fewer showed suppressed selectivity ($n = 2, 6\%$) or loss of selectivity ($n = 1, 3\%$). Given their small sample size, we disregarded these outliers from further consideration and focus on the population of columns that were enhanced with attention.

Next, we sought to investigate laminar differences for feature selectivity and whether the enhancement associated with attention follows a distinct laminar profile. We combined recording sites within their respective laminar compartments and measured feature selectivity. Specifically, we subtracted the nCFSI from the nFSI (normalized CFSI and FSI, respectively) at each recording
Fig. 2. (A) Comparing selectivity differences between unattended (Top) and attended (Bottom) conditions for each column. Each vertical color plot represents a V4 column, with the intensity of red or green denoting the strength in feature selectivity for that color. Columns are grouped by the change associated with attention: enhancement, no change, suppression, and elimination of feature selectivity. (B) Box and whisker plot for the change in FSI for each recording site in each column corresponding to A directly above. (C) Laminar profiles of strength of feature selectivity (FSI). Strength of feature selectivity is taken as the difference in feature selectivity relative to the column mean, with higher values indicating stronger feature selectivity relative to the column and negative values indicating weaker feature selectivity than the column average. Recording sites were divided into their corresponding laminar compartment. Normalized feature selectivity for each of laminar compartment is shown as a violin plot for the unattended condition (Left; n = 19), the attended condition (Right; n = 24), and the enhancement from unattended to attended (Center; n = 14). Normalization was performed such that values ranged for each recording site from −1 to 1 for nonpreferred to preferred feature such that red- and green-prefering columns could be analyzed together. Solid vertical line and dashed vertical line in each distribution denote the mean and median, respectively. Red cloud behind distributions shows 95% CI cloud for strength or change in strength along depth (rather than the agglomerated compartments). Brackets to the right of each plot denote significant differences between the distributions measured by Wilcoxon signed-rank test (P < 0.05).

To compute the deviation of individual V4 laminar compartments from the columnar mean (Fig. 2C), we performed pairwise Wilcoxon signed-rank tests of the magnitude of FSIs between the laminar compartments. We found differences between layers (upper and middle: Z = 4.55, P = 5.2 × 10⁻⁶; upper and lower: Z = 5.19, P = 2.1 × 10⁻⁷; middle and lower: Z = 0.94, P = 0.34), with upper layers exhibiting stronger feature selectivity than middle and lower layers. We used the same method to investigate the laminar profile in the attention condition (Fig. 2C). In the attended condition, both extragranular compartments were significantly more feature selective than the middle layers (upper and middle: Z = 2.67, P = 0.007; upper and lower: Z = −0.96, P = 0.34; middle and lower: Z = −3.70, P = 2.1 × 10⁻³). Accordingly, we observed the largest attentional modulation of feature selectivity in the lower layers, with the smallest in the middle and upper layers (upper and middle: Z = −0.93, P = 0.35; upper and lower: Z = −3.80, P = 1.4 × 10⁻⁴; middle and lower: Z = −2.92, P = 0.0035). Nonetheless, attentional enhancement of feature selectivity was significant in all laminar compartments as measured through Wilcoxon signed-rank tests on the differences between conditions for columns with feature selectivity (upper: Z = 2.24, P = 0.02; middle: Z = 2.15, P = 0.03; lower: Z = 4.06, P = 4.9 × 10⁻⁵).

As we do not have a reliable physiological indicator of the boundary between the middle and upper layers (like we do for middle and lower layers), one possibility might be that the 0.4 mm to 0.5 mm used for middle layer specification is not representative of the granular layer, specifically. V4’s granular layer has been estimated to be thinner (73), and effects limited to the granular layer might be masked accordingly. To control for this possibility, we measured the feature selectivity, and the impacts of attention, on increasingly conservative estimates (five sites down to one). This showed that the results described above are consistent between middle-layer sizes (SI Appendix, Fig. S3), and granular layer-specific effects are unlikely to be masked.

Lastly, we considered Bayesian modeling again (SI Appendix, Table S1). Notably, addition of the attention condition, and the associated interactions, improves model performance, as the complete model, including the ATTENTION parameter, has the highest LOO-ELPD. In Table S1, this is seen in the LOO-ELPD difference where all other models relative to the ATTENTION-sensitive model are negative (i.e., lower values). However, there are factors other than maximal model performance to consider in evaluating likelihood—model parsimony. To address model parsimony, the SE of the LOO-ELPD difference between the complete model (COLUMN × DEPTH × ATTENTION) and all other models exceeds five—indicating all terms in the model are useful. Exceeding 5 times the SE is a conservative threshold for evaluating the difference between models through this method (74).
Rhythmic Modulation of Feature Selectivity with Attention. We next sought to determine whether there was temporal variability in feature selectivity. To do so, we computed the FSI as a function of time from the peak of the transient visual response, taken as the peak of the population response averaged across recording sites and columns, to 250 ms following the stimulus array onset. We limited this analysis to the sessions found to show significant enhancement of feature selectivity with attention. We clipped the calculation at the peak of the visual transient response, as the lack of activity prior to the response results in highly variable FSI (presumably because the measure is based on a ratio). We further divided the data into the individual laminar compartments. We noticed that there appears to be rhythmicity of selectivity along all layers—but only in the attention condition. Note that this is an oscillation in feature selectivity, not just neural activity which, if significant, would suggest feature preferences oscillate in time. Qualitatively, a beta-range (15 Hz to 30 Hz) rhythm seems to only appear in the attention condition (Fig. 3A). This corresponds well to a beta oscillation apparent within the locally generated high gamma signal. Quantitatively, a Fourier transform (FFT) of the temporal profile of feature selectivity in the beta range showed a significant boost in the attended condition relative to the unattended condition (Fig. 3B). This was observed in a subset of the data including the transient response as well as a subset excluding the transient, suggesting that this boost is not solely an artifact of the transient peak. In comparing differences between the attention conditions and layers across the beta range, we find that the beta boost linked to attention is present along all layers, albeit stronger in the middle and lower layers than the upper layers (Wilcoxon signed rank, $P < 0.05$). All differences are depicted in Fig. 3C.

Interestingly, the beta rhythm survives a difference computation (Fig. 3D)—meaning the same rhythmicity is not present, or at least mostly attenuated, in the unattended condition. Performing a Fourier fit on the temporal profiles of enhancement in feature selectivity at a beta frequency suggests the enhancement is an oscillation in feature selectivity, not just neural activity which, if significant, would suggest feature preferences oscillate in time. Importantly, the rhythmic modulation of feature selectivity did not depend on microascadades (SI Appendix, Fig. S4), suggesting this is not simply a result of motor-related activity.

Laminar Origins for the Synaptic Currents Generating the Beta Rhythm. As a next step, we sought to determine whether there are changes in synaptic activity that might relate to the generation of the beta oscillation. To do so, we identified troughs in the nonrecalculated beta oscillation (to avoid circular analysis) on a trial-by-trial level and extracted the time-locked CSD, as an estimate of synaptic activation, for both the attended and unattended conditions (Fig. 4). We found a significant current sink in middle and upper layers, time locked to beta troughs in both conditions. Specifically, we computed $t$ tests over time, where significance was defined as 10 consecutive milliseconds of $P < 0.05$. Electrode contacts within each laminar compartment were averaged for computing statistics. In computing the differences between the resultant spatiotemporal profiles of CSD, we found that the superficial current sink was significantly stronger in the attention condition using the same criteria. Moreover, this significant difference largely preceded the beta trough, perhaps indicative of a causal relationship. Thus, beta-driven activation seems to be linked to synaptic interactions in the upper layers of V4.

Beta Coupling. We sought to better characterize the rhythmic activity during this task. We first plotted the gamma power responses along depth, averaged across sessions for both the attended and unattended conditions (Fig. 5B). We next confirmed that these gamma responses were significantly modulated by attention, by performing a $t$ test across time, where significance was defined as $P < 0.05$ for 10 consecutive milliseconds. We noticed a beta-range rhythm along all layers in both conditions. To confirm this observation, we filtered the gamma power in the beta frequency band (15 Hz to 30 Hz) and plotted the result (Fig. 5B). This transformation yields beta modulation of gamma power, hereafter referred to as gamma–beta. We noticed that...
there was no significant difference between the gamma–beta in the attended and unattended conditions (conditions detailed in Fig. 5A). Hence, although beta rhythmicity of feature selectivity is exclusive to the attention condition, beta modulation of the gamma response occurred with or without attention.

We then measured coupling between gamma power along V4 layers and beta. These analyses were limited to low-frequency oscillations during the sustained response (100 ms to 250 ms following array onset), to eliminate confounds related to the transient response. First, we observed beta power along layers for both attention conditions (Fig. 5C). We then performed a Wilcoxon signed-rank test between each of the possible combinations of pairs of laminar compartments to determine whether there was a significant difference in beta ($P < 0.05$). We found that beta power was stronger in the extragranular compartments than the granular and strongest in the lower layers, coinciding with the strongest beta modulation of feature selectivity. At the same time, we determined whether there was a significant difference in beta power along the layers between conditions (Wilcoxon signed rank; $P < 0.05$). This analysis revealed a significant difference between attention conditions across all layers. We then computed the coupling between gamma and beta within the upper layers of cortex—where the beta-generating CSD was found (Fig. 5D). We found that gamma power along all layers was coupled to the upper-layer beta oscillation to a significant degree. However, there was no observable difference in the spatiotemporal profiles between attention conditions. In other words, attention does not seem to modulate beta frequency coupling of V4 neuronal responses, which eliminates a simple, response timing-related explanation for attentional gating of feature selectivity. To ensure this finding was beta specific, we also measured the spatiotemporal profile of power in other low-frequency bands—specifically, alpha (8 Hz to 15 Hz) and high theta (7 Hz to 8 Hz)—as well as their coupling with the gamma activity (SI Appendix, Fig. S5). We found the profiles of power were not identical across frequency bands, nor were the coupling profiles similar. This suggests that our findings are specific to the beta band and not due to generalized broadband low-frequency coupling.

**Fig. 4.** (Left and Center) Synaptic activation measured as CSD for the attended and unattended conditions locked to beta for each respective condition averaged across sessions ($n=30$). Beta rhythm shown here is taken as the average across recording channels along the cortical column with 95% CI. Current sink is observable in the upper and middle layers of cortex coupled to beta. (Right) Difference between attended and unattended conditions. Greater activation in the upper layers is observable in the attention condition highlighted with an outline. Significant synaptic activation and difference between conditions is shown below each color plot. Blue line represents upper-layer CSD, and magenta line represents middle-layer CSD. Abscissa are uniform throughout each plot.

**Fig. 5.** (A) Search array configurations and their respective attention condition assignment. (B) (Left) Temporal profile of gamma power shown across recording sites averaged across cortical columns ($n=30$) from time since stimulus array onset. Upper, middle, and lower compartments are shown as the top five, middle five, and bottom five traces, respectively. Attended condition is shown as red lines, and unattended condition is shown in blue. Significant difference between attended and unattended conditions observed across all recording sites are denoted by an asterisk next to each pair of traces measured through t test through time, where $P < 0.05$ for more than 10 ms. Gamma power responses filtered in the beta band (15 Hz to 30 Hz) shown at right, referred to hereafter as gamma-beta. (Right) Beta rhythm observable across both conditions along all recording sites with no measurable significant differences between traces through the same method. (C) Strength of beta power (not gamma–beta) along recording sites for attended (red) and unattended (blue) conditions taken as the average 100 ms to 250 ms following array onset. Significant difference is denoted at right between attended and unattended conditions through a Wilcoxon signed-rank test ($P < 0.05$). Brackets show significant differences in beta power strength between laminar compartments regardless of attention condition. (D) Gamma power across recording sites (Top) coupled to the upper layers beta oscillation (Bottom) (mean and 95% CI cloud) for the attended (Left) and unattended (Right) conditions taken as the average across sessions ($n=30$). Significant coupling is shown as outline through t test along recording sites and samples relative to beta trough, with a Bonferroni correction applied. Significant coupling between gamma power and beta oscillation is observed in both attention conditions around the time of the beta trough along all layers.
Gamma–Beta Strength Predicts Behavior. Low-frequency oscillations have been linked to performance during attention tasks (34, 75–82). We thus investigated whether low frequencies, specifically those measurable in the locally generated gamma response, were linked to the animals’ behavioral output. Given the coupling between gamma and beta (Fig. 5), we suspected beta as the most promising candidate for a relationship with behavior. To test whether this was the case, we extended our investigation to other low frequencies (theta and alpha). For this analysis, we used the power estimates from the FFT of high gamma as predictors, and used RT (i.e., initiation time of saccade to target) to measure behavioral outcome. Only correct trials were considered, and trials in the unattended condition were subsampled to match the attended condition. To evaluate these potential relationships, we turned to a form of multiple linear regression.

We used a proportional odds logistic regression (POLR) model to assess the relationship between low-frequency power in the gamma response and behavioral outcome. This structure allowed us to vincentize the RT data, and corresponding neural data, into quartiles (i.e., the fastest 25%, the fastest 25%, the slower 25%, and the slowest 25% of trials), and treat it as an ordered factor outcome. In this structure, each recording site contributed four data points (one for each vincentized bin) for each evaluated condition. Results of this approach are summarized in Table 1. The model was fit with the three (theta, alpha, beta) low-frequency power measures as independent variables, each interacted with attention condition and tested under frequentist and Bayesian frameworks. A negative coefficient indicates that stronger magnitude of that frequency modulating the locally generated gamma response is associated with faster RT, and vice versa. We found that both beta power and alpha power were significantly predictive of RT in the attended condition. As beta power increased, RT decreased. As alpha power increased, RT increased. In the unattended case, none of the low-frequency powers were associated with RT. However, the more recent studies ubiquitously support their existence (51–53). Our findings confirm these recent conclusions. It is perhaps worth noting the value in our approach to this question. That is, none of the previous studies recorded neurons simultaneously along the layers of V4, as orthogonal penetrations of V4 are notoriously difficult. Thus, virtually all prior findings relied on indirect assessments of columnar functional architecture. Using MR-guided linear array recordings, we were able to measure simultaneous activity along V4 columns and thus confirm the existence of color columns. Moreover, our results shed some light on discrepancies in previous results. Specifically, we found that different columns prefer different colors, and that they do so at different relative strengths. This finding reconciles both previous functional imaging studies (93–95) and prior neurophysiological studies on color selectivity in V4 (47–49, 96–99). The variability we found at the laminar level might explain the conflicting results regarding the magnitude of selectivity across studies using differing methodological approaches. That is, we found that, despite the existence of color columns, the strength of selectivity for a specific color along depth is not uniform. Instead, V4’s upper layers generally show stronger selectivity than the lower layers—but only in the unattended condition. This is consistent with previous findings along a different feature dimension—namely, orientation tuning (100)—perhaps suggesting a common attribute of feature processing in the absence of attention. Taken together, our results demonstrate that, despite the existence of color columns, V4 color selectivity varies considerably in both the tangential and the radial dimension.

Discussion
Sensory responses in visual cortical microcircuits are modified with attention (5–12, 14–17, 19–22, 62, 83). We sought to understand how feature selectivity is modified in an attention task. To do so, we focused on the columnar microcircuit of V4. We found that enhancement of feature selectivity occurred across the layers of cortex, albeit with variable magnitude. Interestingly, this enhancement was coupled to several cycles of a beta oscillation in the local field potential. Notably, the coupling of feature selectivity to beta oscillations in the neural response was not present in the unattended condition. In other words, feature selectivity only oscillated in synchrony with the beta rhythm when attention was deployed, reminiscent of prior reports where attention-related behavior was linked to low-frequency oscillations in neural activity (13, 75, 77, 79, 84–92). Our findings demonstrate mechanistically that low-frequency rhythms in attentional performance are linked not just to response magnitude but also to periodic changes in feature selectivity (tuning) in visual cortex.

As an initial step in our study, we identified columnar cortical representations for feature selectivity in area V4. Previous work testing for the existence of color columns yielded conflicting results (44, 47–50); however, the more recent studies ubiquitously support their existence (51–53). Our findings confirm these recent conclusions. It is perhaps worth noting the value in our approach to this question. That is, none of the previous studies recorded neurons simultaneously along the layers of V4, as orthogonal penetrations of V4 are notoriously difficult. Thus, virtually all prior findings relied on indirect assessments of columnar functional architecture. Using MR-guided linear array recordings, we were able to measure simultaneous activity along V4 columns and thus confirm the existence of color columns. Moreover, our results shed some light on discrepancies in previous results. Specifically, we found that different columns prefer different colors, and that they do so at different relative strengths. This finding reconciles both previous functional imaging studies (93–95) and prior neurophysiological studies on color selectivity in V4 (47–49, 96–99). The variability we found at the laminar level might explain the conflicting results regarding the magnitude of selectivity across studies using differing methodological approaches. That is, we found that, despite the existence of color columns, the strength of selectivity for a specific color along depth is not uniform. Instead, V4’s upper layers generally show stronger selectivity than the lower layers—but only in the unattended condition. This is consistent with previous findings along a different feature dimension—namely, orientation tuning (100)—perhaps suggesting a common attribute of feature processing in the absence of attention. Taken together, our results demonstrate that, despite the existence of color columns, V4 color selectivity varies considerably in both the tangential and the radial dimension.

Table 1. Strength of oscillatory activity modulating locally generated high gamma predicts behavioral responses when attended

<table>
<thead>
<tr>
<th>Model term</th>
<th>Value [SE]</th>
<th>t</th>
<th>P</th>
<th>95% CI</th>
<th>Median</th>
<th>95% Credible Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>γ − θ (theta, 7 Hz to 8 Hz, a.u.): unattend</td>
<td>−81.8 [97.1]</td>
<td>−0.84</td>
<td>0.40</td>
<td>−272.1, 108.4</td>
<td>82.9</td>
<td>−599.9, 431.3</td>
</tr>
<tr>
<td>γ − α (alpha, 8 Hz to 15 Hz, a.u.): unattend</td>
<td>−8.8 [77.6]</td>
<td>−0.11</td>
<td>0.91</td>
<td>−160.9, 143.9</td>
<td>64.2</td>
<td>−642.2, 520.6</td>
</tr>
<tr>
<td>γ − β (beta, 15 Hz to 30 Hz, a.u.): unattend</td>
<td>40.5 [59.3]</td>
<td>0.68</td>
<td>0.49</td>
<td>−75.7, 156.7</td>
<td>70.9</td>
<td>−323.1, 467.5</td>
</tr>
<tr>
<td>γ − θ (theta, 7 Hz to 8 Hz, a.u.): attend</td>
<td>−29.9 [92.5]</td>
<td>−0.31</td>
<td>0.75</td>
<td>−210.3, 152.4</td>
<td>78.6</td>
<td>−548.9, 702.1</td>
</tr>
<tr>
<td>γ − α (alpha, 8 Hz to 15 Hz, a.u.): attend</td>
<td>326.9 [73.1]</td>
<td>4.47</td>
<td>7.7e−4</td>
<td>183.7, 470.3</td>
<td>284.6</td>
<td>−357.1, 930.8</td>
</tr>
<tr>
<td>γ − β (beta, 15 Hz to 30 Hz, a.u.): attend</td>
<td>−342.9 [40.49]</td>
<td>−8.47</td>
<td>2.4e−17</td>
<td>−422.3, −263.6</td>
<td>−330.1</td>
<td>−605.4, −65.1</td>
</tr>
</tbody>
</table>

Results of multiple linear regression in the form of POLR. Both the frequentist and Bayesian forms of the POLR were tested. Model was designed to fit vincentized RT using three coefficients: power in theta (γ), alpha (α), and beta (β) derived from an FFT of the locally generated gamma power (γ). These were interacted with attention condition. Data from both monkeys (n = 2) across all sessions (n = 30) were included. Each recording site (n = 450) contributed 24 data points (4 vincentized bins × 3 modulating frequencies × 2 attention conditions). Significant coefficients are displayed in red (frequentist form, P column; Bayesian form, 95% Credible Interval column), with direction of relationship between coefficient and outcome indicated as negative or positive numbers in the value column.
One important limitation of the current study when considering precision in these color representations is that we were limited to testing only two colors out of the entire gamut available to trichromats. Moreover, our determination of sololuminance was based on a human ideal observer rather than psychophysical testing of each animal. Many of our conclusions thus are based on the assumptions 1) that there were little to no luminance differences between our stimuli that could explain our results in the absence of hue selectivity and 2) that the evidence for red and green color columns can be extended to other parts of the color spectrum as well. We believe that assumption 1 can be justified by the fact that the absorption spectra of macaque and human L and M cones differ negligibly (101) (but see ref. 102) and that direct psychophysical evaluation suggests that humans and macaques perceive colors similarly (103). Importantly, evidence that we gathered from indirect measures suggested that luminance varied negligibly. Both RT (104) and neural response latencies (105) vary with luminance of stimuli. In our dataset, we find no variability in these measures between the red and green stimuli (SI Appendix, Table S2). Furthermore, previous work has found no support for a functional organization for luminance in V4 (51), making our interpretation, that the columnar organization we observe is due to color selectivity rather than luminance, the more parsimonious conclusion. Nonetheless, it is important to note that it cannot entirely be ruled out that at least some of the results we obtained are due to differences in luminance rather than hue. Similarly, while assumption 2 remains largely a conjecture, it rests on our direct findings for colors red and green as well as the array of previous studies providing indirect evidence for V4 color columns across a wider area of the gamut (47, 48, 52, 53). Further investigation is necessary to determine whether the laminar differences we found extend to different colors. Furthermore, given the representation and tuning for color varies across the cortical sheet (106) and the limited portion of V4 where orthogonal laminar recordings can easily be achieved, additional variability might exist beyond what we observed here. While more general questions regarding the nuances of the laminar organization of color selectivity remain, the finding that V4 columns act as functional microcircuits for the processing of different color stimuli is consistent with the principles of a canonical cortical microcircuit (54–56).

The surprising result was not just that the attention-enhanced feature selectivity fluctuated in a beta rhythm but also that the beta rhythm was present in our neural activity regardless of attention condition. This result might suggest that the beta rhythm observed in our data is not necessarily generated through a cognitive process but is rather more associated with sensory or perceptual processing. Support for this conclusion can be found in other work. Notably, direct modification of low-frequency neural oscillations in V4 through optogenetics impairs perception (107). However, other work suggests that these low-frequency oscillations are top-down in origin and regulate the enhancement of bottom-up responses (108) and are not dependent on early visual cortical areas (109). Other studies more generally suggest a top-down role for beta activity with respect to attention (110–114), subjective visual detection (115, 116), working memory (117, 118), and other phenomena involving feedback (119). As our data are limited to V4, we cannot directly test for a source for the beta oscillations. It is noteworthy, however, that the beta rhythm in both attention conditions has associated current sinks in both the granular, feedforward input layer and the superficial layers of cortex. Perhaps more insight can be gained from exploring the putative functional architecture that would be supporting these findings, as well as the instantiating mechanism.

One consideration is the array of afferent and efferent connections of V4. Area V4 seemingly assumes an important position in the visual cortical hierarchy with respect to attentional selection and modulation when considering its anatomical connections. It shows attentional modulation across various tasks and has connections to both earlier and later visual cortical areas, as well as connections to frontal attentional control structures (97, 120–122). Moreover, these frontal structures have a demonstrable impact on sensory processing in V4 (123). For example, inactivation of the frontal eye field (FEF) at sites corresponding retinotopically to recorded V4 neurons reveals that FEF contributes to the presaccadic specification of visual target features (124). Also of note is that inactivation of ventral prefrontal areas (VPA) in frontal cortex eliminates effects of feature attention in V4 (125).

Assuming the beta oscillation we describe has a prefrontal origin, the target of frontal feedback connections to V4 would likely be the extragranular layers (54–56, 126), which coincides with where we observe the difference in beta-generating CSD. However, it is worth noting that the deep layers of V4 have previously been shown to be most associated with behavioral outcome (100), whereas the behavior-associated synaptic activity in our study was located to the upper layers of V4. This apparent discrepancy could be reconciled by upper-layer synaptic activity perhaps driving apical dendrites from deep-layer visual cortical neurons (127). Regardless, the extragranular nature of this signal might suggest that top-down connections play a role in our findings.

Models of visual attentional selection promote an important role for area V4 interacting with other visual cortical and frontal areas (128). With these connections and interactions in mind, the connections between frontal areas like FEF or VPA and V4 are one likely source for the mechanism manifesting the frequency gating we observe in sensory processing and seem a good candidate for further investigation. Specifically, frontal attentional control structures might excite V4 in a beta-rhythmic fashion and with laminar specificity such that targets of attention are enhanced only with that rhythm. That is, frontal structures could regulate the bottom-up neural response such that the recipients of V4 output are more sensitive to behaviorally relevant information. However, recent work also provides causal evidence of a role of posterior parietal cortex in pop-out modulation and the saccadic selection of salient stimuli (129). Given the interconnectivity of V4 and parietal areas (121) coupled with these findings, posterior parietal cortex becomes another possible source for the results reported here.

Recent reports have demonstrated a link between spiking activity and low-frequency oscillations that is predictive of behavioral outcome in frontoparietal attention networks (130). Given the similarity with our findings, it seems a link could be hypothesized between this network and the sensory processing stage we document here. However, it is important to note that their findings were restricted to visuomovement neurons in FEF. In another attention task, visual neurons in FEF, but not movement or visuomovement neurons, showed enhanced gamma-frequency synchronization with activity in V4 (89). Yet, it may also be that the populations of functional cell types in FEF are more nuanced than previously thought, so alternative labeling of these populations might reveal a link through functional mappings (131). While speculative, this hypothesis can be tested empirically to determine whether there is a direct link between the behavior-associated beta found in the oculomotor system and that found at the sensory processing stage documented here.

In considering possible instantiating mechanism neural pathways, it is also useful to consider the nature and conditions of the attention allocation. Specifically, do these findings arise from an endogenous, goal-directed process or from an exogenous, stimulus-driven mechanism? Pop-out singleton stimuli are known to capture attention (132, 133). The exogenous factors of the task used in this study are known to modulate V4 activity when endogenous factors are controlled for (134), but endogenous saccadic preparation can also modulate V4 activity (135).

One consideration is the array of afferent and efferent connections of V4. Area V4 seemingly assumes an important position in the visual cortical hierarchy with respect to attentional selection...
Thus, the findings of this paper could result through exogenous or endogenous means. Speculatively, an exogenous mechanism seems most plausible. This rests on three independent observations: 1) The animals’ task was efficient pop-out search, which is thought to involve exogenous, stimulus-driven attention (136). 2) The V4 response to the array of visual stimuli comprises a beta component regardless of attention condition, suggesting that attention-related feedback is not necessary for beta-range rhythmicity to emerge in V4. 3) The beta-modulated feature selectivity arises within the initial transient response, before feedback can evolve. To bolster support for observation 3, enhancement of feature selectivity should be present before feedback activity [about 100 ms following array onset (137, 139); see SI Appendix, Fig. S5]. Sensory cortex may be sufficient to select the attentional target in this task without frontal or parietal help. Models of exogenous selection can locate salient items solely through local lateral inhibition (e.g., refs. 139 and 140). Taken together, these factors are consistent with the conjecture that the beta-gated enhancement with attention arises through a bottom-up process. It is noteworthy that slow, rhythmic fluctuations of V4 responses coupled to attention have previously been shown to emerge through competitive interactions between neighboring neurons (82). However, as noted, the dissociation of exogenous and endogenous attentional components in this task is indirect, so further work is required to disentangle them.

SI Appendix. Appendix A. Methods

Materials and Methods

All procedures were in accordance with the NIH Guidelines and the Association for Research in Vision and Ophthalmology (ARVO) Statement for the Use of Animals in Ophthalmic and Vision Research (2018). All manipulations of animal recordings and analyses were conducted on a cluster of 24 nodes equipped with Xeon 2.66 GHz processors, 18 GB RAM, and a 500 GB hard drive. All analyses were performed using the R statistical language (45). Data have been deposited in Dryad (DOI: 10.5061/dryad.3r228g4h).
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