Response times from ensembles of accumulators
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Decision-making is explained by psychologists through stochastic accumulator models and by neurophysiologists through the activity of neurons believed to instantiate these models. We investigated an overlooked scaling problem: How does a response time (RT) that can be explained by a single model accumulator arise from numerous, redundant accumulator neurons, each of which individually appears to explain the variability of RT? We explored this scaling problem by developing a unique ensemble model of RT, called e pluribus unum, which embodies the well-known dictum “out of many, one.” We used the e pluribus unum model to analyze the RTs produced by ensembles of redundant, idiosyncratic stochastic accumulators under various termination mechanisms and accumulation rate correlations in computer simulations of ensembles of varying size. We found that predicted RT distributions are largely invariant to ensemble size if the accumulators share at least modestly correlated accumulation rates and RT is not governed by the most extreme accumulators. Under these regimes the termination times of individual accumulators was predictive of ensemble RT. We also found that the threshold measured on individual accumulators, corresponding to the firing rate of neurons measured at RT, can be invariant with RT but is equivalent to the specified model threshold only when the rate correlation is very high.

Response time (RT) is a core measure of human decision-making in experimental psychology (1). The random variation of RT across otherwise identical trials has been a puzzle since the mid-19th century. Since the 1960s, this variation of RT—measured in a wide range of perceptual, cognitive, and economic tasks (1–5)—has been explained through stochastic accumulator models. These models assume that a response is generated when evidence accumulates at a certain rate (v) over time to a threshold (θ) and that the stochastic variation of RTs arises primarily from random fluctuations in accumulation rates (Fig. 1A). Historically, these models were formulated and tested before data on the underlying neural processes were available.

Subsequently, neurons exhibiting accumulating discharge rates in various RT tasks have been found in sensory, sensorimotor, and motor brain structures; in premotor circuits for limb and eye movements it is known that the neurons with accumulating activity are necessary and sufficient for initiating movements (6, 7). Movements are initiated when the trial-averaged accumulating spike rate of these neurons reaches a fixed activation level (6) (4RT) like a threshold, and the distribution of RTs is accounted for by the stochastic variability in the rate of growth of neural activity toward 4RT (Fig. 1B). This discovery inspired the conjecture that individual neurons instantiate the evidence accumulation process described by stochastic accumulator models (6). This conjecture has stimulated extensive research replicating the original observation and equating accumulator model parameters with measures of neural dynamics assessed by spike rates (8–17), EEG (18, 19), magnetoencephalography (MEG) (20), and functional MRI (21–23) and simulated with neural network models (24–28).

However, this productive line of research has overlooked a fundamental scaling problem. On the one hand, the behavior of specific single neurons seems sufficient to account for the RT of the whole brain. On the other hand, we know that ensembles of tens of thousands of neurons are necessary to produce any action (SI Text, How Many Neurons Produce a Movement?). Hence, how can each individual accumulator neuron, recorded in isolation, seem sufficient to initiate a movement by crossing a unique threshold when no single accumulator neuron is necessary for a movement to occur? In other words, how is the accumulating activity of numerous redundant and idiosyncratic neurons in a large ensemble coordinated and combined to produce variable RTs that can be predicted by a model consisting of just a single stochastic accumulator? This question has not been addressed previously (SI Text, Extension of Previous Work).

This question is challenging to investigate empirically because the limited number of spikes emitted by individual neurons precludes reliable assessment of single-trial dynamics, and simultaneous measurement of numerous functionally homogeneous neurons is not possible with current technology. Therefore, we performed computer simulations of ensembles of stochastic accumulators.

We address four major issues. First, we investigate how RT distributions can be explained both by a single accumulator model and by the ensemble activity of many accumulators. Second, we explore how RT distributions scale with the accumulator ensemble size. Third, we investigate how the 4RT measured across trials from an individual accumulator can be invariant with RT even though RT is produced by a large ensemble of accumulators with different growth rates. Fourth, we explore how the measured 4RT from an individual accumulator relates to the actual threshold of that accumulator (θ).

To address these issues, we developed a unique ensemble model of RT, called e pluribus unum (EPU), which embodies the well-known dictum “out of many, one.” Stochastic accumulator models are typically designed to explain both RT and accuracy obtained in choice tasks. However, our questions are specifically centered on the basic variability of RT that is observed in responses in any task. Thus, this model does not address accuracy, although we envision natural extensions of this approach to racing or competing ensembles of accumulators embodied by simple differential equations or in more complex spiking network models.

Significance

The delay of responding to stimuli, known as response time (RT), is randomly variable. Psychologists explain this variability through models in which RT is dictated by the termination of a single random accumulation process. Neurophysiologists explain this variability through the dynamics of neurons sampled from very large networks. This paper explains how these radically different scales of explanation can both be correct.
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In single-accumulator models, RT critically depends on two key parameters: the accumulation rate (v) and the threshold (θ). Extrapolating these parameters to the ensemble case is not trivial (Fig. 1C).

First, how are accumulation rates coordinated across the ensemble? At one extreme, if all accumulators share identical dynamics, then the ensemble reduces to one accumulator (Fig. 1C, Inset), yet perfect correlation is implausible (29). At the other extreme, if all accumulators have uncorrelated dynamics, then unrealistic RT variability would occur. Moreover, uncorrelated dynamics would also be implausible from a biological perspective, given that ensembles receive common inputs, have recurrent connections, and are modulated by common neurotransmitter systems. We investigated this question by sampling correlated accumulation rates, with rate correlation (r_v) varying between 0.0 and 1.0. Though the range of rate correlations we simulated exceeds the noise correlation found among neighboring neurons (30, 31), they can arise naturally from redundancy in common inputs, recurrent connectivity, and modulation by a common source (32–34).

Second, how is ensemble activity combined to produce one RT? At one extreme, if RT is specified by the time when the fastest accumulator reaches threshold, the RT distribution will shrink with ensemble size. At the other extreme, if RT is specified by the time when the slowest accumulator reaches threshold, the RT distribution will expand with ensemble size. How large is the region between these two extremes where the RT distribution remains stable with ensemble size? We investigated these questions by assuming that each accumulator projects to a unit that either tallies the proportion of accumulators having crossed a threshold activation (a “polling” mechanism akin to quorum sensing) (35) or monitors the average firing rate of the ensemble (a “pooling” mechanism akin to the vector averaging that guides movement dynamics in final common neural circuits that initiate movements) (36, 37). When this unit tallies a critical proportion of units hitting threshold (p_N, polling) or reaches a threshold of average activity (θ_{trigger}, pooling), an overt response is triggered that is measured as RT.

We determined how RT distributions and the dynamics of individual accumulators were influenced by three ensemble properties: the number of accumulators (1 ≤ n ≤ 1,000), the correlation of accumulation rates across accumulators (0.0 ≤ r_v ≤ 1.0), and the termination rule of the accumulation process (polling: 0% < p_N ≤ 100%; and pooling: Σ A_i(t)/N ≥ θ_{trigger}). We explored two influential types of stochastic accumulator models, one assuming within-trial as well as between-trial variability in accumulation (diffusion model) (38) and one assuming only between-trial variability (linear ballistic accumulator model) (39), as well as four variants making additional assumptions. Conclusions based on simulation of these models agreed, so we present the simple linear ballistic accumulator model here and the diffusion model and other more complex models in SI Text, Robustness of Findings.

**Results**

**RT Distributions from One and Many Accumulators.** We began by identifying the conditions under which an individual accumulator model (n = 1) and a large-ensemble accumulator model (n = 1,000) predict RT distributions with similar shapes, defined as overlapping 95% confidence intervals over all five RT quintiles (0.1, 0.3, 0.5, 0.7, 0.9). We observed that an individual accumulator model and a large ensemble accumulator model predict RT distributions with virtually indistinguishable shapes if accumulation rates are at least moderately correlated (r_v ≥ 0.6) with intermediate termination rules. Much higher rate correlations (r_v ≥ 0.9) are necessary under extreme termination rules (Fig. 2).

Similar results were obtained under a pooling mechanism (Fig. 2, rightmost column). Thus, RT distributions can be explained both by an individual model accumulator and by accumulating activity of large neuronal ensembles only if their activation dynamics are moderately correlated and RT is not governed by extremely fast or slow accumulators.

**RT Distributions Over a Range of Accumulator Ensemble Sizes.** We also investigated the invariance of RT distributions over a range of ensemble sizes to determine whether RTs may be invariant once some critical ensemble size is reached. Knowing that the same RT distributions are predicted whether an ensemble has 10
ensembles, or 1,000 accumulators or more provides important insights into the properties of ensemble dynamics. It may be that ensembles need to be “large enough” but that the precise size of the ensemble has little effect on the RT that the ensemble generates.

Extending the analysis above, we investigated how RT distributions scale with accumulator ensemble size. We identified conditions under which a small-ensemble model (n = 10) and an intermediate-ensemble model (n = 100) predict RT distributions with similar shapes as a large-ensemble model (n = 1,000). RT distributions were invariant across ensembles with at least 10 accumulators if accumulation rates were at least modestly correlated (r ≥ 0.3) and termination rules avoided the extremes (10% ≤ pN ≤ 90%). RT distributions were invariant across larger ensembles (n ≥ 100) with even lower rate correlations (r ≥ 0.1). Only if accumulation rates were uncorrelated (r = 0.0) or termination rules were extreme (pN = first and pN = last) did RT distributions vary dramatically in scale and shape with ensemble size (Fig. 2). Similar findings were observed when RT was determined by the pooling termination mechanism (Fig. 2, rightmost column) and with other accumulator model variants we investigated (SI Text, Robustness of Findings).

Variability in RT remains remarkably constant across different ensemble sizes over a large proportion of parameter space. Only for uncorrelated accumulators and extreme termination rules (pN = first or pN = last) does ensemble size affect RT variability, a lack of invariance anticipated by extreme value statistics. By analogy to the central limit theorem, we can perhaps anticipate why median RT remains invariant with ensemble size. However, there is no single mathematical property that might allow us to anticipate why variability in RT is invariant with ensemble size across correlated samples and intermediate termination rules, so we need to rely on simulation. To begin with, we know that for pN = first, variability decreases with ensemble size, and for pN = last, variability increases with ensemble size. So at some point in the range of termination rules we might expect an invariance of variability with ensemble size. What is striking is that this invariance is observed across all of the intermediate termination rules we investigated, not just a single value of termination rule. Also, for small ensemble sizes, variability is largely dominated by sampling variability across those few accumulators, and low correlations between accumulator rates may have only a small influence on the predicted variability from trial to trial. By contrast, for large ensemble sizes, variability is largely dominated by the between-trial variability introduced by the correlation between accumulator rates. These counteracting effects of ensemble size and correlation largely cancel each other out, producing invariance in RT distributions over a range of model parameters and model architectures (SI Text, Robustness of Findings) that we did not anticipate.

Invariance of A_{RT} with RT. We then investigated how the trial-averaged A_{RT} from an individual accumulator can be invariant with RT even though RT is produced by a large ensemble of accumulators. Most accumulator models are based on thresholds that are invariant across RT (40–42), and multiple laboratories have observed invariant thresholds of neural discharge rates (6–17). However, the A_{RT} of an individual accumulator participating in the ensemble is not guaranteed to reach the same value on each trial because of the stochastic nature of its accumulation process—on some trials it has reached 0 and contributes to the measured RT, but on other trials it has not yet reached 0 and so does not contribute (Fig. 1C). Though it is trivially true for a single accumulator that A_{RT} will be invariant with RT, it is unknown whether large ensembles of accumulators with intermediate termination rules and accumulation rate correlations reproduce the invariance of A_{RT} with RT that is regularly measured in neurophysiology.

Just like a neurophysiology experiment would randomly sample one neuron in some brain region, we randomly selected one accumulator in the ensemble and measured A_{RT} for that accumulator on each simulated trial. We then quantified how the slope of the linear regression of A_{RT} over RT varied for ensembles of 10, 100, and 1,000 accumulators (Fig. 3), mimicking the approach used in neurophysiological analyses. For small ensembles (n = 10), A_{RT} was invariant over RT under intermediate termination rules (10% ≤ pN ≤ 90%) and moderate rate correlations (r ≥ 0.4). With many accumulators (n = 1,000), the invariance of A_{RT} with RT was only violated for the earliest termination rule (pN = first) and low accumulation rate correlations (r ≤ 0.3). Under a pooling mechanism, the invariance of A_{RT} with RT was never violated. Thus, the invariance of A_{RT} with RT emerges from the dynamics of individual accumulators operating in large ensembles, even though the dynamics of no single accumulator uniquely determine RT.

Relationship Between A_{RT} and 0. Finally, we explored how the A_{RT} measured from an individual accumulator relates to the actual threshold of that accumulator (0). In the neurophysiology literature, it is commonly assumed that the A_{RT} of an individual neuron represents a threshold like that in stochastic accumulator models. However, because A_{RT} is a trial-averaged measure and the true threshold of a neuron (0) is unknown, we do not know how closely the value of A_{RT} approximates the value of 0.

As expected, with n = 1, A_{RT} was constant with RT and identical across trials, and the measured A_{RT} equaled the model parameter 0. However, in ensembles operating under intermediate termination rules (10% < pN < 90%) A_{RT} varied significantly between trials (Fig. 4). Thus, individual accumulators acting in ensembles do not reach the same activation level at RT.

Fig. 2. Predicted RT distributions as a function of ensemble size (N), termination rule (pN), and accumulation rate correlation (r). Each panel shows the 0.1, 0.3, 0.5, 0.7, and 0.9 RT quantiles on a log-log scale (the x axis ranges from 10^0 to 10^3; the y axis ranges from 10^-2 to 10^-3) as a function of N, pN, and r, vary across columns and rows, respectively. We identified conditions (pN and r) under which RT distributions were (i) invariant over the entire interval of N (i.e., 1,100; white panels), (ii) invariant with N over the interval (10,1,000; light gray panels), (iii) invariant with N over the interval (100,1,000; medium gray panels), and (iv) not invariant with N (dark gray panels).
on each trial, meaning that measured $A_{RT}$ is not necessarily equivalent to the threshold specified by the model ($\theta$) for any given accumulator. Analogous nonequivalence was observed for pooling mechanisms. We further observed that the termination rule determined how closely $A_{RT}$ approximated $\theta$. Under early termination rules ($p_N < 50\%$), average $A_{RT}$ was less than $\theta$. Under late termination rules ($p_N > 50\%$), average $A_{RT}$ was greater than $\theta$. Under the median termination rule ($p_N = 50\%$), average $A_{RT}$ equaled $\theta$; this entails that the relationship between $A_{RT}$ and $\theta$ cannot be determined without knowledge of the termination rule. The accumulation rate correlation determined the magnitude of variability in $A_{RT}$. The more homogeneous the accumulators, the smaller the variability in $A_{RT}$ and the closer the agreement with $\theta$, which implies that the degree of stochastic variation in $A_{RT}$ is indicative of the homogeneity of the accumulation process in the ensemble. Together, though these findings demonstrate unanticipated complexity in the relationship between $A_{RT}$ measured in an individual accumulator and the true $\theta$ that defines its dynamics, in conditions under which one accumulator resembles many, the average $A_{RT}$ measured from neurons is a fair proxy of the relation of $\theta$ to RT.

**Discussion**

Before carrying out these simulations, we thought that different combinations of ensemble size, accumulation rate correlation, and termination rule might produce markedly different qualitative behavior. Instead, we observed that the RT distributions predicted by large ensembles of redundant accumulators were invariant with ensemble size, except in the conditions of extreme termination rules and low accumulation rate correlations. These results did not depend on the particular form of the accumulator, variation in parameters such as leakage or within-trial noise magnitude, and consistency of $\nu$ and $\theta$ across accumulators (SI Text, Robustness of Findings).

These findings complement previous models of decision-making by incorporating stochastic variability across multiple redundant accumulators and specifying constraints on the degree of consensus necessary for robust performance across variation in ensemble size. The rate correlations we found exceed the noise correlation found among neighboring neurons (30, 31) but can arise naturally from redundancy in common inputs, recurrent connectivity, and modulation by a common source (32–34, 43). Consensus through correlation of accumulation rates also prevents extreme neural activity from governing behavior.

These findings also provide clarification and caution about the conjecture that the activation level reached by particular neurons before RT ($A_{RT}$) corresponds conceptually and quantitatively to the threshold parameter of accumulator models ($\theta_{trigger}$). This linking proposition cannot be taken for granted (44), and the current demonstration that mapping model parameters onto measures of individual accumulators depends on unobserved statistical properties of the ensemble in which these accumulators operate. However, the EPU model demonstrates the necessity of obtaining multielectrode recordings to assess correlations in neural accumulation rates. These recordings should be made from homogeneous ensembles of neurons at different sensorimotor levels, but most importantly in neurons projecting to brainstem and spinal circuits that innervate motor neurons; this can provide key insights into termination rules and variability of $A_{RT}$ across trials. These observations are crucial to validating the mapping of model parameters onto neural measures. However, the robustness of the relationships between RT distributions and ensemble size may reveal how measurements at different scales (single neurons, multunit activity, local field potentials, EEG, MEG, fMRI) can appear to relate so well to the parameters of accumulator models.

**Fig. 3.** Relationship between $A_{RT}$ and RT as a function of ensemble size (N), termination rule ($p_N$), and accumulation rate correlation ($r_N$). Each panel shows the linear regression slope of $A_{RT}$ on RT, expressed as colored pixels, for three ensemble sizes (Left, $n = 10$; Center, $n = 100$; Right, $n = 1,000$) and all combinations of termination rules and accumulation rate correlations. Hatched pixels indicate parameter combinations for which the slope of the linear relationship between $A_{RT}$ and RT was zero and nonsignificant.

**Fig. 4.** Distribution of measured activation level around RT ($A_{RT}$) between trials in a randomly selected accumulator as a function ensemble size (N), termination rule ($p_N$), and accumulation rate correlation ($r_N$). The x-axis ranges from $10^2$ to $10^3$, and the y-axis ranges from $10^0$ to $10^3$. Other conventions as in Fig. 2. Individual threshold ($\theta$, red line) was identical across accumulators. Thus, correspondence between $A_{RT}$ and $\theta$ is indicated by overlap of distributions (black lines) and threshold (red line).
To summarize, the random variation of RT has been explained through models of a stochastic accumulation process and through measures from individual neurons that appear to correspond to that process. This juxtaposition entails a previously unaddressed scaling problem—how can the activity of a multitude of redundant neurons map onto a single model accumulator? We now show how coordinated stochastic accumulation among many redundant accumulators can produce realistic RT distributions and accumulator dynamics regardless of the number of accumulators over a wide range of ensemble parameters, requiring only modest accumulation rate correlations and prohibiting the fastest or slowest accumulators from governing performance. Under this design principle, the dynamics of individual accumulators predict the behavior of the ensemble. In future work, these scaling properties can be explored in two complementary approaches. First, the EPU model can be extended to more complex models explaining performance in choice and stopping tasks (SI Text, Future Model Extensions). Second, as technologies develop to map the activity of large ensembles of neurons in the brain (45), it will become more tractable to monitor the activity of ensembles of neurons in circuits instantiating accumulation and threshold mechanisms (SI Text, Neural Threshold Mechanisms), providing an opportunity to verify the predictions of our simulations.

Materials and Methods

EPU Model. Embodying the well-known dictum “out of many, one,” we simulated ensembles of \( N \) stochastic accumulators (2) to understand how one RT is produced from that ensemble. With bold letters used to represent \( N \)-dimensional vectors, the ensemble of accumulators is governed by the following stochastic differential equation

\[
\frac{dA(t)}{dt} = (v - k \cdot A(t)) dt + \sqrt{\frac{dt}{\tau}} \cdot \mathbf{\Theta},
\]

Eq. 1 implies that the change in activation \( dA \) at every time step depends on the activation rate \( v \) driving the accumulators toward threshold \( \theta \), the leakage constant \( k \) pushing activation back to baseline as it becomes larger, and Gaussian random noise \( \xi \). The linear ballistic accumulator model presented in Results assumed no leakage and no within-trial Gaussian random noise, but we do consider models with these characteristics in SI Text, Robustness of Findings.

We sampled \( v \) from an \( N \)-dimensional multivariate lognormal distribution, \( v \sim N(\mu, \Sigma) \), where \( \mu \) is a vector of identical location parameters and \( \Sigma \) is the covariance matrix. This covariance matrix was computed as

\[
\Sigma_{ij} = \sigma^2 \cdot \tau
\]

where \( \tau \) is the accumulation rate correlation matrix with off-diagonal elements equal to \( \tau_{ij} \) and \( \sigma \) is the scale parameter of the lognormal distribution.

We sampled \( v \) from a multivariate log-normal distribution for three reasons. First, the lognormal distribution takes positive values only and is therefore a natural choice for modeling accumulation rates of movement neurons that increase firing rate before a movement (46). Second, log-normal race models with similar parameter values (see below) can account for the shape of RT distributions (47). Third, the multivariate log-normal and multivariate normal are the only distributions for sampling correlated random variables with simple analytic solutions. In additional simulations, we demonstrate that the type of sampling distribution does not change findings qualitatively (SI Text, Robustness of Findings).

We assumed identical accumulation distributions (mean \( = 1 \) and SD \( = 1 \)) and thresholds (\( \theta = 100 \) units) across accumulators; this seems to contrast with the idiosyncrasy of neurons, but much of this idiosyncrasy is eliminated in the analysis of neurophysiological data through normalization of spike density functions. Moreover, additional simulations demonstrate that varying accumulation rate distributions and thresholds across accumulators did not alter our findings qualitatively (SI Text, Robustness of Findings).

Following the stochastic accumulator literature (1, 3), RT was modeled as the sum of the duration of three processing stages: (i) a stimulus-encoding stage with fixed duration (\( T_E = 100 \) ms), during which activation level of all \( N \) accumulators was equal to zero, \( A(0) = 0 \); (ii) an accumulation stage with variable duration (\( T_A \)), during which \( A \) increased with rate \( v \) toward \( \theta \) until the termination rule was met (see Introduction); and (iii) a response-execution stage with fixed duration (\( T_R = 15 \) ms), during which \( A \) continued to increase. \( T_E \) and \( T_R \) were set in accordance with values measured empirically (48) and used in previous neurally constrained stochastic accumulator models (49). If the accumulation process had not met the termination rule within 100 s, it was aborted and no RT was logged. This cutoff time was chosen so that an RT was obtained in >90% of all simulated trials under all combinations of ensemble size, accumulation rate correlation, and termination rule.

Monte Carlo Simulations. Simulations were performed in MATLAB (MathWorks Inc., version 7.13), running in parallel on the high-performance computer cluster at the Vanderbilt Advanced Center for Computing for Research and Education.

We manipulated three key parameters: ensemble size \( N \), accumulation rate correlation \( r_v \), and termination rule \( \rho_N \). We varied the ensemble size across 20 levels (1 ≤ \( n \) ≤ 1,000, in increments of 10 between 10 and 100 accumulators and in increments of 100 between 100 and 1,000 accumulators), the accumulation rate correlation across 11 levels (0.0 ≤ \( r_v \) ≤ 1.0 in increments of 0.1), and the time was chosen so that an RT was obtained in >90% of all simulations and that the descriptive statistics by estimating the 2.5th and 97.5th percentile of the distribution across the 1,000 repetitions.

For each combination of those three key parameters, a simulation consisted of 1,000 Monte Carlo repetitions of 500 trials. On each trial, we simulated \( N \) correlated, redundant accumulation processes. When a critical proportion of these accumulators reached threshold \( \rho_N \) (polling mechanism) or when the average activity across all accumulators reached threshold \( \Sigma A(t)/\Sigma \gtrsim \theta_{\text{th}} \), yielding a total of 2,640 RT models. Although neuronal ensembles constitute many more accumulators, we did not go beyond 1,000 due to limitations of computational time and resources. In some versions of the models we investigated ensemble sizes of 5,000–10,000 and found the same results. Moreover, previous work has demonstrated that intrinsic noise correlations among neurons entail upper limits on pool size (50).

For each set of 500 trials, we computed a number of descriptive statistics. To characterize the distributions of RT and \( A_{\text{RT}} \), we computed five quantiles (0.1, 0.3, 0.5, 0.7, and 0.9). To describe the relationship between \( A_{\text{RT}} \) and RT, we sorted trials by RT, binned them into groups of 10, and computed the linear regression slope of the relationship between \( A_{\text{RT}} \) and RT. The 1,000 Monte Carlo repetitions enabled us to compute 95% confidence intervals on the descriptive statistics by estimating the 2.5th and 97.5th percentile of the distribution across the 1,000 repetitions.

To determine the conditions under which RT distributions can be explained by 1 and 1,000 accumulators, we identified accumulation rate correlations and termination rules producing overlapping confidence intervals for each RT quintile. To determine how RT distributions scale with ensemble size, we repeated the same analysis for the \( n = 10 \) vs. \( n = 1,000 \) and \( n = 100 \) vs. \( n = 1,000 \) comparisons. To determine conditions under which \( A_{\text{RT}} \) was invariant with RT, we identified accumulation rate correlations and termination rules that produce regression slope confidence intervals including zero, separately for \( n = 10, n = 100, \) and \( n = 1,000 \).
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SI Text

How Many Neurons Produce a Movement? Consider a saccadic eye movement. In asking how many neurons prepare a saccade, one discovers a specific lack of information about density and number of neurons in various structures. However, an approximate calculation (1) based on the results of inactivation, lesion, and anatomical investigations indicates that at least 10^5 neurons are necessary to produce a saccade. Note that the systematic simulations we report in the paper only show ensemble sizes up to 10^4 accumulators. For some models, we did explore ensembles up to 10^9 accumulators, but as we note in the article, predicted dynamics of ensembles of size 10^5 or greater were either invariant or not. Simulations of ensemble of size 10^5 would be computationally prohibitive and would not have provided further insight given their computational cost.

To determine our 10^5 estimate, we summed the number of neurons in the structures in which presaccadic activity related to the timing of the initiation of the movement; this includes the frontal eye field, superior colliculus, thalamus, basal ganglia, and brainstem. Estimates of the density of neurons and glia in the cerebral cortex and other structures have been determined (2–6). Our calculation is based on an estimate of 73,000 neurons per square millimeter in cerebral cortex, based on measurements ranging from 20,000 to 92,000 neurons per square millimeter of 146,000 cells of all types per square millimeter. We take the cortical area of frontal eye field (FEF) to be 50 mm^2, so assuming a uniform 2-mm cortical depth, the total cell number in FEF is 7.5 million (low, 2 million; high, 9.2 million). However, if only the pyramidal cells in layer 5 are responsible for saccade generation, then this count must be reduced proportionally by estimating the thickness of layer 5 at 0.05 mm: 182,500 (low, 50,000; high, 230,000). Counts of cells in the superior colliculus (SC) arrive at a value of ~7 million total cells in the SC with ~25% of those being neurons (4). Assuming the intermediate layers constitute 40% of the thickness of the SC and that 50% of the neurons in the intermediate layers contribute to saccade generation, the number of neurons is 350,000. Restricting the thalamus contribution to the lateral sector of the medial dorsal nucleus and assuming again that 50% of these neurons contribute to saccade generation, the count is 100,000. Assuming that the number of neurons in the caudate nucleus and the substantia nigra pars reticulata that contribute to saccade generation are equivalent to that in the superior colliculus, then the basal ganglia contribution is 700,000. Finally, we assume that there are 10,000 long-lead burst neurons in the brainstem. Based on all these assumptions and estimates, the total number of presaccadic movement-related neurons amounts to 9.9 × 10^5. Now, because presaccadic movement neurons have movement fields, not every neuron contributes to each saccade of a particular direction and amplitude. If we assume that one-third of the neurons are active before any saccade, then the total is 3.3 × 10^5, and if the fraction is as low as 1/10, then the total is 9.9 × 10^4; this is the basis for our claim that 10^5 neurons are necessary for initiation of a saccade.

Extension of Previous Work. Previous studies have investigated population coding in sensory systems (7). These studies have focused on the effects of shared noise, population size, and noise on choice probabilities of perceptual judgments by assuming that the activity of sensory neurons is pooled or temporally integrated to represent evidence for particular responses (8). This work has provided crucial insights into the readout of sensory information, but it does not address the fundamental scaling problems that are the focus of our work. Unlike our framework, these models make the simplifying assumption that evidence for each response is represented by a single activation. Thus, how and when the brain reaches consensus is unambiguous. Moreover, though this work was seminal in identifying the potential impact of correlated noise in sensory neurons on the probabilities of perceptual judgments, it does not address the role of rate correlations among downstream neurons responsible for generating a motor response at particular time.

Other studies have investigated population coding in motor systems. For example, some groups have described how pools of motor neurons with distinct response fields can encode something like movement direction through vector averaging (9, 10). The current investigation significantly advances this line of research because it concerns with how stochastically variable accumulating activation is combined through time to produce an instantaneous change of state corresponding to measured response times (RTs). Our work also draws attention to the consequences of redundant coding of individual responses by multiple neurons.

Another line of work has analyzed response preparation as the migration of population activity in multidimensional state space (11). Though the current work can be extended in this direction, the compatibility of the rise-to-threshold mechanism with the measure of variance that inspired the state space hypothesis has been demonstrated (12). The advantage of our approach is that it explains why population activity exhibits specific dynamics and outlines the conditions that must be met by specific subpopulations of neurons to initiate motor responses.

However, other researchers have investigated how biophysical models of single neurons (13) can be mapped to macroscopic descriptions of neural activity through mathematical mean-field approximations (14–16) and how large networks of spiking neurons can reproduce both the neurophysiological and behavioral data (17–19). These neural mass or neural field models have provided intuitive and analytic insights into how activity patterns emerge in large networks, but these models do not explain how the dynamics of individual neurons in the network can account for RT variability. Moreover, we tested alternative methods by which the consensus to act among neurons evolves over time, which is often overlooked in neural-network modeling. The current investigation advances this line of research significantly by linking well-established abstract models of the dynamics of individual accumulators, the statistical properties of ensembles, and the full distribution of RT.

Robustness of Findings. In additional simulations, we tested the robustness and generality of findings obtained using the linear ballistic accumulator model by examining models assuming (i) within-trial variability in accumulation rate, (ii) leakage, (iii) variability in thresholds across accumulators, (iv) variability in mean accumulation rates across accumulators, and (v) alternative accumulation rate sampling distributions. As in the main text, we analyzed RT distributions (Fig. S1), neural activation level at RT (A_E50) as a function of RT (Fig. S2), and A_RT distributions (Fig. S3). The parameters that were kept fixed in the simulations are shown in Table S1.

Robustness of findings to within-trial variability in accumulation rate. Compared with the linear ballistic accumulator (LBA) model, the diffusion model not only assumes between-trial variability but also within-trial variability in accumulation rate (Table S1). Gaussian random noise (Eq. 1) was sampled from a multivariate normal
distribution, $\Sigma_{t} = r_{t} \cdot \sigma_{t}$, where $\mu_{t}$ is a vector of zeros and $\Sigma_{t}$ is the covariance matrix. This covariance matrix was computed as

$$\Sigma_{t} = r_{t} \cdot \sigma_{t},$$

where $r_{t}$ is the noise correlation matrix with off-diagonal elements equaling $r_{t}$, and $\sigma_{t}$ is the SD of the normal distribution, reflecting the magnitude of the noise. Based on previous findings (20, 21), we set $r_{t} = 0.10$. We set the magnitude of the noise to $\sigma_{t} = 0.5$. Simulation results for the diffusion-type model are shown in Figs. S1A, S2A, and S3A. The results from the LBA model and diffusion model were largely in agreement, but we noticed a few small differences. We observed that large ensembles operating under late termination rules ($p_{N} \geq 70\%$) produced RT distributions with a longer upper tail, especially when the accumulation rate correlation was high (Fig. S1A). Additionally, whereas in the LBA model the slope of the $A_{RT}$ by RT relationship remained stable around zero when going from early to late termination rules, in the diffusion model we observed a shift from negative to positive slopes (Fig. S2A). In fact, large ensembles operating under early termination rules and high accumulation rate correlations violated the invariance of $A_{RT}$ over RT. Further analysis explained this finding (Fig. S4): because within-trial variability has a stronger impact on slow compared with fast RTs, under early termination rules, $A_{RT}$ is often smaller than 0, resulting in a negative $A_{RT}$ by RT relationship, whereas under late termination rules $A_{RT}$ is often greater than 0, leading to a positive $A_{RT}$ by RT relationship. Finally, in line with the RT findings, we found higher $A_{RT}$ values in large ensembles under late termination rules ($p_{N} \geq 70\%$) than in the LBA model (Fig. S3A). Despite these small differences, the diffusion model reproduced the robustness of RT distributions to variation in ensemble size and the invariance of $A_{RT}$ over RT over a wide range of accumulation rate correlations and termination rules like we observed with the LBA model.

**Robustness of findings to inclusion of leakage.** Simulation results for a ballistic accumulator model with leakage (Eq. 1) are shown in Figs. S1B, S2B, and S3B. We chose the leakage parameter so that the maximum activation level for each accumulator reached an average asymptote of 200 units, twice as large as its threshold (Table S1). There were a few differences between models with and without leakage. We observed slightly longer RTs over the entire range of ensemble sizes, accumulation rate correlations, and termination rules tested (Fig. S1B). Furthermore, we found flatter slopes of the $A_{RT}$ by RT relationship for late termination rules (Fig. S2B). Also, under perfectly correlated accumulation rates the invariance of $A_{RT}$ with RT was violated, but examination revealed that this effect was very small (i.e., extremely narrow confidence intervals just above zero). Finally, we saw a reduction in stochastic variability of $A_{RT}$ across trials that was most pronounced under low accumulation rate correlation and later termination rules (Fig. S3B), reflecting that leakage imposed a maximum on the activation level an accumulator could reach. Taken together, the general pattern of RT, $A_{RT}$ by RT, and $A_{RT}$ by RT findings were in line with the results obtained with the LBA model assuming no leaky accumulation.

**Robustness of findings to variability in thresholds across accumulators.** Simulation results for an LBA model with variability in thresholds across accumulators are shown in Figs. S1C, S2C, and S3C. The threshold activation level for each accumulator ($\theta$) was sampled from a normal distribution truncated at zero, $\theta \sim N(\mu_{\theta}, \sigma_{\theta})$, $\mu_{\theta} \in (0, \infty)$; by contrast, the LBA model presented in the main text assumed that $\theta$ was identical across accumulators. Neurons are idiosyncratic and have different $A_{RT}$ levels, and they may have different thresholds as well. We therefore analyzed a model in which $\theta$ varied randomly across accumulators according to a Gaussian distribution (Table S1). RT distributions were slightly more variable, especially under high accumulation rate correlations ($r_{c} \geq 0.7$; Fig. S1C). There were hardly any differences in the slopes of the $A_{RT}$–RT relationship (Fig. S2C), and we noticed only small changes in stochastic variability of $A_{RT}$ values when accumulation rates were high in combination with extreme termination values (Fig. S3C). Obviously, no differences were observed under a pooling mechanism, because RT production depends on the ensemble threshold, which remained the same. Taken together, these findings demonstrate that variability of thresholds between accumulators does not influence the general pattern of findings.

**Robustness of findings to variability in mean accumulation rate across accumulators.** The LBA model presented in the main text assumed identical accumulation rate distributions across accumulators. In this analysis we instead sampled the mean accumulation rate for each accumulator from a normal distribution truncated at zero, $\mu_{A} \sim N(\mu_{A}, \sigma_{A}^{2})$, $\mu_{A} \in (0, \infty)$, where $\mu_{A}$ is the mean accumulation rate across accumulators ($\mu_{A} = 1$), and $\sigma_{A}$ is the SD of the mean accumulation rate across accumulators ($\sigma_{A} = 0.05$). These means were then converted into a vector of location parameters that was used for sampling $r$ from an $N$-dimensional multivariate lognormal distribution (Eq. 1). In this way, some accumulators have relatively high rates, and others have relatively low rates, mirroring some of the heterogeneity seen in neurons. Simulation results for the LBA model with variability in mean accumulation rate across accumulators are shown in Figs. S1D, S2D, and S3D. It is important to note that the variability in mean rate across accumulators ($\sigma_{r}$) had to be somewhat small to obtain highly correlated accumulation rates from distinct accumulation rate distributions. Indeed, even at this small level of variability it turned out to be impossible to obtain highly correlated accumulation rates ($r_{c} \geq 0.7$) for very large ensembles ($n = 1,000$), as indicated by the cross-hatched panels in Fig. S1D and gray pixels in Fig. S2D. Nevertheless, there were hardly any differences in the RT distributions in other conditions (Fig. S1D). Also, the conditions producing invariant $A_{RT}$–RT relationships were very similar (Fig. S2D), even though the invariance was violated under slightly fewer conditions. There were no noticeable differences in the stochastic variability of $A_{RT}$ values (Fig. S3D). Thus, these results show that that variation of mean accumulation rate between accumulators does not influence the variability pattern of findings.

**Robustness of findings to alternative accumulation rate sampling conditions.** We also simulated the log-normal distribution to sample accumulation rates with correlation. To test whether our findings depended on this particular distribution, we used a mixture approach (22) to instead sample accumulation rates from a multivariate gamma distribution, $r \sim \text{Gamma}(r, \lambda)$, where $r$ is the shape parameter ($r = 2.5$) and $\lambda$ is the rate parameter ($\lambda = 2$). Like the multivariate log-normal distribution, this distribution yields positive values only. The values of these parameters were chosen so that a model with one accumulator would produce RT distributions with location, spread, and shape similar to the linear ballistic accumulator model with one accumulator assuming a log-normal presented in the main text. Simulation results for the LBA model with accumulation rates sampled from a multivariate gamma distribution are shown in Figs. S1E, S2E, and S3E. As ensemble size increased, RT distributions produced under early termination rules showed a little less variability, whereas those produced under late termination rule showed a slightly later onset for low accumulation rate correlations and a slightly longer tail for high accumulation rate correlations (Fig. S1E). However, the overall pattern of results, as indicated by the various shadings, is strikingly similar to that obtained with the model in which accumulation rates were sampled from a multivariate log-normal distribution. We found a somewhat narrower area of parameter space under which invariant $A_{RT}$–RT relationships were produced (Fig. S2E), excluding the earliest and latest termination rules as viable mechanisms. Also, the direction of slopes showed a closer correspondence.
to the diffusion model (Fig. S2A) than to the linear ballistic accumulator model presented in the main text. Finally, there was slightly less stochastic variability of $A_{RT}$ values under low accumulation rate correlations (Fig. S3E). In sum, a model with accumulation rates sampled from a multivariate gamma distribution reproduced the robustness of RT distributions to variation in ensemble size and the invariance of $A_{RT}$ over RT over a wide range of accumulation rate correlations and termination rules that we observed with the LBA models, even though this model appears a bit more sensitive to violations of invariance of $A_{RT}$ over RT produced by extreme termination rules.

**Neural Threshold Mechanisms.** Neurobiologically, thresholds for ballistic movements are implemented by final common circuits in brainstem and spinal cord receiving inputs from many neurons in premotor structures with stochastically activating activity. For example, saccadic eye movements are initiated when omnipause neurons in the nucleus raphe interpositus release inhibition on burst neurons that produce the pulse of force producing the rapid eye movement (23). The descending, accumulating influence of cortical and subcortical accumulating activity ultimately inhibits the omnipause neurons, thereby releasing the saccade. However, the means by which the descending influence of ensembles of premovement neurons in different structures is combined or coordinated is entirely unknown. Other investigators have described evidence accumulation in brain regions that are removed anatomically and functionally from the response preparation process (24, 25). Though the neurobiology of the transition from preparation to execution is vaguely understood, outside recent modeling efforts (26, 27), a threshold mechanism for evidence accumulation triggering response preparation is even less understood.

**Future Model Extensions.** We addressed how ensemble size influences RT distributions in the simple framework of one-choice RT, which most directly corresponds to a simple go task or a very easy choice task with effectively no alternatives to consider; this enabled us to focus on the effects of ensemble size uncontaminated by the complexities of various interactions between competing processes common to models of more complex behaviors, such as choice and stopping. To further clarify the mapping between psychological models and neural measures of decision-making, future studies can extend this approach to account for choosing and stopping. Extending our framework to choosing and stopping is important because most research with cognitive paradigms involves choosing between alternatives (28), and response control requires explaining how responses are initiated and stopped (29, 30); however, this may be challenging because the framework needs to account for a much wider range of behavioral and neural data. To account for choice probabilities, the full distributions of error RTs, and the dynamics of individual neurons across all levels of choice difficulty, our framework will need to include multiple ensembles of stochastic accumulators, one for each response alternative, that race independently or compete interactively. To account for the effect of stop-signal onset asynchrony on stopping probability and the distribution of error RTs, as well as the latency of stopping, and the dynamics of individual neurons when stopping succeeds and fails, the choice framework needs to be further extended to include an ensemble of stochastic accumulators that can interrupt (29) or block* the accumulation process that leads to the production of a response (31).

*Yamaguchi M, Logan GD, Palmeri TJ, Schall JD, Poster Presented at Computational and Systems Neuroscience 2012, February 23–26, 2012, Salt Lake City, UT.
Fig. S1. RT distributions as a function of $N$, $p_N$, and $r_v$ for (A) a diffusion model, (B) a ballistic accumulator model with leakage, (C) a linear ballistic accumulator model with variability in threshold ($\theta$) across accumulators, (D) a linear ballistic accumulator model with variability in the mean of the accumulation rate distribution across accumulators ($\mu_v$, $\alpha$), and (E) a linear ballistic accumulator model with accumulation rates sampled from a multivariate gamma distribution. Each subpanel shows the 0.1, 0.3, 0.5, 0.7, and 0.9 RT quantiles as a function of $N$ on a log-log scale, with RT ranging from $10^2$ to $10^3$ ms and $N$ ranging from $10^6$ to $10^3$. Format and abbreviations as in Fig. 2.
Fig. S2. Relationship between $A_{RT}$ and RT as a function of $N$, $p_N$, and $r_v$ for (A) a diffusion model, (B) a ballistic accumulator model with leakage, (C) a linear ballistic accumulator model with variability in threshold ($\theta$) across accumulators, (D) a linear ballistic accumulator model with variability in the mean of the accumulation rate distribution across accumulators ($\mu_v$, $\sigma_v$), and (E) a linear ballistic accumulator model with accumulation rates sampled from a multivariate gamma distribution. Format and abbreviations as in Fig. 3.
Fig. S3. Distribution of activation level around RT (A_{RT}) between trials in a randomly selected accumulator as a function of \( N \), \( p_N \), and \( r_v \) for (A) a diffusion model, (B) a ballistic accumulator model with leakage, (C) a linear ballistic accumulator model with variability in threshold (\( \theta \)) across accumulators, (D) a linear ballistic accumulator model with variability in the mean of the accumulation rate distribution across accumulators (\( \mu_{v,a} \)), and (E) a linear ballistic accumulator model with accumulation rates sampled from a multivariate gamma distribution. Each panel shows the 0.1, 0.3, 0.5, 0.7, and 0.9 \( A_{RT} \) quantiles as a function of \( N \) on a log-log scale, with \( A_{RT} \) ranging from \( 10^1 \) to \( 10^3 \) arbitrary units, and \( N \) ranging from \( 10^0 \) to \( 10^3 \). Format and abbreviations as in Fig. 4.
Fig. S4. Single-trial accumulation trajectories for a fast trial (Left) and slow trial (Center) and $A_{RT}$–$RT$ relationship (Right) for a diffusion model with perfect accumulation rate correlation and early termination rule ($p_n = \text{first}$; Upper) or late termination rule ($p_n = \text{last}$; Lower). Note the greater impact of within-trial noise on slow compared with fast trials; as a result, $A_{RT}$ is often smaller than $\theta$ under early termination rules, but greater than $\theta$ under late termination rules. Red trajectory represents accumulation process of selected accumulator. Dots (Right) represent average activation level in selected accumulator per RT bin. Format and conventions as in Figs. 1 and 3.

Table S1. Values of fixed parameters for all models

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Diffusion (Figs. S1A, S2A, and S3A)</th>
<th>LBA with leakage (Figs. S1B, S2B, and S3B)</th>
<th>LBA with variation in threshold across accumulators (Figs. S1C, S2C, and S3C)</th>
<th>LBA with variation in mean rate across accumulators (Figs. S1D, S2D, and S3D)</th>
<th>LBA with rates from a multivariate gamma distribution (Figs. S1E, S2E, and S3E)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_v$</td>
<td>-0.3466</td>
<td>-0.3466</td>
<td>-0.3466</td>
<td>-0.3466</td>
<td>—</td>
</tr>
<tr>
<td>$\sigma_v$</td>
<td>0.8326</td>
<td>0.8326</td>
<td>0.8326</td>
<td>0.8326</td>
<td>0.8326</td>
</tr>
<tr>
<td>$\sigma_{v,a}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.05</td>
<td>—</td>
</tr>
<tr>
<td>$\mu_\xi$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\sigma_\xi$</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$r_\xi$</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\mu_\theta$</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$\sigma_\theta$</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$k$</td>
<td>0</td>
<td>0.005*</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\tau$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$dt$</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$T_{se}$</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$T_{re}$</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
</tbody>
</table>

*The leakage constant was proportional to the accumulation rate and varied across trials and accumulators, so that the maximum activation level that each accumulator could attain on each trial was 200 units. $\mu_v$, location parameter of log-normal distribution of accumulation rates; $\sigma_v$, scale parameter of log-normal distribution of accumulation rates across trials; $\sigma_{v,a}$, SD of the mean accumulation rate across accumulators; $\mu_\xi$, mean of the Gaussian distribution of noise; $\sigma_\xi$, SD of the Gaussian distribution of noise; $r_\xi$, noise correlation; $\mu_\theta$, mean of the Gaussian distribution of thresholds; $\sigma_\theta$, SD of the Gaussian distribution of thresholds; $k$, leakage constant; $\tau$, time scale; $dt$, time step; $T_{se}$, stimulus encoding time; $T_{re}$, response execution time.