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constancy allows a transformation to new spatial variables, which ensures the global stabil-
ity of discretization. Convection-diffusion equations are notorious for their lack of stability,
arising from the algebraic interaction of the convection and diffusion terms. Unexpectedly,

Keywords: our implemented numerical algorithm proves to be faster than computing exact solutions
Convection-diffusion equations derived for a special case, while remaining reasonably accurate, as demonstrated in our
Multimesh runtime and error analysis.

Stable discretization © 2017 IMACS. Published by Elsevier B.V. All rights reserved.

1. Introduction
1.1. Aims and overview

The aim of this paper is to develop a numerical algorithm for solving a general system of equations - the Constant-
Convection-Diffusion-Reaction (CCDR) equations (Sec. 1.2) - applicable to the experimental models of both Kinetic Capillary
Electrophoresis (KCE; Sec. 1.2) and KSEC (Sec. 4.2). Both are reversible binding reactions in a long and narrow tube: a cap-
illary or a separation column. The CCDR equations model chemical reactions between any number of substances, with an
arbitrary reaction term, convected in a fluid and propagated by a constant electric field, describing the spacetime evolution
of reactant concentrations. Though the convection is constant in our model, this does not alone eliminate the instability
of standard discretization schemes which convection-diffusion equations are notorious for, but it does allow a change of
variables which induces stability (Sec. 2.1).

The presented mathematical endeavor is fundamentally important for two directions of our ongoing scientific research
in kinetic separation: (1) the accurate computer simulation of experiments under appropriate conditions; (2) the resolution
of an experimental-computational inverse problem for determining kinetic rate constants - both within the KCE framework.
For these applications, a practical numerical solution method must be both stable and accurate, though for the inverse
problem, a low runtime of this direct solver is also critical.
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Previously, our simulations of KCE were generated with COMSOL, which employs a streamline upwind Petrov-Galerkin
method to solve the general Nernst-Planck Equations (Secs. 1.2 and 2.1.1). This method is neither globally stable however, as
evidenced by its output, nor fast enough for resolving the aforementioned inverse problem, described below. Furthermore,
the use of a readily available black box simulation software, like COMSOL, has obvious limitations, such as the lack of
flexibility for modification or extension to a broader framework, like an inverse problem. By their very generality, such
software are likely to be suboptimal for a specific purpose. Thus the introduced numerical algorithm is not only an accurate
simulation tool, but also an efficient direct solver serving a larger vision within the KCE framework, as follows.

The KCE system of convection-diffusion-reaction equations includes kinetic rate constants in the reaction term, which
can be viewed as parameters that the solution functions of this system of partial differential equations depend on. The
efficient and accurate generation of such parametric solutions to the direct problem is necessary for the evaluation of the
error target function at each iteration of some optimization algorithm, which minimizes this target function to resolve the
inverse problem of determining the parameters that induce a given target signal [30].

Finding the accuracy of a numerical solution is difficult in general, but for the KCE model, it can be compared with an
exact solution for a simplified case, derived in Sec. 2.2. The error is analyzed in Sec. 3.3, and the runtimes of the direct
solver in Sec. 3.1 are compared in Sec. 3.2.

1.2. The physical model

The equations of our physical model are deduced from the Nernst-Planck Equations, which express the conservation of
mass of ions in a fluid medium under the influence of an electric field along a single spatial direction, while accounting for
convection, diffusion, and reaction between the ions.

Define ¢ = (c1,...,CN) :Ri — Rﬁ (where R, :=[0, +00)) as the spatiotemporal concentration of N € N convected ions
over (t,x) points, V : R? - RN as the velocities of their convection, D : RZ — RY as their diffusion, R : RY — RN as a
reaction term between the ions, K € RN as coefficients arising from various electromagnetic and thermodynamic constants
[33], and E : R? — RN as the electric fields influencing the motion of the ions, while denote with - the Hadamard product
of two vectors. To arrive at an intermediate form towards our equations, the Nernst-Planck equations [23,33] reduce to the
following vector PDE

0rC + 0x(V - ¢) = 9x(D - 9x¢) + R(c) + K - 9x(E - ¢)

with appropriate initial and boundary conditions that ensure the existence and uniqueness of a concentration vector solu-
tion.

For the experimental model of Kinetic Capillary Electrophoresis (KCE) [5,21,18,15], the above equation reduces further
due to certain features of the experimental setup. Specifically the convection velocities are constant V € RN, the diffusion
coefficients are constant D € R’f_, and the electric field strength E is constant as well. Thus a constant vector v:=V —K-E €
Rﬁ is introduced, and its components can be thought of as a case of constant convection in a convection-diffusion equation,
suggesting the name Constant-Convection-Diffusion-Reaction (CCDR) equations. Therefore, they can be stated as

dc+v-dxc=D-d2c+ R(c)

again with appropriate initial and boundary conditions [25,20].

In the formulation of the KCE model, there are three reactants and their concentration vector is denoted either as
c=(,T,C): Ri — ]Ri representing the experimental ligand, target, and complex, or as ¢ = (A, B, C) in the simplified case
of MASKE [19]. The velocities and diffusion coefficients are denoted as v = (v, vy, v¢) and D = (D, Dt, D¢) respectively.
In the general KCE model, the reaction term is

R(€) = (—konLT + koffC, —konLT +kofC, konLT — koftC) : RZ — R3.

Here kon, koff € Ry are the rate constants of complex formation and dissociation respectively. In MASKE, the concentration
of the second ion T is assumed to be constant, so the second equation is omitted and the reaction term becomes R(c) =
(—konLT + kogfC, konLT — kogC). The point of this simplification is to enable us to find an exact solution [19]. Another
simplification for the same reason, is to keep all three concentration components and simplify the reaction term only as
R(c) = (korC, koffC, —kofC), as in Sec. 2.2 [17].

1.3. Initial and boundary conditions

Since our goal is to give both a numerical and an exact solution to the above equations, the latter must be conve-
niently derivable from a Green function via function convolutions. So the initial and boundary conditions (IBC) of the CCDR
equations are chosen to be idealizations of the initial concentration profiles measured in KCE experiments.

The initial conditions for the KCE equations specify the concentration profiles of the injected reactant plugs. A plug can
be represented using various density functions ¢ : R — Ry, [ J’;: o0 = 1. An identical substance amount is assumed within

the plug - regardless of the density function used - to ensure that the amount of reacting molecules remains consistent
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Table 1

Initial and boundary conditions for standard KCE methods.
Method c(0, x) c(t,0) AxC(t, Xdet)
NECEEM ¢ o(x/h 0 0
cNECEEM 0 c 0
SweepCE (L,0,0) 0,T,00 0
sSweepCE (Lo (x=1), Tox/D), 0) 0 0
sSweepCEEM Lo x—1), Tio/l) + T2 (x—1, Cox—1) 0 0
ECEEM Lo x -1, Tox/), Cox—1) 0, 7,00 0
ppKCE (Lo((x—11)/IT), To(x/I), 0) 0 0

for various injected concentration profiles. The total amount of molecules at concentration c(x) in a capillary of constant
radius r, at locations x within cylinders of infinitesimal height dx, is given by the integral

o0
fc(x) wr? dx.
0

So for two concentration functions to give the same amount of molecules, the areas under them must be equal. To be
consistent with our earlier work [15], this amount is set at 7r2[¢, which arises from the special case of rectangular con-
centration profiles of heights ¢ € RN and plug length I > 0. To rescale a density function o as another density, the proper
transformation is (1/l)o(x/l), which retains a unit area under the curve. To ensure the standard amount of molecules, the
area under the initial concentration profile IC:=¢(0, -) : R4 — Ry must equal cl, implying the transformation ¢ o(x/I).

This way our earlier table of initial and boundary conditions [15] can be generalized to arbitrary plug densities as shown
in Table 1.

Note that xq4e¢ denotes the location of the experimental detector at the end of the capillary, and ¢ denotes the Heaviside
function

1 ifx>0

P(x) = .
0 otherwise.

2. Solution of the equations
2.1. Numerical solution of the complete equations

2.1.1. Discretization
As a reminder, the CCDR vector PDE equation is
dC+v-dc=D-d2c+R(c).
The standard way to discretize the equations would be
c(t+ At,x) —c(t, x) c(t,x+ Ax) —c(t,X) c(t,x — Ax) — 2c(t, x) +c(t,x + Ax)
+v- =D-
At AX Ax2
yielding the vector iteration scheme

+ R(u)

VAt DAt DAt vAt
—2—~ ) -ct,x) — =
AXx Ax? Ax2 AX

DAt
c(t+ At,x) = AL -c(t,x — Ax) + (1 + — —) -c(t,x + Ax) + R(c(t, x)) At.

This common scheme is unstable due to the fact that the coefficients can be negative for a sparse mesh, causing oscillations
to emerge in this recursion, commonly referred to as instability [31,24,12]. The main issue is that the Péclet number arising
from the presence of both convection and diffusion (or the ratio max(v)/ min(D)) is too large (convection-dominated case),
requiring a very dense mesh for ensuring stability. This kind of instability can be partly resolved for convection-diffusion
equations by weighting the diffusion term as in streamline upwind Petrov-Galerkin methods [13,11,1,4]. Some programs
have already been developed for modeling electrophoresis in other settings [28,26,8,16,27].

Instead of a general partial resolution, we may attempt to resolve the instability by virtue of constant convection in
our equations. Petrov et al. and others [21,9,10] suggest improving stability by aligning the grid points with the directions
of plug peak motion in spacetime, by choosing special individual stepsizes Ax; = vy At. Upon further thought, we can
eliminate the convection term entirely by first changing variables for each line of the equations as

Yn:=X—vnt, Va(t, yn) :=cn(t,X)

resulting in the transformed equations
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O ¥n=Dndy Yn+Ra(y) m=1,...,N).
Then the iterations will be executed separately for each concentration variable, and we interpolate between the meshes to
compute the reaction term

Rn(y) =Ra(y1(t, y1), ..., ¥N(t, YN)) = Ra(c(t, X)).

We discretize the (t, yp)-planes as Ay, := vy At in order to align the (t, y,) grid points with the boundary conditions,
which are now skewed in the transformed planes. So the iteration scheme becomes the following

Dp At Dp At DpAt
Ya(t + At, yp) = 5 Yn, Yn—Ayn) + |12 5 Vn(tv}’n)‘f‘—z Ya(t, Yn + Ayn) + Rp(y) At.
Ayy Ay Ayy

n

The stability of the iteration is now ensured, since the v terms in the earlier discretization are eliminated, so the condi-
tion for stability becomes At > max, (2Dn/v%) which is easy to satisfy for a large Péclet number

va~1073, D, ~1071° = At>10"".

So with tmax = 103 s, this implies a limit of at most 100 grid points in time (and corresponding Ayy,). If D, = 0, then there
is no limitation for refinement.

2.1.2. The solver algorithm
The algorithm presented below finds approximate values of the concentration vector solution ¢ of the CCDR equations

with N e N lines, over a given grid (t;,x;) € ]Ri (i=0,1,...,1, j=0,1,..., J) where x; = Xger, With an equidistant tem-
poral discretization At and arbitrary values in space.
A different x-grid for each line of the equations is defined as (t,~,x,’1 j) where x,’”. = jvpAt (j=0,1,..., Jn) where

/

x,/”n = xdet (by choosing an equidistant spatial discretization Ax, = Xpjy1 — x;u. = vpAt). The y-grid for the transformed
equations is defined as (t;, yn i, j) where yp; ::x,;,j —vpti (j=0,1,..., Jy) (implying that Ay, = Ax, for all i).

Denote the sought concentration values by ¢y ; j ~ ¢, (ti, x;), the values on the equidistant grid by CT/“-J ~ cn(ti,x;w),
while the values on the transformed grids by ¥y j & ya(ti, yn,i,j). Note that y,; ;= c,’“yj, since yu(t, yn) = ca(t,x) by
definition, for y, =x — vyt.

The reaction vector must be evaluated at the same spacetime grid points, so for each line of the equation n € {1, ..., N}
we interpolate the concentration values on the other spatial grids yi; j (k#n, j=0,1,..., Ji) onto the current n-th grid
(ti, Yn,i,j) (j=0,1,..., Jn), and denote the new values as yxn;;j (j=0,1,..., Jn) (note that we can define ¥ n i j:= Vn,i j)-
The associated reaction values are denoted as

Rn,i,j = Rn()’],n,i,j, ceey )/N,n,i,j) (=0,1,..., Jn).

The algorithm contains nested for loops, first according to time, then by each reactant. Therefore, it begins by evaluat-
ing the initial conditions from some initial condition function c(0, x) = IC(x). The left boundary condition is given by the
function yp.i.0 ~ ya(ti, Yn,i,0) = cn(ti, 0) = BCy(t;) and the right boundary condition is of Neumann type 9y, ¥ (ti, Yn,i,j,) =0
implying that ¥y ; j, = Vn.i,j,—1. Note that we must also extrapolate the transformed concentration for j=1 as

. Ynij—2tYaij

Vi j—1~ = Vnij-2~2Vnij-1— Vnij-

2
Lastly, denote the iteration coefficients (a convex combination) as
Dp At
Ap = 5 Bni=1-24A, (n=1,...,N).
Ay;

The algorithm may call various kinds of interpolation subroutines. Our implementation uses cubic Hermite splines, re-
sulting in an O(1/I) = O(At) convergence in the L? error from the exact solutions, as demonstrated computationally in
Sec. 3.3. (Note that for the heat equation d;c = D afc the error is well-known to be O(At) + O(Ax?) [32].)

2.2. The exact solution for a simplification of NECEEM
We plan to explicitly solve a simplified case of the CCDR vector PDE equation

dc+v-dxc=D-d2c+ R(c)

with reaction function R(c) = (kosfC, koffC, —koffC) :]Ri%r — R3 where c = (L, T, C), via the method of fundamental solutions
as demonstrated earlier for the case of a rectangular plug [17]. Hereby the exact solutions are derived for a plug represented
by a Gaussian initial condition, defined via the following density function
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Algorithm 1 Numerical solver for the CCDR equations.
1: function NUMSOLCCDR(v, D, R, t, X)

3: for j=0,1,..., J, do

4: Yn0,j :=1Cq (X;Lj)

5: end for

6: Cn,0,- := INTERPOLATE(YVn 0., X,., X)

7 end for

8: fori=0,1,..., I—1do

9: forn=1,..., N do

10: fork=1,..., N, k#n do

11: Yin,i,. := INTERPOLATE(Vk.i., Yki.» Yni.)
12: end for

13: Vn.i.0 :=BCn(ti)

14: for j=1,..., Jan—1do

15: Rni.j = Rn(V1nijs---s YNn,ij)

16: if j=1 then

17 Vnit1,j = AnQVn,i.j—1 — Yni,j) + BaVni,j—1 + An¥n,i,j + Rn,i j At
18: else

19: Yni+1,j = AnVn,i.j—Z + Ban.ij-1+ AnVn,i.j + Rn,i,jAt
20: end if

21: end for

22: Yn,it1, Jn = Vni+1, Jn—1

23: Cni+1,- := INTERPOLATE(Vniy1,., X;.. X)

24: end for

25: end for

26: return ¢
27: end function

1 — )2
06(®) = 0¢li, 0*1(%) = oo P <_M>

202

The NECEEM vector initial condition according to Sec. 1.3 is

c(0,x) =IC(x) :=c og(x/)

while the boundary conditions remain unspecified for now, for the sake of simplicity.
Introducing some fundamental solutions will aid us in our derivation of an explicit solution. It can be shown by substi-
tution that the equation

OF +v 0xF — D 92F = —kF

with the initial condition F (0, x) = §(x), is solved by

FIKI(t, x) := 9 (t) e og[vt, 2Dt](x).

On the other hand, the fundamental solution satisfying

%F +voyF —D32F =4
with a spatiotemporal Dirac delta function, is coincidentally the function F[0].
Thus to find the third concentration component C for some initial condition function C(0, x) = IC¢(x), we must convolve
it with the first fundamental solution above, resulting in
C(t,x) = (ICc * Fclko](t, ) (%)

where Fc¢ is defined similarly as above, with parameters v¢ and Dc.

In order to get the other two concentration components L and T, we break them up into an equilibrium term (the
solution of the k=0, F(0,x) =IC(x) case above) and a dissipation term (the solution with right-hand side kC), resulting
in

L(t, x) = (ICp = FL[0](t, -))(X) + kofr (C * FL[O])(t, X)
T(t,x) = (ICr = Fr[OI(t, ) (%) + kofr(C * Fr[OD(t, X).

Since the above formulas include several function convolutions (single and double integrals), it is desirable to simplify our
derivation with the following well-known identity

ocli1, o1 % 0cli2, 041 = 0clpr + pa, of + 071
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Next, notice that for some (g, 00 > 0 and w := uol, o :=ogl we have

IC(X) = € 0l 1o, o3 1(x/D) = &l 061, 021 (0).
Employing the above general solution formulas for this special initial condition, we get
C(t. = (ICc  Felkorrl €, )0 =1 (061, 021+ (9O gglvct, 2Dctl)) (0 =
=IC 9 (t) e %o oc[p + vct, 02 4 2Dct](x).

With the above, we may now derive the other concentration components as follows

Leq(t, X) = (IC, % FL[0](t, )) (%) = IL oc[1 + vit, 0% + 2D t](x)

+00
Lais (£, ) = koqr(C % FLIOD) (¢, %) = kot f (C(z, ) * FL[0)(t — 7, ) (x) dT =
+o00
= kolC / D)™ (gglp + veT, 0 + 2Dl Bt — Teclvi(t - ), 2D — T)]) (¥ dT =

t
= kofflc_'/e"‘offfgc[,u +vit+ (ve —vpT, 62 +2Dit +2(Dc — Dp)T](%) dT
0
L= Leq + Lais

and Teq, Tgis, T are defined similarly.

Despite the extensive simplification of the exact solutions for the Gaussian case above - otherwise containing even
more computationally expensive convolution integrals - we will show in Sec. 3.2 that somewhat surprisingly, the numerical
method of the previous section is much faster according to our computational tests. It is not only faster, but is capable of
solving the CCDR equations for any reaction function and initial-boundary conditions, with a reasonable error according to
Sec. 3.3.

3. Computational results
3.1. The direct solver package

The numerical solver algorithm of Sec. 2.1.2 has been implemented in MATLAB for the KCE equations, though can be
easily generalized to more reactants and any reaction mapping. The package is available on GitHub [29]. Currently the
package contains only the direct solver for KCE, but the inverse solver built on it is also under development, serving our
research described in the introduction.

The direct solver sub-package, contains an implementation of the numerical algorithm that is functional for all initial
and boundary conditions, and plug types described in Sec. 1.3. Exact solutions have only been derived and implemented for
the simplified NECEEM case in Sec. 2.2 with Gaussian and rectangular plug types [17], and for MASKE [19] with any plug
type.

Therefore, in order to compare the computational runtimes and errors between the numerical and exact solutions, we are
restricted to either of the above two simplified methods. We chose simplified NECEEM with a Gaussian plug for the analysis
below, since its equations are closer to the full KCE equations than those of MASKE, consisting of only two lines. Further-
more, the solution formulas can be minimized computationally as much as possible, by eliminating expensive convolution
integrals which arise for other density functions. This way we achieve a lower bound on the computational complexity of
the exact case, which can be compared with that of the numerical one. Specifically, three single convolution integrals are
eliminated for C, Leq, Teq and two double convolution integrals are reduced to single ones for Lgis, Tqis, as shown in Sec. 2.2.

The inverse problem of our research requires fast and accurate simulation of the solutions to the KCE equations for
varying kon, Koff values, modeling experimental electropherogram signals [30]. Thus we analyze our direct solver in terms
of both runtime and error below.

3.2. Runtime analysis
In order to compare the runtime of our numerical solver (Sec. 2.1.2) to that of computing the exact solutions of simplified

NECEEM (Sec. 2.2), we ran the solver for each temporal mesh size I five times, and plotted the average of runtimes in Fig. 1.
We are only interested in varying I and not J (the spatial mesh size), because the experimental signals are available only
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Fig. 1. Average runtimes for the numerical solver (red), the exact solver (blue), and their ratio (gray). (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

at the detector location Xget, restricting the inverse problem to this single location in space. Test runs were done with an
AMD A8-5550M processor, 8.00 GB of RAM, 64-bit Windows 10, and MATLAB R2016a, with the parameters

kon = 3500 m>/mol, ko = 0.035, v=(3.3,5,4) x 10> m?/Vs, D=(7,7,7) x 107" m?/s
¢=(1.86,16.9,3.14) x 10~ mol/m>, I =0.005 m, tmax = 90'S, Xget = 0.2 M.

The runtimes seem to closely follow quadratic and linear relationships for the numerical and exact solvers, respectively,
with high coefficients of determination R2. This is expected for the exact solver, which simply evaluates the formulas of
Sec. 2.2. The quadratic polynomial for Ty (I) makes sense, since the algorithm of Sec. 2.1.2 must necessarily solve for all
the nodes on the spacetime mesh to provide the values at the only relevant location xget. The transformed spatial meshes
all depend on the temporal mesh linearly Ay, = v,At, implying that the spacetime mesh sizes must depend quadratically
on [.

The exact solution formulas for simplified NECEEM (Sec. 2.2) provide a standard of comparison for the numerical solution
values, since the formulas for C, Leq, Teq are exact, while the formulas for Leq, Teq can be approximated accurately with
some quadrature method (we used the integral function of MATLAB, with a RelTol value of 1076).

It is important to observe that the ratio of runtimes r(I) decreases for increasing I, and follows a power law with an
exponent of —0.761 (though the ratio of a linear and a quadratic polynomial should asymptotically follow a hyperbola with
an exponent of —1). This implies that the gain in runtime using the numerical solver is much larger for lower mesh sizes,
the difference ranging between 1-2 orders of magnitude below I = 2000. For our end goal of an efficient inverse solver, a
mesh size of 1000 < I <2000 is sufficient.

Thus we have demonstrated that surprisingly the numerical solver has a significantly lower runtime than even an
optimally low runtime of the exact solution formulas. For this to be relevant, the error between the solutions must be
reasonable.

3.3. Error analysis

To show that the numerical solutions generated by Algorithm 1 are “reasonable”, we demonstrate that the L?-error from
the exact values vanishes with an increasing temporal mesh size I. Fig. 2 shows that the error decreases for increasing
temporal mesh size according to similar power laws for the three concentration components. Taking the weighted average
of the three exponents according to the coefficients of determination (R? values) gives —0.9798. Thus we conjecture that
all three error components are inversely proportional to the temporal mesh size for large I, i.e. precisely of order O(1/I) =
O(At) (Sec. 2.1.2).

The convergence of Algorithm 1 for increasing mesh size is self-evident from its design. Clearly, the error in the solution
- arising from the derivative approximations, and the multimesh interpolation - vanishes as the spacetime mesh size
increases. For an infinitesimally fine mesh, the error is necessarily zero. Thus the above comparison in Fig. 2 - between
the exact and simulated solutions in the simplified case - is not intended to be a proof of convergence, but merely a
rate analysis of the de facto vanishing of the error with respect to mesh size. It gives an idea of how “reasonable” this
convergence is.

Nevertheless, this computational error analysis of the simplified system bears relevance to the original equations. The
two differ in the reaction terms: (1) original: —konLT + kogrC; (2) simplified: koC, but the solutions differ negligibly. As
illustrated in Fig. 3 for the simplified solution, the peaks are separated in a way that the following hold
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Fig. 2. Plot of the relative L? error between the exact and numerical solution signals at the detector, for increasing temporal mesh sizes.
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Fig. 3. The exact and numerical solutions for the parameters in Sec. 3.2, and temporal mesh size I = 10%.

LT >0 when C>0; LT~O0 when C~0; LT «C when C > 0.

Consequently, the following approximations hold

—konLT + kogfC ~ 0 when C~0; —konLT + koffC ~ kofC when C > 0.

So we may conclude heuristically, that the above rate analysis of the error in the simplified case, is closely aligned with the
original.

4. Concluding remarks
4.1. Summary and future directions

A stable algorithm has been introduced for the efficient generation of accurate solutions to a set of convection-diffusion
equations, with constant convection velocities. Stability has been demonstrated algebraically, due to the change of variables



90 J. Vass, S.N. Krylov / Applied Numerical Mathematics 122 (2017) 82-91

to new spatial meshes, for each line of this system of partial differential equations. Both efficiency and accuracy have been
demonstrated as well.

The direct solver package corresponding to this work [29] may be extended in two potential directions: the imple-
mentation of new initial and boundary conditions, perhaps with a generic classification system; or the derivation of new
exact solutions for either other simplifications of the original equations, or perhaps the explicit solution of the complete
equations. According to our runtime analysis, however, the computation of closed form solutions is not likely to be more
efficient, even in an extremely simple Gaussian case which gives a lower bound on computational complexity, implying the
permanent significance of our solver.

The relevance of this algorithm to our further work on an experimental inverse problem has also been highlighted.
Indeed, this is the direction our solver package is being extended in, now enabled by the fast computation of parametrized
solutions with an error measured from an experimental signal, which is minimized via an optimization algorithm.

4.2. Applicability to other physical models

The Kinetic Size-Exclusion Chromatography (KSEC) model [2,3] can be written under certain experimental conditions in
a form quite similar to the KCE equations [7,6]. However, our program package in its current form [29] cannot handle the
KSEC equations, mainly due to additional factors in the reaction term and the initial conditions, even in a simplified case
[7]. Furthermore, due to their more special form, the KSEC equations can be reduced to an equivalent form, for which a
more efficient solver should be developed.

Algorithm 1 can also be adopted to the ACE model [14] and a separation-based approach [22], though it is no doubt
applicable to the simulation of many other physical processes.

4.3. Experimental remarks

Both the KCE [15] and KSEC [2] equations describe kinetic separation methods, with concentration components as func-
tions of time and space, where a reversible binding reaction is paralleled by the separation of reactants, convected at
constant velocities in a capillary.

The presented discretization method was developed primarily for the KCE equations, which describe the migration of and
interaction between three species: the ligand L, the target T, and the complex C. The KCE equations do not incorporate a
variety of other “background” species and reactions — such as components of the acid-base equilibration in the background
electrolyte - which occur during electrophoresis of these three species.

In practice, the KCE method utilizes experimentally-measured velocities of the three species, and plug lengths corre-
sponding to them. Such parameters are sufficient for the description of the relevant migration-reaction phenomena, only if
the electrophoretic experiment is planned and carried out properly.

Most importantly, the concentrations of the analytes in KCE should be well-below the concentrations of the ions in the
background electrolyte. In turn, in KSEC experiments, the equilibration between the pores and the free volume should be
fast. Beneficially, these conditions are easily satisfied for both KCE and KSEC. Analyte concentrations are typically at least
four orders of magnitude below the background electrolyte concentration, while the sub-nanometer size of pores allows fast
equilibration between them and the free volume.
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